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Abstract

Effective feature representations which should not
only express the image’s individual properties, but
also reflect the interaction among group images
are essentially crucial for robust co-saliency de-
tection. This paper proposes a novel deep learn-
ing co-saliency detection approach which simulta-
neously learns single image properties and robust
group feature in a recurrent manner. Specifically,
our network first extracts the semantic features of
each image. Then, a specially designed Recurrent
Co-Attention Unit (RCAU) will explore all images
in the group recurrently to generate the final group
representation using the co-attention between im-
ages, and meanwhile suppresses noisy information.
The group feature which contains complementary
synergetic information is later merged with the sin-
gle image features which express the unique prop-
erties to infer robust co-saliency. We also propose
a novel co-perceptual loss to make full use of inter-
active relationships of whole images in the training
group as the supervision in our end-to-end train-
ing process. Extensive experimental results demon-
strate the superiority of our approach in comparison
with the state-of-the-art methods.

1

In practice, the frequently occurring patterns or the prime
foregrounds can be utilized to represent the main content
of the image group. The co-saliency task is derived with
the goal of discovering the common and salient objects in
a group of related images. Unlike traditional saliency detec-
tion [Li er al., 2019; Hou et al., 2019; Wang et al., 2018;
Zhang et al., 2017b], co-saliency explore more synergetic in-
formation from multiple images. It endows many high-level
computer vision systems with the capability to fixate their at-
tention on the most valuable information in the image group,
such as image co-segmentation [Chang er al., 2011], object
co-localization [Xue er al., 2013], and video foreground ex-
traction [Fu et al., 2015].

Introduction

*Correspondence should be addressed to Zhengxing Sun and Jin-
long Shi
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As a fundamental but challenging research topic, to de-
tect co-saliency accurately, there are two key issues must be
concerned: i) extract and learn effective feature representa-
tions of images in the group; ii) model the synergetic re-
lationship among the co-salient regions at the group level
to generate the final co-saliency maps. Conventional ap-
proaches [Fu et al., 2013; Liu et al., 2014] utilize hand-
crafted features, such as color, texture and SIFT descrip-
tors etc., and these methods rely on researcher’s prior knowl-
edge to model the interaction between the group images, like
inter-image saliency. However, low-level features and fixed
hand-designed interaction models are too subjective to face
the multiple challenges including background clutter, appear-
ance variance of co-salient object across images, and simi-
larity between co-object and non-common object, etc. Deep
learning has recently emerged and demonstrated success in
many computer vision applications. Recent researches use
deep visual features to improve co-saliency detection and
they also try to learn more robust co-salient properties among
images in a data driven manner. However, as feature extrac-
tion and co-saliency detection are treated as separate steps in
these approaches [Zhang et al., 2016; Zhang et al., 2017a;
Li et al., 2017; Zheng et al., 2018], they can’t customize fea-
tures for better inferring co-salient regions, leading to sub-
optimal performance. For robust co-saliency detection, the
feature representation should not only express the individual
properties of each image, but also contain the relevance and
interaction among group images. Recently, [Wei er al., 2017]
integrated feature learning and detection as a whole process
and proposed an end-to-end deep learning co-saliency detec-
tion method. The designed group-wise representation can
capture the interaction among group images and improve the
results, which demonstrates its importance for co-saliency de-
tection.

As the first end-to-end co-saliency network, [Wei er al.,
2017] had made a remarkable success, however in real-world
robust co-saliency detection this kind of network architec-
ture suffers from several drawbacks. i) Their end-to-end net-
work architecture requires constant input data, so they con-
struct the network based on the assumption that there are a
constant number of images in each group, which are set to
be 5 in their work. However, the size of each group is not
fixed in real-world scenarios as well as the experimental co-
saliency dataset. When encountering the group with various
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Figure 1: [llustration of the proposed recurrent network architecture
for co-saliency detection. 6 means concatenate operation.

sizes, they either can’t make the detection or only can capture
incomplete synergetic relationships with partial group-wise
features, limiting the robustness of the model. ii) As there
is unpredictable appearance and location variance of the co-
salient object across images, their group-wise representation
which is based on the direct concatenation of individual im-
age features contains much noise information of un-salient or
non-common regions, leading to unsatisfying results.

In this paper, in order to detect robust co-saliency, we
propose a novel deep learning approach with recurrent co-
attention network. Our aim is to make use of all available
information including individual image properties as well as
the group synergetic information to create a robust and ef-
fective co-saliency network. Specifically, our network will
first extract the semantic features of all images, then will be
processed by two branches. The single image representa-
tion branch processes each image individually to learn the
unique properties. Since there are an unfixed number of im-
ages in each group and the appearance as well as the loca-
tion of co-salient object varies across images, we specially
design a novel Recurrent Co-Attention Unit (RCAU) to learn
the group information. By using the spatial and channel co-
attention between images, the RCAU recurrently explores all
images in the group to gradually learn the robust group repre-
sentation and meanwhile suppresses noisy information. The
group feature is then broadcasted to each individual image,
which allows the network to leverage the synergetic infor-
mation and unique properties between the images. So the
complementarity and interaction of group and single repre-
sentation are sufficiently exploited to facilitate the robust co-
saliency reasoning. Moreover, to make full use of the inter-
active relationships of whole images in the training group,
inspired by [Hsu et al., 2018], we further propose a novel co-
perceptual loss as the additional supervision in our end-to-end
training process. As far as we know, this is the first attempt
to introduce the recurrent architecture into deep co-saliency
detection, which allows the proposed method to make full
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use of all images information in various size groups without
retraining the model or introducing extra parameters. Exten-
sive experimental results demonstrate the superiority of our
approach in robust co-saliency detection as compared to the
state-of-the-art methods.

2 Proposed Approach

2.1 Problem Formulation

Co-saliency detection aims at discovering the common and
salient objects in a group of N relevantimages Z = {I,,}_,.
The co-saliency maps M = {M,,}N_, are produced by a co-
saliency detection model:

M = F(Z;0), (D

where F'() is the model function that takes an image group
as input and outputs a group of co-saliency maps simultane-
ously. © represents model parameters which are optimized
by an end-to-end learning scheme in this work. The core
idea of this work is trying to make full use of all available in-
formation to learn the effective feature representations which
can not only express the image’s individual properties, but
also reflect the interaction among group images for robust
co-saliency referring. The overall architecture of the pro-
posed approach is illustrated in Figure 1. For an input im-
age group with an arbitrary size, our network will first extract
the semantic features of all images. Then the single image
representation (SIR) branch processes each image individu-
ally to learn the unique properties. Meanwhile the Recurrent
Co-Attention Unit (RCAU) recurrently explores all images in
the group to learn the robust group representation. The two
branches are later merged for the final co-saliency detection.

2.2 Single Image Representation

As a basic rule in co-saliency, in most cases, the co-salient
regions should be salient with respect to the background in
each image. So, it is important to learn the unique prop-
erties of each image to capture the saliency of the potential
co-salient objects in the individual image. In the proposed
approach, for each image I, in the input group Z we first use
a pre-trained convolutional neural network (CNN) to extract
its semantic features X,, € R¥*W*C Then we construct an
SIR block with 3 convolutional layers to encode the individ-
ual properties for each image S = {S,, }2_,, which is defined
as follows:

Sn:fS(Xn;G)S); 2
where ©g are the parameters learned from the convolutional
process fs.

2.3 Group Representation with RCAU

As images within a co-saliency group are contextually as-
sociated with each other in different ways such as common
objects, similar categories, and related scenes, learning a ro-
bust group representation which contains the relevance and
interaction between group images is extremely important for
co-saliency referring. In this work, we proposed to use a re-
current architecture to learn the group representation Gy for
an arbitrary size group Z. It is defined as follows:

Gy = fe({Xn}_1:06) 3)
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where O are the parameters learned from the recurrent con-
volutional process f. Since there is much noise information
of non-salient or non-common regions in the group and the
appearance as well as the location of co-salient object varies
across images, we specifically design a novel recurrent unit
RCAU to gradually explore all the synergetic relationships
between images for the group representation. As illustrated
in Fig. 2(a), for step n, RCAU takes two inputs: the current
image feature map X,, and the group representation G,,_; of
all the images just been explored. In the first step, G is ini-
tialized with X;. We construct two gates in our RCAU, the
reset gate g4 is used for denoising current image and the up-
date gate g, is used to decide how to update current group
representation G,,.

Since all images in the group share the common objects,
we want to use the synergetic relationships between the ex-
plored images and the current image to suppress the noise
data in current image, like the non-salient background and
non-common regions. The reset gate D is defined as:

D = g4([Gn-1, X4))- 4

Then the denoised feature map X, is computed as

X, =X,0D =X, 0 sigmoidWyq x [Gn_1,X,]), (5)

where [G,—1, X,,] € R¥*Wx2C s the concatenated feature
map of G,,_; and X,,, x is matrix multiplication and ® de-
notes element-wise multiplication. We use a FC layer W; to
reduce the feature dimension.

As the appearance and the location of co-salient object
varies across images, we want to fully explore the spatial-
channel-wise variation of the co-salient object with co-
attention mechanism to determine what group information
should be retained in GG,,_; and what new information should
be updated from X,,. So Z,, = (G,,—1 — X, ) is used as an
input of g, to model the cross-images variation in each step.
The update gate Z is defined as follows,

Z = gz(Zn; ez) = gz(Gn—l - Xn)~

Fig.2(b) illustrates the structure of update gate model g.,.

For spatial attention model, we first use a global cross-
channel average pooling layer to get the overall response in
each spatial position.Then two FC layers (the first layer is fol-
lowed by ReLU) are applied to generate the spatial attention
maps Z, € RE*W>1 Ttis formulated as

Zy = W2 x ReLU(W! x zI.W) (7

where ZHW ¢ RH:W is the result of Z,, after cross-channel
average pooling.

For channel attention model, we first introduce a global
spatial space average pooling layer to get overall response of
each channel. Then a FC layer is applied to get the channel
attention maps Z, € R'*1*¢, which is formulated as

Ze=W.x Z%,

(6)

®)

where Z¢ € RC is the result of Z,, after global spatial space
average pooling.

The overall attention maps of current input feature are the
product of spatial attention maps and channel attention maps.
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Figure 2: (a) The architecture of recurrent co-attention unit (RCAU).
(b) The architecture of proposed update gate model g..

After a sigmoid operation, the overall attention maps are nor-
malized into the range between 0 and 1, formulated as

Z = sigmoid( Zs © Z,. ), )
where Z € RT*WXC Then the RCAU updates G,, by
Gn=20G,—1+(1-2)0X,. (10)

The value of each position in Z denotes the probability for
the activation value in corresponding position of G,,_1 to be
reserved and position of X, to be updated. Higher proba-
bility value indicates that the update gate model g, considers
that last group feature GG,,—1 in this location has high quality
group information and should be reserved. While locations
with lower probability means there is new useful synergetic
information in X, should be updated to GG,,. Unlike the con-
ventional recurrent units (GRU or LSTM), our RCAU can
use co-attention to recurrently learn robust group representa-
tion for co-saliency referring meanwhile reducing the noise
data. We will provide justification on this issue in the later
experiments section.

2.4 Detect Co-saliency with Robust Representation

As described previously, the group feature is then broadcasted
to each individual image, which allows the network to lever-
age the synergetic information and unique properties between
the images. So the complementarity and interaction of group
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and single representation are sufficiently exploited to facili-
tate the robust co-saliency reasoning. We concatenate each S;
with G/ to get final fused features, and to alleviate the alias-
ing effect of upsampling, we add a 3 x 3 convolutional layer
after merging operations. So the co-saliency maps M can be
obtained with the final fused features by applying 3 x 3 con-
volutional layers and deconvolutional layers followed with a
sigmoid activation function. It is formulated as:

M = fo(S,Gn;Oc). (11)
3 Loss Function
Let Z = {I,}N_, and their groundtruth {QT} _, denote

a collection of training samples where N is the number of
images. After co-saliency detection, co-saliency maps are
{M,}N_,. We use the sigmoid cross-entropy loss as the in-
dividual supervision for each image I,,:
Ly(In;©) = —(Gplog(My,)+(1-G,1 )log(1—=M,,) ). (12)
To fully explore the group information, inspired by
the wildly used perceptual loss in Neural Style Transfer
(NST) [Gatys e al., 2016] works, we proposed a novel co-
perceptual loss to model the synergetic relationships between
the co-salient objects in training images as an additional su-
pervision. As defined in NST, the core idea of feature percep-
tual loss is to seek the consistency of two images between the
hidden representations in a pre-trained CNN ¢ [Simonyan
and Zisserman, 2014]. In this work, for a image I,,, we can
generate two masked images with its co-saliency map M,
and groudtruth G
I°=M,®1I, and IY

=G eI, (13)

where ® denotes element-wise multiplication. The masked
image means our detected co-salient regions of I,, while
image Iz means the real co-salient regions of I,,. Then we
apply the extractor ¢ to all masked images {12, Ig N | and
obtain their corresponding hidden representations {¢(I2) €
RV, (1) € RV}N_,, where V is the feature dimension.
So, in the training process, we construct the co-perceptual
loss for image I,, by measuring the similarity between its de-
tected reglon I? and the real co-salient regions of all the rest
images in the group I,,L (I, € Zand m # n). The co-
perceptual loss function corresponds to the squared Euclidean
loss term and is defined by

2 (14)

Lc(In;Imyﬁn) = m ||F

vy 2 lletn)-9

m;én

Note that all parts of our network are trained jointly, and the
over all loss function is given as

=30

where A is the tradeoff parameter and © = {Og, O, O¢} is
the all learnable parameters set of our network.

I’m@ +)\ L, (I7L7I7rwén7@) )a (15)
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Figure 3: Illustration of co-perceptual loss L. calculation.

4 Experiments

4.1 Experimental Setup

Datasets

We evaluated the proposed approach on three public bench-
mark datasets: iCoseg [Batra et al., 2010], MSRC [Winn et
al., 2005] and Cosal2015 [Zhang et al., 2016]. iCoseg con-
sists of 38 groups of total 643 images which are challenging
for co-saliency detection task because of the complex back-
ground and multiple co-salient objects, and the group size
varies from 4 to 42. MSRC contains 7 groups of total 240
images, and each group has 30 ~ 53 images. Cosal2015 is a
more recent dataset and it has 50 groups and a total of 2015
images, each group containing 26 ~ 52 images. Compared
with iCoseg, MSRC and Cosal2015 have relative larger group
size and are more challenging with various co-salient objects
poses and sizes, greater appearance variations and even more
complex backgrounds.

Implementation Details

We select the widely used pre-trained VGG 16-layer net
[Simonyan and Zisserman, 2014] (over the MS COCO
dataset [Lin et al., 2014]) as the backbone network to ex-
tract the semantic features X,, for each image. The decon-
volutional layers are initialized with simple bilinear interpo-
lation parameters. For the sake of fair comparison, we fol-
lowing the same setting in [Wei et al., 2017; Zheng et al.,
2018], the training groups are randomly selected from a sub-
set of COCO dataset (which has 9213 images with pixel-
wised ground-truth) using the global similarity (Gist and Lab
color histogram features), and then fine-tune the model by
randomly selecting 50% — 50% training-test images for three
datasets. All images and groundtruth maps are resized to
224 x 224. The proposed models are optimized by stan-
dard SGD in which the momentum parameter is chosen as
0.99, the learning rate is set to le-5, and the weight decay is
0.0005. We need about 50000 training iterations for conver-
gence. And for co-perceptual loss, we follow the setting in
Neural Style Transfer and use the activated layers Relu3_1,
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Figure 4: Comparison with the state-of-the-art methods with the same setting in terms of PR curves on three benchmark datasets.

. iCoseg MSRC Cosal2015

Method Seting |5~ MAE | F; 8. MAE| F; 5. MAE
CBCS [Fu et al., 2013] CS+LF | 0.690 0.671 0.166 | 0587 0.496 0300 | 0514 0545 0234
CSHS [Liu et al., 2014] CS+LF | 0.636 0747 0.177 | 0516 0.676 0278 | 0436 0.595 0311
CoDW [Zhang et al., 2016] | CS+DF | 0.699 0.751 0.178 | 0.593 0.718 0.257 | 0.560 0.650 0.274
SP-MIL [Zhang et al., 2017a] | CS+DF | 0.703 0782 0.159 | 0.625 0775 0212 | - i i

GW [Wei et al., 2017] CS+DF | 0751 0780 0.102 | 0.705 0.737 0223 | 0.661 0.745 0.143
UCSG [Hsu ef al., 2018] CS+DF | 0.794 0822 0.118 | 0.794 0801 0.172 | 0.692 0.754 0.159
FASS [Zheng et al., 20181 | CS+DF | 0.838 0.867 0062 | 0.808 0804 0.144 | 0.696 0802 0.109
Ours CS+DF | 0.877 0908 0.033 | 0.870 0.846 0.076 | 0.751 0.835 0.076
DCL [Li and Yu, 2016] SS+DF [ 0799 0.851 0.073 | 0.801 0.783 0.15] [ 0.602 0.763 0.135
Amulet [Zhang e al., 2017b] | SS+DF | 0.826 0.889 0.048 | 0.829 0.822 0.115 | 0.718 0789 0.120
DSS [Hou et al., 2019] SS+DF | 0.795 0.840 0.076 | 0.802 0.756 0.155 | 0.701 0.762 0.128

Table 1: Quantitative comparison with the state-of-the-arts on three famous benchmark datasets. SS and CS denote the single-image saliency
and co-saliency methods, respectively. LF and DF indicate the conventional methods with low-level feature and deep learning based methods,
respectively. The numbers in red and green respectively indicate the best and the second best results of the co-saliency methods.
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Figure 5: Visual comparison between the proposed method and the other representative methods on three benchmark datasets.

Relud_1, Relu5_1 of VGG as the hidden representation. And
the loss tradeoff parameter A is set to be 0.1 in our work.
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Evaluation Metrics

To evaluate the performance of the proposed method, four
widely-used metrics are adopted: (1) Precision-Recall (PR)
curve, which shows the tradeoff between precision and re-

call for different threshold (ranging from 0 to 255).

2
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F-measure (F3) denotes the harmonic mean of the preci-
sion and recall values obtained by a self-adaptive thresh-
old T @+ o (u and o are the mean value and stan-
dard deviation of co-saliency map.) The Fj is computed by

_ (14B?)x Precisionx Recall 9 . .
FB - B2 x Precision+Recall ° where ﬁ 18 typlcally set to

0.3 as suggested in [Han et al., 2018; Yang et al., 2013]. (3)
Mean Absolute Error (MAE), which characterize the aver-
age 1-norm distance between ground truth maps and predic-
tions. (4) Structure Measure (S,) is adopted to evaluate the
spatial structure similarities of saliency maps based on both
region-aware structural similarity S, and object-aware struc-
tural similarity S,, defined as S, = a * S, + (1 — «) * S,,
where oo = 0.5 [Fan et al., 2017].

4.2 Comparison to the State-of-the-Arts

In order to evaluate the effectiveness of the proposed method,
we compare it against 10 state-of-the-art algorithms. CSHS
and CBCS are two conventional co-saliency approaches
based on hand-crafted features that are widely compared in
literatures. CoDW, SPMI, FASS and UCSG are 4 co-saliency
methods using the deep learning features. GW is an end-to-
end deep learning method for co-saliency detection. We also
compare our method with 3 end-to-end single saliency meth-
ods which are DCL, Amulet and DSS. The experimental re-
sults are shown in Table 1. For fair comparison, we use either
the implementations with recommended parameter settings or
the saliency maps provided by the authors. As shown in Ta-
ble 1, our approach outperforms all the state-of-the-art meth-
ods significantly in terms of all the metrics on three datasets.
For example, for dataset Cosal2015, our method improves
upon the second best algorithm FASS by about 8%, 4.1%
and 30.3% in terms of F-measure, Structure Measure and
MAE respectively. Note that although GW also had lever-
aged group feature in their work, our approach still exceeds
GW by 13.6%, 12.1% and 46.8% in these three metrics. The
same conclusion can be obtained from PR curves in Figure
4, the proposed method outperforms the state-of-the-arts by a
large margin.

Figure 5 shows some sample co-saliency maps produced
by the proposed approach and the state-of-the-art methods.
From the results on Cosal2015 dataset, it can be observed
that traditional method CSHS can hardly find common salient
areas in complex cases of background clutter and cross-
images variations. While the deep learning based single-
image saliency method DSS and co-saliency methods UCSG
and CoDW can better find the salient regions. But because
of lacking group representation learning process, they all
can’t well handle the similarity between co-objects and non-
common objects, resulting in undesired regions in co-saliency
maps, like the white soccer players in iCoseg. The end-to-end
deep learning method GW performs significantly better than
others with less noise regions. However, our method pro-
duces the best saliency maps both in terms of the accuracy
of contours and discrimination of different objects since we
fully explore the single image properties and the robust group
representation by RCAU and co-perceptual loss. Moreover,
our results are more assertive than those of the others, which
helps to easily select a binarization threshold to segment out

823

the foregrounds given a co-saliency map.

4.3 Ablation Studies

In this section, we conduct evaluation on MSRC dataset to in-
vestigate the effectiveness of various components of the pro-
posed model. The MSRC dataset has relative larger operable
group size and is more challenging with various co-salient ob-
jects poses and sizes, greater appearance variations and com-
plex backgrounds. The results are shown in Table 2. We set
the baseline approach by only using single feature learning
branch and training it with the cross-entropy loss L alone.
As can be seen, the baseline approach can’t well handle the
co-saliency task. After applying the RCAU, with the group
representation, the performance of baseline approach is im-
proved by 7.6%, 7.7% and 36.5% in terms of F-measure,
Structure Measure and MAE respectively. This shows that
the group representation is essentially crucial for co-saliency
detection. When we replace our RCAU with the conven-
tional recurrent units GRU, the performance drops a lot. That
means our RCAU is more effective to capture the synergetic
information in group compared with conventional recurrent
units. However, the GRU still improves the performance of
baseline, which means the recurrent architecture is naturally
suitable for co-saliency detection task. We then add the co-
perceptual loss L. to form the completed version of our ap-
proach. The co-perceptual loss helps to further improve the
performance comparing with RCAU version by 2.5%, 1.1%
and 5% in terms of F-measure, Structure Measure and MAE.
This indicates that the co-perceptual supervision can better
model the synergetic relationships between the co-salient ob-
jects and help the network to learn more effective group rep-
resentation, which in turn boost the co-saliency detection.
We evaluated the effects of RCAU with different compo-
nent settings. As shown in Table 2, for update gate g, the
combination of Z and Z, achieves better performances than
using them alone. When we remove the reset gate g4 from
RCAU, the performance declines on three metrics especially
on MAE. This indicates the reset gate g, is able to suppress
the noise information in the group. In order to verify that our
recurrent architecture can handle different size image groups,
we construct new testing groups by randomly selecting a
sub-group with different size 5, 10 and 15 from the origi-
nal groups. As reported in Table 2, our approach achieves
good performance on different size groups and still consis-
tently outperforms all the state-of-the-art methods. And the
performance raises along with the group size, which empha-
sizes the importance of the group information completeness
to robust co-saliency detection. To further justify the denois-
ing ability of our RCAU, we add a noise image which is ran-
domly selected from COCO dataset to the testing groups in
size 5 and 10. As shown in results, although the noise data
damages our performance a little, we still outperforms all the
state-of-the-art methods, which demonstrate the robustness of
the proposed method. As for other methods like GW, their
performance declines badly under the influence of noise data.

5 Conclusion

In this paper, we propose a novel end-to-end deep learning
approach with the recurrent co-attention network for robust
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MSRC
Method 1 S, MAE
Baseline 0.789 0.781 0.126
Baseline+RCAU 0.849 0.841 0.080
Baseline+GRU 0.819 0.808 0.106
Baseline+RCAU+L,, 0.870 0.850 0.076
Baseline+L .+RCAU(s) 0.862 0.849 0.076
Baseline+L.+RCAU(c) 0.860 0.847 0.077
Baseline+L.+RCAU(-g,4) 0.857 0.845 0.088
Baseline+RCAU+L, (5) 0.851 0.841 0.081
Baseline+RCAU+L, (10) 0.857 0.842 0.079
Baseline+RCAU+L, (15) 0.862 0.846 0.076
Baseline+RCAU+ L, (5+noise) 0.842 0.833 0.085
Baseline+RCAU+L, (10+noise) 0.853 0.836 0.080

Table 2: Ablation study of the proposed method on MSRC.

co-saliency detection. The proposed approach explores single
image properties and robust group representation simultane-
ously, which are essentially crucial for co-saliency detection.
By using the spatial and channel co-attention between im-
ages, the special designed RCAU recurrently explores all im-
ages in the group to learn the robust group representation and
meanwhile suppresses noisy information. The group feature
is then broadcasted to each individual image for boosting the
inferring of co-saliency. Moreover, we propose a novel co-
perceptual loss to make full use of interactive relationships of
co-salient objects in the training group as the additional su-
pervision. The whole modules are collaboratively optimized
in an end-to-end manner, further improving the robustness of
the approach. Extensive experimental results demonstrate the
superiority of our approach.
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