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Abstract
Training of deep Convolution Neural Networks
(CNNs) requires a tremendous amount of compu-
tation and memory and thus, GPUs are widely used
to meet the computation demands of these complex
training tasks. However, lacking the flexibility
to exploit architectural optimizations, GPUs have
poor energy efficiency of GPUs and are hard to
be deployed on energy-constrained platforms.
FPGAs are highly suitable for training, such as
real-time learning at the edge, as they provide
higher energy efficiency and better flexibility to
support algorithmic evolution. This paper first de-
velops a training accelerator on FPGA, with 16-bit
fixed-point computing and various training mod-
ules. Furthermore, leveraging model segmentation
techniques from Progressive Segmented Training,
the newly developed FPGA accelerator is applied
to online learning, achieving much lower com-
putation cost. We demonstrate the performance
of representative CNNs trained for CIFAR-10
on Intel Stratix-10 MX FPGA, evaluating both
the conventional training procedure and the on-
line learning algorithm. The demo is available at
https://github.com/dxc33linger/PSTonFPGA demo.

1 Introduction
The recent development of machine learning algorithms and
computing hardware has enabled many modern edge applica-
tions, such as autonomous vehicles, surveillance drones, and
robots. Training of these ML-edge applications is typically
performed on cloud servers because of their high computing
capability. Sending the data to the cloud incur large latency
overhead and raises privacy/security concerns. Training at the
edge enables limited data exchange with the cloud and helps
in personalizing, improving energy efficiency and protecting
the private data. The edge devices are also preferred to han-
dle the learning from a data stream over time locally and in
real-time, i.e. online learning.

In order to enable online learning at the edge for real-
time applications, several major challenges need to be solved:
(1) When new data arrives in a stream, there is very lim-
ited or even no access to previously learned data. Yet the

learned knowledge (i.e. network parameters) from previous
data should not be forgotten (i.e. overwritten or deterio-
rated due to the learning of new observations) [Kirkpatrick
et al., 2017; Chaudhry et al., 2018; Li and Hoiem, 2017;
Rebuffi et al., 2017]. (2) The network should be able
to update its parameters according to the incoming data
stream. It is preferred that such adaption is completed lo-
cally and in real-time for an edge device [Du et al., 2019a;
Venkataramanaiah et al., 2019]. (3) Although GPUs pro-
vide remarkably high parallelism and throughput making it
a viable option for real-time learning, they are not suitable
for power constrained platforms. Hardware design for flex-
ible and energy efficient training at the edge is challenging
due to design complexity, large computation/memory/power
requirement and other resource budges [Han et al., 2016;
Han et al., 2015; Du et al., 2019b; Liu et al., 2015; Li et
al., 2015].

FPGAs are well suited to exploit these algorithmic ad-
vances and tackle the above-mentioned challenges as they
provide high energy efficiency, good flexibility, and large
on-chip and off-chip memories. Several FPGA based train-
ing/inference accelerators have been proposed [Liu et al.,
2018; Gomperts et al., 2011; Rafael et al., 2005; Liu et
al., 2017; Zhao et al., 2016; Choi et al., 2018; Guo et
al., 2019] but they fail to show end-to-end training capa-
bility. [Venkataramanaiah et al., 2019] proposes an FPGA
based fixed-point training accelerator capable of demonstrat-
ing end-to-end training. An RTL generator is used to generate
the architecture according to the network structure and de-
sign requirements. The proposed accelerator can also support
novel training methodologies like PST and provides great
flexibility to exploit optimizations.

In this work, we demonstrate online CIFAR-10 CNN learn-
ing on an FPGA based 16-bit fixed-point training accelera-
tor [Venkataramanaiah et al., 2019] on Intel Stratix-10 MX
FPGA [Deo et al., 2016]. The proposed accelerator is aug-
mented to support PST [Du et al., 2019a] which further im-
proves the performance of online CNN training. We also
demonstrate the PST algorithm by deploying the pretrained,
segmented model (i.e. selected weights are frozen in the net-
work) on the FPGA and training the network with new real-
time data.
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Figure 1: The demonstration system consists of Intel Straix-10 FPGA initialized with pre-trainined model parameters. The new data is
streamed to the FPGA and learned locally in real-time using PST algorithm.

2 System Overview
2.1 Demo System
Figure 1 depicts the overall system setup to demonstrate train-
ing of CNNs using PST algorithm. First, a large amount of
knowledge is pretrained and important model parameters are
frozen in the network (Figure 1a) following the process de-
scribed in [Du et al., 2019a]. The pretrained model is sent to
RTL generator which generates the customized training ac-
celerator and HBM2 memory initialization files (Figure 1b).
The generated training accelerator uses the frozen weights
stored in HBM2 and performs the inference. This forms
an inherited model, which is used to acquire new knowl-
edge; the model is then exposed to a new unlearned data
stream and the network parameters are updated accordingly
in real-time on the FPGA (Figure 1c). The entire system
is demonstrated on Intel Stratix-10 MX FPGA board (Fig-
ure 1d). Benefiting from the model inheritance, the online
training of new observations requires much less computation
cost and lower latency, as compared to traditional continual
learning scheme that learns from scratch. PST greatly aids in
improving the computation cost by updating only the required
weights instead of updating all the network parameters in the
traditional training schemes. Latency breakdown graph (Fig-
ure 1e) shows the latency benefit of using PST compared to
conventional training in the weight update (WU) phase.

2.2 CNN Training Hardware
The RTL generator generates the CNN training hardware us-
ing the high-level network details given by the user. It uses
a highly parameterized handwritten RTL module library de-
signed to support various layers of CNN training. The user
can also reconfigure the architecture by changing the FPGA
design parameters such as precision, MAC array size, tiling,
and layer scheduling. To support novel training algorithms
like PST, the RTL generator is designed to read the pretrainied
CNN model and generate the HBM2 initialization files to load
the frozen weights.

The CNN training hardware is flexible to support forward
pass (FP), backward pass (BP) and weight update (WU)

phases of training. The hardware consists of a global con-
trol logic that governs all the modules and enables layer by
layer execution by using the parameters generated by the RTL
generator. The HBM2 stores all the initial weight param-
eters (or weights from a pretrained model), activations and
computed weight gradients/new weights. The input/output
on-chip buffer is used to store the input/output parameters re-
quired for a given layer. For example, while computing a con-
volution layer the input buffers stores the input activations,
weights and output buffers store the convolved outputs.

The core compute blocks reads the data from the input
buffers and perform the computation based on the layer type
and the outputs are sent to output buffers. The convolution
block uses a 2D systolic MAC array flexible to support all
three phases of the training. The weight update block com-
putes and accumulates the weight gradients. At the end of the
batch, the accumulated weight gradients are scaled and new
weights are computed using the stochastic gradient descent
algorithm. To support PST where we need to only update the
selected weights, the control logic was augmented to skip the
HBM2 access if the frozen weights thereby reducing the off-
chip communication. The weight updates and weight gradi-
ent computation was performed only for the selected weights.

2.3 Demonstration Setup
We showcase our system with CIFAR-10 [Krizhevsky et al.,
2009] dataset. The CIFAR-10 dataset consists of 60,000 32×
32 color images in 10 classes, with 5,000 training images and
1,000 testing images per class. The classes include common
objects such as plane, bird, truck, etc. We demonstrate on-
line learning on FPGA with a CNN structure of 16C3-16C3-
MP-32C3-32C3-MP-64C3-64C3-MP-FC, where ‘NCk’ rep-
resents convolution layer with ‘N’ output feature maps and
kernel size of ‘k’, ‘MP’ represents max pooling layer and
‘FC’ represents a fully connected layer. The accelerator was
synthesized by Intel Quartus 19.2 at 150 MHz frequency. We
used Stratix-10 MX equipped with HBM2 as the target hard-
ware and Intel(R) Core(TM) i7-9800X as a host machine. All
the parameters used 16-bit fixed point precision.
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