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Abstract

AMICA is an argument mining-based search en-
gine, specifically designed for the analysis of sci-
entific literature related to COVID-19. AMICA
retrieves scientific papers based on matching key-
words and ranks the results based on the papers’ ar-
gumentative content. An experimental evaluation
conducted on a case study in collaboration with
the Italian National Institute of Health shows that
the AMICA ranking agrees with expert opinion, as
well as, importantly, with the impartial quality cri-
teria indicated by Cochrane Systematic Reviews.

1 Introduction

One effect of the COVID-19 pandemics is undoubtedly a
huge amount of novel scientific literature. A significant part
of it is made of preprints, that is, papers made publicly avail-
able before peer-reviewing. As a matter of fact, preprints
have become crucial in explosive situations, such as the one
in question, that require a continued rapid sharing of in-
formation within the scientific community [Bedford et al.,
2020]. As a result, in an effort to capture relevant and an-
ticipatory topics, an overwhelming amount of literature has
to be carefully studied and analyzed by domain experts, who
also have to face the challenge of filtering out low-quality
papers in a timely and accurate fashion. It quickly became
clear that experts alone cannot deal with the management
of huge collections of data: automatic tools need to be con-
structed, that can help detecting and extracting the most rel-
evant pieces of information [Brainard, 2020]. Contributors
from diverse areas of artificial intelligence have thus proposed
initiatives to encourage the development of enabling tech-
nologies and resources such as COVID-19 scientific paper
datasets,! and various machine learning and natural language
processing-based platforms and tools [Verspoor er al., 2021;
Menin et al., 2021].2

In this paper, we describe a prototype intelligent system
designed to address the challenge of automatic analysis of
scientific literature related to COVID-19 through argument
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mining (AM) [Lippi and Torroni, 2016al. AM is a research
field at the intersection of natural language processing, com-
putational linguistics, argumentation, logic, and philosophy.
AM aims to build systems that can automatically extract ar-
guments from natural language documents. Most of the ex-
isting AM tools are tailored to specific domains and genres,
but a few general-purpose systems and tools are available.
One of them is MARGOT [Lippi and Torroni, 2016b], which
was successfully applied to different types of documents, like
clinical trials [Mayer ez al., 2018], the grey literature in soft-
ware engineering research [Williams, 2019], and Amazon re-
views [Passon et al., 2018]. The whole field of AM is rapidly
evolving, and there is a general effort in developing novel
instruments for the end-user [Lytos et al., 2019]. Recently,
some preliminary studies have also reported the application
of AM tools to the analysis of the scientific literature related
to COVID-19 [Menin et al., 2022].

The key idea of AMICA is that of a search engine that can
automatically identify not just scientific articles, but argu-
ments in scientific articles, that are relevant to a user query.
Given a statement or a sequence of keywords (the query),
AMICA will assign a higher rank to papers that are not only
related with the query, but also have a richer argumentative
content. We shall remark that this idea is not specific to the
COVID-19 scientific literature. On the contrary, the AMICA
tool can be applied to other domains of medical and scien-
tific literature. In a broader sense, AMICA is an innovative
system in that it uses AM tools as a key enabler for the detec-
tion of arguments within large, unstructured document collec-
tions. Arguments include claims, i.e., controversial or debat-
able statements regarding a certain topic of interest (e.g., “In
hospitalized adult patients with severe COVID-19, no benefit
was observed with lopinavir-ritonavir treatment beyond stan-
dard care”). Claims can be further supported by premises,
sometimes also called evidence (“A total of 199 patients
with laboratory-confirmed SARS-CoV-2 infection underwent
randomization; 99 were assigned to the lopinavir-ritonavir
group, and 100 to the standard-care group.”).

Our underlying hypothesis is that claims and evidence of
the kind illustrated above can be effectively and automati-
cally extracted from a large amount of medical research arti-
cles and reports, and that a presentation of a selected number
of such arguments may help medical researchers better than
argument-agnostic text mining tools that do not distinguish
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between claims/evidence and other types of information.

2 System Implementation

AMICA is deployed as a web-based search engine. It receives
as input a user query, such as a set of keywords, or a statement
regarding a certain topic, and it returns a set of documents,
ranked by their relevance with respect to the keyword, as well
as by their argumentative content. In what follows, we will
briefly illustrate the AM tools used by AMICA, the data col-
lection procedure for building the scientific papers database,
and the scoring function exploited by AMICA in the docu-
ment ranking phase.

2.1 MARGOT

AMICA relies on a freely-available system that identi-
fies claims/evidence from a given input text, called MAR-
GOT [Lippi and Torroni, 2016bl.3> In particular, MARGOT
assigns a claim score C'S and an evidence score ES to each
of its sentences, representing its confidence that the sentence
contains a claim or evidence, respectively. MARGOT is
based on tree kernels [Moschitti, 2006] and was trained on
the AM corpus developed by IBM in the context of the De-
bater project, which consists of Wikipedia pages. An exten-
sive study demonstrated that MARGOT can generalize across
different genres and styles [Lippi and Torroni, 2016b].

2.2 Dataset Collection

The AMICA search engine relies on a dataset of documents to
be processed offline using MARGOT. The dataset is updated
with new preprints on a regular basis. To that end, AMICA
implements a pipeline where a Python script fetches research
papers and stores their relevant information (metadata) in a
MongoDB database, thus keeping the query response time
within reasonable usability bounds. Papers are retrieved from
open access archives that freely provide dedicated APIs, such
as arXiv, bioRxiv, medRxiv, and Research Square. In order
to be interpreted and displayed by the AMICA web platform,
each paper needs to undergo several pre-processing steps:

1. Parsing: we defined a fixed global structure to store pa-
pers leading to the development of a series of rules to
parse each document, according to its source.

2. Filtering: papers already present in the database are fil-
tered out in order to avoid duplicates, via a matching
criterion on the database queries.

3. Text Extraction: after gaining access to the pdf version
of the new paper, we exploited an open source tool called
Grobid* to extract plain text from it.

4. MARGOT annotations: having obtained the plain text
of the document, MARGOT can be run on it, so that
claim and evidence scores can be stored as metadata for
efficient retrieval purposes.

Following this approach, we collected an initial corpus of
over 15,000 papers, that have been already processed by
MARGOT for argument detection, and that can be used as

3http://margot.disi.unibo.it
*https://github.com/kermitt2/grobid

5933

AMICA

Argument Mining In Covid-19 Articles

Found 39 results for "thoracic imaging™.

Chest X-ray lung and heart segmentation based on minimal training sets
Balazs Maga
arxiv(01/2021)

) T
Openpat 1 Margot analysis NQEUCETEREUE] StowHide scores

As the COVID-19 pandemic aggravated the excessive workload of doctors globally, the demand for computer aided methods in medical
imaging analysis increased even further. Such tools can result in more robust diagnostic pipelines which are less prone to human errors. In
our paper, we present a deep neural network to which we refer to as Attention BCDU-Net, and apply it to the task of lung and heart
segmentation from chest X-ray (CXR) images, a basic but ardous step in the diagnostic pipeline, for instance for the detection of
cardiomegaly. We show that the fine-tuned model exceeds previous state-of-the-art results, reaching $98.1\pm 0.1\%$ Dice score and
$95.2\pm 0.1\%S$ IoU score on the dataset of Japanese Society of Radiological Technology (JSRT). Besides that, we demonstrate the
relative simplicity of the task by attaining surprisingly strong results with training sets of size 10 and 20: in terms of Dice score, $97.0\pm
0.8\%$ and $97.3\pm 0.5%, respectively, while in terms of IoU score, $92.2\pm 1.2\%$ and $93.3\pm 0.4\%S, respectively. To achieve
these scores, we capitalize on the mixup augmentation technique, which yields a remarkable gain above $4\%s$ IoU score in the size 10
setup.

COVID-Net: A Tailored Deep Convolutional Neural Network Design for Detection of
COVID-19 Cases from Chest X-Ray Images

Linda Wang, Alexander Wong

arxiv(03/2020)

Figure 1: Results page provided by the AMICA server.

the search database by AMICA. The corpus is continuously
updated on a weekly basis. The full implementation of the de-
scribed pipeline is publicly available at the following reposi-
tory: https://github.com/francescoantici/amica.

2.3 Scoring Function

Another key ingredient of AMICA is the scoring function
used to rank papers. For the purposes of AMICA, given
a query ¢ and a set of n documents D = {di,...,d,}, a
scoring function should take into account not only the sim-
ilarity between documents and query, but also the argumen-
tative score AS(d;) of each document d;. In other words,
the scoring function s,(q, d;) should assign a high value to
documents that are both relevant for the query ¢ and rich in
terms of argumentation. For each sentence, we chose to pick
the maximum between the claim score C'S and the evidence
score E'S, since in order to be considered argumentative, a
sentence has to contain either a claim or evidence, but doesn’t
necessarily have to contain both. Then, we aggregate over an
entire document by averaging over the set of sentences Ny, :

Ng

AS(dj) = i Zmax {CS(senty), ES(sentr)} (1)
7 k=1

Conversely, classic information retrieval systems use a
scoring function s(g, d;) that computes a similarity between
g and d;. A typical similarity score is the cosine similarity be-
tween the bag-of-words vectors or dense embeddings repre-
senting ¢ and d;. AMICA combines the argumentative score
AS, provided by MARGOT independently of the query, with
the classic similarity score s(g,d;) based on bag-of-words,
by multiplying the two factors. The AMICA score s, is thus:

5a(Q7dj) = S(Qa d_]) : As(d]) (2)

More sophisticated scores could be conceived. However, our
experimental evaluation indicates that this solution is not only
simple and efficient, but also effective.
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2.4 Web Interface

The AMICA system prototype is at http://amica.unimore.it.
The home page features an input form for the query, and a
button to run the analysis. Figure 1 shows a screenshot of the
results web page. For each paper, AMICA shows a link to the
pdf, a link to the analysis performed by MARGOT, a brief
snippet, and the two scores s(g, d;) and AS(d;) employed in
the ranking function. A brief video describing the system is
available at http://amica.unimore.it/ AMICA _video.mov.

3 Experimental Evaluation

We evaluated AMICA by running two experiments. First, we
compared the scores produced by the AMICA system with
the impartial quality criteria provided by a Cochrane System-
atic Review,”> which are standardized, high-quality reviews
that systematically analyze a given topic, providing a list of
eligibility criteria and conditions to evaluate the methodology
and the empirical evidence provided by scientific papers. Sec-
ond, we compared the AMICA scores with relevance scores
provided by a pool of domain experts, to assess the correla-
tion between the scores. In this study, the experts were four
researchers of the Italian National Institute of Health.

As a case study, we considered a Cochrane Systematic Re-
view on rapid, point-of-care and molecular-based tests for the
diagnosis of COVID-19 [Dinnes et al., 2021]. We collected
40 papers from those surveyed in the review, 20 of which
were included and 20 of which were excluded according to
the Cochrane eligibility criteria. We extracted the argument
components of these 40 papers with MARGOT, and we com-
puted a set of statistics describing the argumentative content
of each paper. In particular, we computed the argument ra-
tio AR as the percentage of sentences containing at least one
argument component, and the argumentative score AS.

Figure 2 shows a scatter plot where each point represents
a document, reporting the AR and AS statistics on the two
axes. Papers included in the Cochrane Systematic Review are
displayed in orange, whereas those excluded by the review
are coloured in blue. The diagram shows an evident corre-
lation between the amount of argumentative content and the
inclusion in the Cochrane: the largest part of papers included
in the Cochrane review, in fact, are also the most argumen-
tative papers for MARGOT (larger AR and AS, upper-right
corner). Conversely, the lower-left corner, with the least ar-
gumentative papers, contains almost entirely papers that are
excluded by the review.

In order to validate the ranking induced by MARGOT with
that proposed by a pool of experts, we asked four domain
experts to give a score from 1 to 5 to the 40 papers.® We
considered the average of the scores collected for each paper,
and we computed the Spearman’s rank correlation coefficient
p against the statistics computed by MARGOT. We obtained
p = 0.463 when considering the AS score for MARGOT, and
p = 0.526 when taking into account the AR score, which cor-
responds to a moderate-to-strong correlation [Akoglu, 2018].

Shttps://www.cochranelibrary.com/cdst/about-cdsr
8The experts agreed on a set of guidelines to align their scores.
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Figure 2: Scatter plot of the argumentative content of 40 papers ana-
lyzed by a Cochrane Systematic Review on rapid, point-of-care and
molecular-based diagnostic tests for COVID-19. AR and AS are the
argument ratio and the argumentative score, respectively, associated
by MARGOT to each paper. Blue dots correspond to papers that
were excluded from the review, whereas orange ones correspond to
papers that were included.

4 Conclusions

In the last two years, the stream of scientific papers related
to COVID-19 has grown dramatically. An urgent need en-
sued, for automated systems able to scan this overwhelming
amount of information and provide quality indicators to med-
ical experts, healthcare professionals, scientists and policy-
maker. This phenomenon does not apply only to COVID-19,
but also to many other topics in the domains of science and
healthcare.

To help sifting through this huge, growing collection of
scientific documents, we developed the AMICA system: a
search engine based on argument mining techniques, which
scores papers based on their relevance to a query as well as
on their argumentative content. An experimental evaluation
conducted in collaboration with the Italian National Institute
of Health confirms the relevance of the ranking produced by
AMICA with respect to the score provided by domain ex-
perts. The system is freely available as a web server.

In the future, we plan to extend our approach to other do-
mains in biomedical literature, and to compare the results
provided by AMICA also to the ranking produced by other
search engines.
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