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Abstract
Abstractive text summarization is to generate con-
cise summaries that well preserve both salient in-
formation and the overall semantic meanings of the
given documents. However, real-world documents,
e.g., financial reports, generally contain rich data
such as charts and tabular data which invalidates
most existing text summarization approaches. This
paper is thus motivated to propose this novel ap-
proach to simultaneously summarize both textual
and tabular data. Particularly, we first manually
construct a “table+text → summary” dataset. Then,
the tabular data is respectively embedded in a row-
wise and column-wise manner, and the textual data
is encoded at the sentence-level via an employed
pre-trained model. We propose a salient detector
gate respectively performed between each pair of
row/column and sentence embeddings. The highly
correlated content is considered as salient infor-
mation that must be summarized. Extensive ex-
periments have been performed on our constructed
dataset and the promising results demonstrate the
effectiveness of the proposed approach w.r.t. a
number of both automatic and human evaluation
criteria.

1 Introduction
The general purpose of abstractive text summarization is to
generate concise summaries that well preserve both salient
information and the overall semantic meanings of the given
documents. Different from the extractive text summarization,
which directly extracts the key sentences from the input doc-
uments, the abstractive text summarization is generated by
abstracting the textual content at a semantic level.

Prior work has demonstrated that the abstractive summary
generators could be trained in either supervised [See et al.,
2017; Xu et al., 2021] or unsupervised [Nayeem et al., 2018;
Chu and Liu, 2019; Tampe et al., 2022] manner. The merit
of unsupervised abstractive summaries is that no domain ex-
perts are needed to craft the summaries to train the model, and
thus could largely save the human annotation cost. To this
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Figure 1: An illustrating example about how the “biased” financial
reports are generated.

end, a good number of pre-trained models, e.g., [Zhang et al.,
2020a; Liu and Lapata, 2019; Lewis et al., 2020], have been
proposed by taking the self-supervised information to guide
the unsupervised model learning process. Not surprisingly, a
very large corpus set is usually collected in their work to pre-
train the generative language model (LM). On the contrary,
the supervised models require human annotators to summa-
rize a small portion of their data as the ground truth to su-
pervise the later model learning process. Although the hu-
man cost is high, the quality of the generated summaries are
reasonably higher than those generated in the unsupervised
manner.

Different from the pure text summarization task, our
proposed financial report summarization task contains two
unique research challenges: (1) our task is to abstract both
tabular data and textual data, whereas the conventional ap-
proaches only abstract textual data; and (2) our adopted tex-
tual data is assumed to contain selective bias issue induced by
the diversified domain knowledge of human writers. For the
first challenge, our financial reports usually contain rich data
such as charts and tables to provide the factual data. As afore-
mentioned, most existing approaches are proposed to abstract
pure textual data [Zhang et al., 2020a; Lewis et al., 2020;
Liu and Lapata, 2019] and could not be extended to our task.
We also noticed that there exist a few related approaches gen-
erating text according to tabular data [Moosavi et al., 2021;
Chen et al., 2022]. However, none of them are delicately
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designed to directly abstract both tabular and textual data
[Zhang et al., 2020a; Lewis et al., 2020; Liu and Lapata,
2019]. For the second challenge, the textual content of our
financial report data is assumed to contain selective bias is-
sue, as illustrated in Figure 1. To write financial reports for
the same table, writer A1 may focus on factual data 1 as high-
lighted in red color according to his/her domain knowledge
as well as the past expertise. Meanwhile, A2 and A3 might
focus on the purple and orange tabular data. We model this
phenomenon as selective bias issue, e.g. the human writer
may only choose part of the tabular data to generate the cor-
responding financial report. Thus, both the original tabular
data and the textual data should be utilized to generate a un-
biased summary, and which motivates our work.

To the best of our knowledge, we are the first to raise this
research problem, i.e., summarizing both tabular and textual
data. A novel approach is proposed to generate Unbiased
financial report Summaries using both Tabular and Textual
data, abbreviated as USTT. Without loss of generality, our
proposed “table+text → summary” (TTS) problem has three
core sub tasks: (1) preserving salient information; (2) cov-
ering the overall semantic meanings; and (3) alleviating the
selective bias issue. To preserve the salient information, if
tabular data and textual data are coupled with each other, then
such data should be considered as the salient information. For
those textual data that are not highly correlated with the tabu-
lar data, we consider them as external knowledge-driven con-
tent written by the human writers based on their background
domain knowledge. To preserve the overall semantic mean-
ings, these external knowledge-driven content should be uti-
lized to guarantee the coverage. To alleviate the selective bias
issue, the original tabular data is assumed to contain complete
factual data which is not fulled addressed by the given textual
data. Thus, we use all historical textual and tabular data to ap-
proximately build an external unbiased knowledge base. For
each queried tabular data, the retrieved sub set of documents
from this base are used to form the unbiased set of documents
to train the model.

The major contributions of this work are summarized as
follows.

• To the best of our knowledge, we are the first to propose
the “table+text→summary” task to directly summarize
financial reports using both tabular and textual data.

• We proposes a novel approach to simultaneously ab-
stract financial reports using both tabular and textual
data. The proposed approach consists of several com-
ponents designed to detect salient information, and the
selective bias issue is partially alleviated using an exter-
nal unbiased knowledge base.

• We have constructed a financial report summarization
dataset and made it publicly available 1. Extensive ex-
periments are performed and the promising experimen-
tal results demonstrate the effectiveness of the proposed
approach w.r.t. a number of automatic and human eval-
uation metrics.

1https://huggingface.co/datasets/wza/USTT

2 Related Work
In the literature, text summarization has long been inves-
tigated which could be roughly classified into extractive
[Kupiec et al., 1995; Saini et al., 2018] and abstractive
[Gui et al., 2019; Gui et al., 2018; Nallapati et al., 2016;
See et al., 2017] summarization techniques. A typical so-
lution for extractive text summarization task is to extract
the best matched sentences from source articles. Numerous
works have been proposed for this task, such as integer lin-
ear programming [Galanis et al., 2012] and various graph-
based techniques [Erkan and Radev, 2004; Litvak et al., 2010;
Mihalcea and Tarau, 2004]. Alternatively, abstractive text
summarization task is to generate concise text preserving the
semantic meanings of the given documents [See et al., 2017;
Dong et al., 2021], and thus has attracted increasing research
efforts. The dominating techniques for abstractive text sum-
marization are various sequence-to-sequence (seq2seq) based
models [Fu et al., 2020; Jangra et al., 2020a; Jangra et al.,
2020b; Klein et al., 2014; Krizhevsky et al., 2017]. Gener-
ally, seq2seq-based approaches employ a LSTM model to en-
code input text into a fixed length embeddings and decode the
summaries from the learnt embeddings in a generative man-
ner. The attention mechanism [Bahdanau et al., 2015] plays
a key role in preserving salient information as well as guar-
anteeing the coverage, and thus is widely adopted in related
approaches [Gui et al., 2019; Fu et al., 2020]. Recently, a
number of graph-based approaches have been proposed for
text summarization by treating sentences as graph nodes, and
their edges denote their interaction behaviors. The hidden in-
teractive patterns are assumed to contain both salient informa-
tion as well as global semantic meanings. Beyond text sum-
marization, recent approaches have focused on multi-modal
summarization tasks, e.g., image-text to summary [Chen and
Zhuge, 2018] and image-video-text to summary [Jangra et al.,
2020b] problems. Although there exist various summariza-
tion techniques for different types of data, none of them are
proposed to simultaneously abstract both tabular and textual
data similar to our financial report summarization problem.

3 Formulating the TTS Problem
Let D = {⟨tl, dl, sl⟩}Nl=1 denote the annotated “table+text →
summary”, where tl and dl respectively denote a table and
its corresponding text, sl denote the human-written summary
containing ml words denoted as w1, w2, ..., wml

. The pur-
pose of the proposed TTS problem is to learn a model with
parameters θ∗ to maximize the probability P of generating
summary sl given tl and dl. Accordingly, our proposed TTS
problem could be formulated as,

θ∗ = argmax
θ

N∏
l=1

ml∏
q=1

P (wq|w<q, tl, dl, θ), (1)

where w<q denotes the words before wq .

4 The Proposed Approach
The proposed approach is detailed in this section which con-
sists of four components: (1) an encoder component to en-
code both tabular and textual data; (2) a salient content de-
tection component; (3) an external knowledge base; and (4)
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Figure 2: The architecture of the proposed approach.

a novel unbiased summarization generator. The proposed ar-
chitecture is plotted in Figure 2, with each component dis-
cussed in individual subsections for clarity.

4.1 Encoding Tabular and Textual Data
To encode tabular data, it is a natural choice to perform the en-
coding processing along the column-wise and row-wise. Our
employed table encoder contains two sub encoders: row en-
coder and column encoder.
Row encoder and column encoder. Similar to [Yin et
al., 2020], our row encoder is built as follows. First,
we linearize each cell into ‘row name|column name|cell
value’ and concatenate each cell representation with ‘[SEP]’.
Then, the linearization results are fed into an encoder to ac-
quire the embedding of a cell ci,j , where i and j respec-
tively denote the row and column index. To differentiate
the cell importance in a row, a row-wise attention is per-
formed [Gong et al., 2019] with the cell score calculated
as αi,j,j′ ∝ exp(cTi,jWaci,j′), where Wa is a trainable pa-
rameter matrix. Thus, the weighted cell representations are
computed as vrowi,j =

∑
j′,j′ ̸=j αi,j,j′ci,j′ . By applying

a MLP layer, the embedding of a cell ci,j is finalized to
crowi,j = tanh(Wb[ci,j ; v

row
i,j ]). After acquiring the embed-

dings of each cell, a row Rowi is embedded using a mean
pooling operation over all its cells, given as

e(Rowi) = MeanPooling(crowi,1 , crowi,2 , ..., crowi,j ). (2)

Similarly, we could build the column encoder and the corre-
sponding column embeddings are directly given as

e(Colj) = MeanPooling(ccol1,j , c
col
2,j , ..., c

col
i,j ),

where Wc and Wd are trainable parameters.

Encoding textual data. We employ a BERT based encoder
to encode text dl and the mean embeddings of all tokens are
considered as the text embeddings e(dl).

4.2 Detecting Salient Content
To extract salient tabular or textual data, we treat a row or a
column as a basic unit to represent certain semantic mean-
ings. Similarly, each sentence in the text dl is treated as a
basic textual unit. If the semantic meanings of a table unit are
aligned with those of certain textual units, these aligned units
represent highly correlated (coupled) content and therefore
they are considered as salient content.

However, such alignment should be processed in an asym-
metric way, i.e., “from table to text” and “from text to table”.
The perspective “from table to text” could capture which part
of document is relatively important w.r.t. certain tabular data.
The sentences with a higher score indicates a higher proba-
bility to become salient textual data. Accordingly, the per-
spective “from text to table” could capture the salient tabular
data. Let matrix R ∈ Rd×O, C ∈ Rd×U and K ∈ Rd×L re-
spectively denote the row, column and sentence embeddings.
To calculate the pair-wise importance between a row/column
and a sentence, we propose a salient detector gate which is
computed as follows.
Salient detector gate between row and text. We first cal-
culate the similarity matrix A ∈ RO×L measuring the dis-
tance between a row and a sentence, computed as

A = tanh(RTWeK), (3)

where We ∈ Rd×d is the weight matrix. The gate from row
to text is then calculated as

Hr→k = tanh(WfK + (WgR)A),

αr→k = softmax(ωT
a Hr→k),

where parameters Wf ,Wg ∈ RO×d and ωa ∈ RO, αr→k

is the score associated with each sentence by setting a row
as the anchor. Similarly, the score from text to row could be
written as

Hk→r = tanh(WgR+ (WfK)AT ),

αk→r = softmax(ωT
b Hk→r).

Salient detector gate between column and text. Similar
calculations could be performed to compute the salient detec-
tor gate between column embeddings and sentence embed-
dings, and the score αc→k (from column to text) and αk→c

(from text to column) are directly given as

αc→k = softmax(ωT
c Hc→k),

αk→c = softmax(ωT
d Hk→c).

Filtering salient and external content. We empirically set
a threshold γ to decouple tabular and textual data into salient
content and external content. It will separate the salient in-
formation shared between the text and tabular data from the
external knowledge-driven content. This process enables our
model to focus on the most relevant information when gen-
erating summaries. The salient tabular data could then be
represented as

T sa = [I(αk→r ≥ γ)⊙R; I(αk→c ≥ γ)⊙ C], (4)

where I() denotes a mask function setting the correspond-
ing position to 1 if αk→r ≥ γ holds, ‘;’ denotes concatena-
tion operation and ⊙ denotes an element-wise multiplication.
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Eq. 4 means that if the score of the gate is higher than the
threshold, its embeddings will be kept as salient content. On
the contrary, the tabular data with its score is lower than the
threshold will be filtered as external content, formulated as

T ex = [I(αk→r < γ)⊙R; I(αk→c < γ)⊙ C]. (5)

Similarly, the salient and external textual data are respectively
computed as

Dsa = I(αr→k ≥ γ)⊙K + I(αc→k ≥ γ)⊙K (6)

Dex = I(αr→k < γ)⊙K + I(αc→k < γ)⊙K (7)

4.3 Building Unbiased Knowledge Base
Building knowledge base. To partially alleviate the selec-
tive bias issue, an external domain knowledge base (KB) is
built in this section. Generally, experienced domain experts
are desired to build such domain KB which inevitably in-
volves a high annotation cost. To save such human cost, it is
naturally to assume that all the historical data, which contains
documents generated by different experts to interpret similar
tabular data, could be used to build such unbiased KB. This
unbiased KB G = {⟨gu⟩}Uu=1 is built as follows. First, we
concatenate the external table embeddings with their corre-
sponding external text embeddings, written as

gu = [T ex
u ;Dex

u ], (8)

where u denotes the index of the unbiased data. Note that
we dynamically update this KB during the model training.
Empirically, we set its capacity to 5,000 pieces of data, and a
FIFO (first in first out) strategy is adopted to update the KB.
Retrieving knowledge base. To query this KB, T ex in Eq.5
is used to probe this base. The best matched results in the
KB are considered as the similar historical data and their
associated text embeddings are retrieved to form a sub set
H = {⟨hv⟩}Vv=1 ∈ G which is considered as an unbiased set.
We adopt cosine similarity to measure the relevance between
a query variable and an existing record, written as

hv = Sim(T ex, gu) =
T ex × gu
|T ex||gu|

> δ, (9)

where σ is empirically set to 0.9 to ensure the results are
highly correlated.
Detecting unbiased content. The set H is assumed to con-
tain complementary textual content w.r.t the queried tabular
data. To extract the unbiased content, we first clustered this
set using the conventional K-means algorithm as

V∑
v=0

min
µj∈C

(||hv − µj ||2), (10)

where µj is the centroid of each cluster C ∈ H. For each
queried table, we could find its nearest centroid µj . Then,
documents belong to that cluster (with its centroid as µj) are
assumed to contain documents written by different experts.
This cluster of documents is assumed to be unbiased and the
corresponding embeddings of document are fed into the de-
coder to generate summaries.

4.4 Generating Unbiased Summaries
The optimization goal is to maximize the saliency and
coverage and minimize the selective bias simultaneously.
To this end, the input of the employed decoder consists of
three parts: salient embeddings, coverage embeddings and
unbiased embeddings. The process for constructing these
embeddings, as well as the design of the model loss, are
detailed below.

Building salient embeddings. Both salient tabular Tsa and
textual data Dsa are used to decode the summaries, and thus
we concatenate these embeddings to form the salient embed-
dings, written as

Esa = [T sa;Dsa]. (11)

Building coverage embeddings. Constructing the cover-
age embeddings is not as straightforward as building the
salient embeddings. Typically, the source embeddings of both
the table and text are used. However, both of them con-
tain redundant content, especially in tabular data, which are
equivalent to noisy data to some extent. To address this is-
sue, we use the embeddings of external text Dex. As intro-
duced in Section 4.2, Dex is a weighted vector by assigning
lower weights to less important content, and higher weights
to more important content, and its original contextual order
keep unchanged. Thus, the coverage embeddings is set as
Ecoverage = Dex.

Building unbiased embeddings. The extracted unbiased
content from external KB are assumed to provide background
knowledge to the similar tabular data, Therefore, the corre-
sponding unbiased embeddings could be computed as

Eunbiased =
∑

argmin
v

(||hv−µj ||2),µj∈C

hv (12)

Model loss. These three embeddings will be concatenated
together to decode the summaries. Intuitively, these embed-
dings should not be equally weighted, and the weighted em-
beddings are given as

Efinal = [α⊙Esalient;β⊙Ecoverage; γ⊙Eunbiased]. (13)

These coefficients, i.e., α, β, γ are used to balance the contri-
butions of the text encoder, tabular data encoder, and external
KB embeddings in the final summary. Our designed summa-
rizer is required to generate the most possible tokens as well
as minimizing the loss between generated summary ŝ and the
ground truth s, and thus the overall model loss is defined as

L = −
Len(s)∑
q=1

log p(ŝq+1|sq, Efinal). (14)

5 Experiments
5.1 Constructing Dataset
As there is no public dataset for our proposed problem,
we manually construct this financial report summarization
dataset containing both tabular and textual data. Each triplet
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in this dataset consists of a table, a long text and a short
human-generated summary recapitulating both tabular and
textual data. To build such dataset, we first crawled 25,228
financial reports. Then, we automatically filter out reports
without tabular data and 19,752 raw documents are left. To
generate the dataset, we hire five experienced experts to anno-
tate these financial reports and details of annotation process
are described as follows.
Extracting tabular and textual data. As each financial re-
port (pdf file) might contain more than one table and the an-
notators are required to read the report carefully and manually
retrieve each table and its corresponding text. Note that the
table structures vary dramatically for different stock brokers,
the annotators are required to keep their original structures
and convert these tabular data into editable format. At last,
the retrieved each pair of data is numbered in sequence order
and stored in the dataset. To process each financial report,
one annotator usually takes fifteen minutes, and the overall
working hour for this step is about 700 hours in total.
Writing summaries. Having tabular and textual data, these
annotators are required to write a piece of concise summary
based on both tabular and textual data. Each annotator in-
dependently writes a summary based on his own understand-
ings. The criterion of each qualified triplet of data is given as
follows.

• The long text should be highly correlated to the corre-
sponding table, and must have at least 200 words.

• The human-written summaries should recapitulate both
the tabular and the textual data.

Quality control. Since the summary writing is a creative
task for the annotators, quality control is thus very important.
We hire two additional annotators with more profound expe-
riences to score the annotated data ranging from 1 to 5 based
on the following two aspects:

• Coverage: does the summary contain sufficient infor-
mation from both tabular and textual data?

• Salience: does the summary contain key information
conveyed by both tabular and textual data?

To measure the inter-annotator agreement, we calculate the
pair-wise cohen kappa where the annotators achieved 0.7057
in the coverage score and 0.7111 in the salience score. A
triplet of data whose average score is greater than 3 will be
kept to construct the dataset. At last, 13,897 pieces of data
triplets are collected and are randomly split into training, val-
idating and test sets consisting of 11117, 1390 and 1390 data
pairs, respectively. The statistics of our constructed dataset
are reported in Table 1.

Mean Q-5% Q-95%

# rows per table 21.0 4 32
# columns per table 9.3 4 13

# words per text 358.1 215 789
# words per summary 47.3 16 93

Table 1: Statistics of our collected dataset, ‘Q’ refers to quantile

5.2 Evaluation Criteria and Experiment Settings
To evaluate the summarization results, both automatic eval-
uation and human evaluation criteria are adopted in the ex-
periments. For automatic evaluation criteria, we chose the
widely adopted ROUGE (R-1, R-2, R-L) [Lin, 2004] and
BERTScore (BS) [Zhang* et al., 2020b], where ROUGE cri-
teria measures the recall performance on generating n-gram
terms and the BERTScore measures the semantic similarity
between the generated summary and the ground truth sum-
mary. To evaluate whether the generated summary is factually
consistent with the input table or not, we adopt a triple-based
factual consistency metric [Huang et al., 2021] (FactScore).
We respectively extract triple set Γpred and Γtab from the gen-
erated summary and the input table, and then the FactScore
(FS) is calculated as

FS = (Γpred ∩ Γtab)/Count(Γpred),

where Count() calculates the size of the set. For human
evaluation criterion, we randomly select 100 pieces of data
from each model and hire two groups of annotators, and each
group contains 3 independent annotators. Annotators of the
two group have similar backgrounds to alleviate human bias.
The generated results together with their input tables and texts
are anonymized and sent to another group for evaluation. The
average results of these two groups are reported as our final
results. The annotators are asked to give score ranges from 1
to 5 based on the following aspects: Coverage and Salience.

5.3 Compared Methods
As there are no related work for our proposed problem, we
choose a number of state-of-the-art pre-trained models in the
experiments to evaluate the model performance, i.e., BART
[Lewis et al., 2020], Bert2Bert [Rothe et al., 2020], T5 [Raf-
fel et al., 2020], PEGASUS [Zhang et al., 2020a]. As these
compared methods were not proposed to summarize tabular
data, we use the same method to pre-process the tabular data
and concatenate them with the textual data as the input of
each model for fair comparison.

5.4 Automatic Evaluation Results
We respectively train all models using only textual data, tabu-
lar data and both data, the corresponding results are reported
in Table 2.

Similarity evaluation results. Both ROUGE-Typed crite-
ria and BertScore measure the similarities between the gen-
erated summary and the ground truth. From this table, we
have following observations. First, it is noticed that all mod-
els achieve better model performance when fed with textual
data rather than tabular data. This is consistent with the ex-
pectation that text already provides sufficient information for
summary generation. Second, if further fed with both table
and text, the model performance of all baselines is signifi-
cantly improved which verifies the necessity to generate sum-
maries using both text and table data simultaneously. Finally,
our proposed USTT achieves the best model performance as
highlighted in bold when compared with all baselines. These
observations verify that our designed model could well sum-
marize both table and text data simultaneously.
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R-1 R-2 R-L BS FS
Input: text
Bert2Bert text 19.62 6.28 18.67 60.49 0.85
BART text 23.20 7.11 22.04 62.86 2.31
T5 text 26.47 10.40 25.17 64.34 3.76
PEGASUS text 24.11 7.61 22.94 63.53 2.78
Input: table
Bert2Bert table 16.14 4.67 15.25 59.70 1.81
BART table 20.67 5.26 18.83 57.35 4.79
T5 table 21.34 5.62 19.32 57.26 5.10
PEGASUS table 20.71 5.54 19.01 57.21 4.77
Input: table + text
Bert2Bert text+table 21.78 7.50 20.78 61.04 2.35
BART text+table 27.51 9.52 26.09 63.66 5.65
T5 text+table 30.13 12.68 28.40 64.70 6.37
PEGASUS text+table 29.41 10.99 28.05 64.65 6.77
Proposed
USTT 32.28 14.08 30.62 65.61 9.73
USTT w/o table 26.59 9.75 25.02 64.17 4.75
USTT w/o db 29.86 12.59 28.30 64.63 6.97
USTT w/o coverage 29.35 11.81 27.47 65.01 9.13
USTT w/o salient 27.55 10.47 25.82 63.61 8.61

Table 2: Automatic evaluation results, ‘BS’ refers to the
‘BERTScore’ and ‘FS’ refers to the FactScore.

Factual consistency results. We report the factual consis-
tency results in the last column of Table 2. It is obvious that
the model performance of the second group (input:table) is
much better than that of the first group (input:text). If feed the
model using “table+text”, the model performance could be
further enhanced. This strongly verifies that it could improve
the quality of the generated summaries if using the original ta-
ble as input. The best compared model for this criterion is the
PEGASUS, and it is clear that our proposed USTT could im-
prove the model performance by 43.7% (9.73 vs 6.77). This
result demonstrates the superiority of our designed model to
directly summarize table and text simultaneously.

5.5 Ablation Study

To evaluate the effectiveness of each proposed component,
we respectively remove the table, the external database, the
coverage embedding and the salient embedding component,
denoted as ‘w/o table’, ‘w/o db’, ‘w/o coverage’ and ‘w/o
salient’, respectively . The corresponding results are reported
in Table 2. Notably, the model’s performance drops signifi-
cantly after removing the table from its input, indicating the
importance of tabular data in generating summaries. If re-
moves the salient information, the model performance also
drops a lot and we can infer that the coupled part between
text and table could well preserve the discriminative content
to generate summaries. Similarly, we could find that both
coverage and external db components are helpful for our task.
Moreover, it is also clear that the FactScore of the “USTT w/o
table” drops by 51.2% which strongly shows the effectiveness
of our designed model. We also observe that the coverage and
salient information does not seriously affect the factual con-
sistency, and this indicates that the pure text is not sufficient
to summarize the “Text+Table” data.

Coverage Salience

Bert2Bert 2.35 2.84
BART 2.57 2.89
T5 2.63 3.12
PEGASUS 2.67 3.19

USTT 2.98 3.41
USTT w/o table 2.51 2.73
USTT w/o db 2.77 3.18
USTT w/o coverage 2.68 3.08
USTT w/o salient 2.71 2.97

Golden 2.96 3.48

Table 3: Human evaluation results.

5.6 Human Evaluation Results
To perform human evaluation, we first randomly choose a
hundred of generated summaries and distribute them to inde-
pendent annotators after anonymizing any identification in-
formation for human evaluation, and the corresponding re-
sults are reported in Table 3. First, the human evaluation re-
sults of our approach are better than all baselines w.r.t. cover-
age and salience criterion, and our model could achieve com-
parably results, i.e., 2.98 vs 2.96 and 3.41 vs 3.48, with the
golden results. This verifies the superiority of our proposed
approach. Second, the model performance significantly drops
if removes table information as shown in the “USTT w/o ta-
ble”. This also verifies the importance of the table informa-
tion which is consistent with our previous results. Similar ob-
servations could be found for coverage, salient and external
db.

5.7 Effect of the External Database
To investigate the effect of the external unbiased knowledge
base, we visualize the word cloud of the queried results re-
turned from the database in Figure 3. The bigger the word,
the more important the word. We have following two obser-
vations. First, the summary contains a good number of words
that are not contained in the original text, and this shows that
the external knowledge base could well provide more infor-
mative information. Second, the query results in Figure 3 (c)

(a) Text (b) Summary (c) DB

Figure 3: Word cloud of the original text, original summary and
external knowledge base.

Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)

5238



Figure 4: A case study for subjective assessment.

contains a few words that are not contained in the original
text but are contained in the summary. This indicates that
the constructed external knowledge base could well provide
supplementary information and thus is helpful to alleviate the
selective bias issue.

5.8 Qualitative Results Analysis
Ability to generate novel tokens. Figure 5 presents the
experimental results on the ability of an abstractive sum-
marizer to generate novel tokens. Higher bars indicate a
greater ability to generate novel tokens. First, we observe
that machine-generated summaries contain more novel tokens
than the golden one. Second, our proposed model could gen-
erate more novel terms than all the baselines which indicates
that our proposed model have a better generation ability. Last,
from previous experiment, we found that the external knowl-
edge base helps to alleviate the selective bias issue, and thus
we remove this component is this experiment to further in-
vestigate its effect. The results from the “USTT w/o db” ex-
periment supports the claim that the external knowledge base
plays a crucial role in improving summarization performance.

Figure 5: Evaluating the ability to generate novel n-grams compared
to the input text.

A case study. We report a case in Figure 4 for readers to
subjectively evaluate the quality of the generate summary.
The left in this figure is the original tabular data, whereas
the right part respectively reports the generated summaries
by different versions of our proposed approach. First, it is
well observed that the USTT well generates a comprehen-
sive and unbiased summary. If removes the salient detection
component, most generated textual data are hallucinatory (ir-
relevant to the tabular data). If removes the coverage compo-
nent, the results become a bit better as it could generate tex-
tual content that are partially faithful to the original tabular
data. However, the generated summary contains some con-
tent about “bond” which is not mentioned in the input table.
If removes unbiased component, the corresponding summary
only mentions content about “food” and “medical”, whereas
other industries are not mentioned. If removes the tabular
data, similar observations to that of “-salient” could be found.
The generated text contains many hallucination data. This in-
dicates that both salient information and tabular data are cru-
cial to generate a better summary.

6 Conclusion
Summarizing pure text has long been investigated in the liter-
ature. However, some domain-specific applications generally
require to abstract both tabular and textual data. To tackle this
issue, this paper proposed a novel “table+text → summary”
problem and we manually constructed a novel “table+text →
summary” summarization dataset. To resolve this challeng-
ing issue, we propose a novel unbiased financial report sum-
marizer using both tabular and textual data. The proposed
USTT model consists of several delicately designed modules
and the model is trained to maximize the salience and cov-
erage and minimize the unbiased loss simultaneously. Ex-
tensive experiments have been performed on the constructed
dataset and the promising results demonstrate the superiority
of the proposed approach over a number of SOTA baselines.
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Magalhães, Pablo Castells, Nicola Ferro, Mário J. Silva,
and Flávio Martins, editors, Advances in Information Re-
trieval, pages 190–198, Cham, 2020. Springer Interna-
tional Publishing.

[Klein et al., 2014] Benjamin Klein, Guy Lev, Gil Sadeh,
and Lior Wolf. Fisher vectors derived from hybrid
gaussian-laplacian mixture models for image annotation.
arXiv preprint arXiv:1411.7399, 2014.

[Krizhevsky et al., 2017] Alex Krizhevsky, Ilya Sutskever,
and Geoffrey E. Hinton. Imagenet classification with
deep convolutional neural networks. Commun. ACM,
60(6):84–90, may 2017.

[Kupiec et al., 1995] Julian Kupiec, Jan Pedersen, and
Francine Chen. A trainable document summarizer. In
Proceedings of the 18th annual international ACM SIGIR
conference on Research and development in information
retrieval, pages 68–73, 1995.

[Lewis et al., 2020] Mike Lewis, Yinhan Liu, Naman Goyal,
Marjan Ghazvininejad, Abdelrahman Mohamed, Omer
Levy, Veselin Stoyanov, and Luke Zettlemoyer. BART:
Denoising sequence-to-sequence pre-training for natural
language generation, translation, and comprehension. In
Proceedings of the 58th Annual Meeting of the Associa-
tion for Computational Linguistics, 2020.

Proceedings of the Thirty-Second International Joint Conference on Artificial Intelligence (IJCAI-23)

5240



[Lin, 2004] Chin-Yew Lin. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summarization
Branches Out, pages 74–81, 2004.

[Litvak et al., 2010] Marina Litvak, Mark Last, and Mena-
hem Friedman. A new approach to improving multilingual
summarization using a genetic algorithm. In Proceedings
of the 48th annual meeting of the association for compu-
tational linguistics, pages 927–936, 2010.

[Liu and Lapata, 2019] Yang Liu and Mirella Lapata. Text
summarization with pretrained encoders. In Proceedings
of the 2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International Joint
Conference on Natural Language Processing (EMNLP-
IJCNLP), pages 3730–3740, Hong Kong, China, Novem-
ber 2019. ACL.

[Mihalcea and Tarau, 2004] Rada Mihalcea and Paul Tarau.
Textrank: Bringing order into text. In Proceedings of
the 2004 conference on empirical methods in natural lan-
guage processing, pages 404–411, 2004.

[Moosavi et al., 2021] Nafise Sadat Moosavi, Andreas
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