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Abstract

Al Generated Content (AIGC) has received tremen-
dous attention within the past few years, with con-
tent ranging from image, text, to audio, video,
etc. Meanwhile, AIGC has become a double-edged
sword and recently received much criticism regard-
ing its responsible usage. In this article, we fo-
cus on three main concerns that may hinder the
healthy development and deployment of AIGC in
practice, including risks from privacy; bias, toxic-
ity, misinformation; and intellectual property (IP).
By documenting known and potential risks, as well
as any possible misuse scenarios of AIGC, the aim
is to sound the alarm of potential risks and misuse,
help society to eliminate obstacles, and promote the
more ethical and secure deployment of AIGC.

1 Introduction

Foundation models. The success of high-quality Al Gen-
erated Content (AIGC) is strongly correlated with the emer-
gence and rapid advancement of large foundation models.
These models, with their vast capacity, enable the rapid de-
velopment of domain-specific models, which are commonly
employed for the production of various types of content,
including images, texts, audio, and video. For instance,
many text generators are built on the Generative Pre-trained
Transformer (GPT) [Radford er al., 2018] or its derivatives,
such as GPT-2 [Radford et al., 2019], GPT-3 [Brown et al.,
2020], GPT-3.5 and GPT-4, etc. Similarly, numerous text-
to-image generators rely on vision-language models such as
CLIP [Radford et al., 2021] and OpenCLIP [Wortsman ef al.,
2022].

AIGC applications. In recent years, generative modeling
has made rapid advances and tremendous progress. Ope-
nAl’'s DALL-E [Ramesh et al., 2021] was one of the first
text-to-image models to capture widespread public attention.
It is trained to generate digital images from text descrip-
tions, referred to as “prompts”, using a dataset of text—image
pairs [Brown er al., 2020]. Its successor, DALL-E 2 [Ramesh
et al., 2022], which can generate more complex and realistic
images, was unveiled in April 2022, followed by Stable Dif-
fusion [Rombach ef al., 2022al, which was publicly released
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Figure 1: The scope of responsible AIGC.

in August 2022. Google, as a rival to OpenAl, presented two
text-to-image models that can generate photorealistic images:
the diffusion-based model Imagen [Saharia et al., 2022al, and
the Pathways Autoregressive Text-to-Image model (Parti) [Yu
et al., 2022]. In addition to text-to-image tasks, diffusion
models had been widely used for image-to-image [Saharia
et al., 2022b; Whang et al., 2022] and text-to-video models,
such as Runway [Runway, 2022], Make-A-Video [Singer et
al., 2022], Imagen Video [Ho ef al., 2022], and Phenaki [Vil-
legas et al., 2022]. Stable Diffusion has been adapted for
various applications, from medical imaging [Chambon et al.,
2022] to music generation [Agostinelli et al., 2023]. Beyond
image and video generation, text generation had largely af-
fected human life, from producing a piece of writing or an
entire essay to assisting engineers in writing code.

AIGC dispute. Despite its popularity, AIGC has raised
concerns regarding privacy, bias, toxicity, misinformation, in-
tellectual property (IP), and potential misuse of technology.
The recent release of ChatGPT has sparked much conversa-
tion surrounding its capabilities and potential risks, such as
its ability to debug code or compose essays for students [El-
liot and DeLisi, 2022]. It is important to consider whether
AIGC models result in unique creative works or simply repli-
cate content from their training sets. Ideally, AIGC should
produce original and distinct outputs, but the source and IP
rights of the training data are often unknown due to the use
of uncurated web-scale data [Somepalli er al., 2022]. Fur-
thermore, the powerful memorization of large AIGC mod-
els [Carlini et al., 2022; Carlini et al., 2021] poses a risk of
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reproducing data directly from the training data [Butterick,
20231, which potentially violates privacy rights and raises le-
gal concerns around copyright infringement and ownership.
In addition to the aforementioned privacy and IP issues, as
most AIGC models rely on text encoders that are trained on
large amounts of data from the internet, hence these learned
models may inherent social biases, toxicity, and produce mis-
information.

Components in responsible AIGC. The essential compo-
nents of responsible AIGC are summarized in Figure 1, with
particular focus given to the first three parts highlighted in
red. The discussion on the remaining risks associated with re-
sponsible AIGC, such as vulnerability to robustness attacks,
lack of explanation, prior consent before data collection or
usage, providing credit or compensation to data contributor,
impact on environment, can be found in the extended ver-
sion [Chen et al., 2023].

2 Privacy

2.1 Privacy Leakage in Generative Models

Large foundation models are known to be vulnerable to pri-
vacy risks [Carlini er al., 20211, and it is possible that AIGC
models that build upon these models could also be subject to
privacy leakage. Due to the fact that AIGC models are trained
on large-scale web-scraped data [Rombach et al., 2022a;
Ramesh et al., 2022; Saharia et al., 2022al, the issue of over-
fitting and privacy leakage becomes especially relevant.

For instance, the model card of Stable Diffusion recog-
nized that it memorized duplicate images in the training
data [Rombach et al., 2022c]. Somepalli et al. [Somepalli et
al., 2022] also demonstrated that Stable Diffusion blatantly
copies images from its training data, and the generated im-
ages are simple combinations of the foreground and back-
ground objects of the training dataset. Moreover, the sys-
tem occasionally displays the ability to reconstruct memories,
producing objects that are semantically equivalent to the orig-
inal without being identical in pixel form. The existence of
such images raises concerns about data memorization and the
ownership of diffusion images.

Similarly, Melissa Heikkild' reported that Google’s Ima-
gen can leak photos of real people and copyrighted images.
In Matthew Butterick’s recent litigation [Butterick, 2023], he
pointed out that because all visual information in the sys-
tem is derived from copyrighted training images, the images
produced are necessarily works derived from those training
images, regardless of their outward appearance. DALL-E 2
also encountered similar problems. It can sometimes repro-
duce images from its training data rather than creating new
ones. OpenAl found that this image regurgitation occurs due
to images being replicated many times in the dataset [Nichol,
2022]. Similarly, when we asked ChatGPT "What is the pri-
vacy risk of ChatGPT”, it responded with 4 potential risks to
privacy, as illustrated in Figure 2.

"https://www.technologyreview.com/2023/02/03/1067786/ai-
models-spit-out-photos-of-real-people-and-copyrighted-images/
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What is the privacy risk of ChatGPT?

There are several potential privacy risks associated with using Al models like ChatGPT:

-

. Data Collection: Al models such as ChatGPT require a substantial amount of data to
function effectively. This data can include personal information shared by users during
conversations. While OpenAl doesn't store personal conversations for model training,
misuse of such data by other entities could pose a privacy risk.

[&]

. Inference Risk: Al models can infer potentially sensitive information frem seemingly
innocuous data. For example, details about a person's health, political beliefs, or other
personal matters might be inferred from what they say or write. If this information is
accessed or used inappropriately, it could infringe on privacy rights.

3. Impersonation: A powerful language model like ChatGPT can be used to mimic human

speech patterns effectively, which could potentially be used for malicious purposes like

creating deepfake content or engaging in social engineering attacks.

IS

. Data Security: If an attacker were to breach the systems where conversation data is
stored, they might access sensitive personal information.

o

. Data Misuse: Even if the data is not breached, there could be concerns about how it's
used. For instance, it could potentially be used to manipulate people's behavior or to
make decisions about them in ways that are discriminatory or unfair.

o

. Inadvertent Sharing: Users might inadvertently share sensitive personal information with
the model, not realizing that their inputs are being processed and stored, even if
temporarily. While the model itself does not retain this information, a malicious actor with
access to the system could potentially retrieve it.

To mitigate these risks, it's crucial to use Al responsibly, with strong data governance and
privacy protections in place. Transparency about data usage and secure handling practices
are also essential

Figure 2: An answer to “What is the privacy risk of ChatGPT” by
ChatGPT (GPT-4, May 12, 2023 version).

2.2 Privacy Actions

Although a complete resolution to the privacy issues men-
tioned above has not been achieved, companies and re-
searchers have taken proactive steps to address these issues,
such as introducing warning messages and detecting repli-
cated content.

At the industry level, Stability Al has recognized the lim-
itations of Stable Diffusion, such as the potential for mem-
orization of replicated images in the training data. To ad-
dress this, they provide a website [Beaumont, 2022] to sup-
port the identification of such memorized images. In addition,
art company Spawning Al has created a website called "Have
I Been Trained” 2 to assist users in determining whether their
photos or works have been used as Al training materials.
OpenAl has taken steps to address privacy concerns by reduc-
ing data duplication through deduplication [Nichol, 2022].
Furthermore, companies such as Microsoft and Amazon have
implemented measures to prevent employee breaches of con-
fidentiality by banning the sharing of sensitive data with Chat-
GPT, given that this information could be utilized for train-
ing data for future versions of ChatGPT [Lopez, 2023]. At
the academic level, researchers [Somepalli et al., 2022] have
studied image retrieval frameworks to identify content dupli-
cation, while Dockhorn et al. [Dockhorn et al., 2022] have
proposed differentially private diffusion models to guarantee
privacy in generative models.

Existing privacy measures are inadequate to meet the de-
mands of privacy. It is essential to explore more reliable

*https://haveibeentrained.com


https://www.technologyreview.com/2023/02/03/1067786/ai-models-spit-out-photos-of-real-people-and-copyrighted-images/
https://www.technologyreview.com/2023/02/03/1067786/ai-models-spit-out-photos-of-real-people-and-copyrighted-images/
https://haveibeentrained.com
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detection systems for data replication in generative models,
and to further investigate memorization and generalization in
deep learning systems.

3 Bias, Toxicity, Misinformation

3.1 Problematic Datasets

Since the training data used in Al models are collected in
the real world, they can unintentionally reinforce harmful
stereotypes, exclude or marginalize certain groups, and con-
tain toxic data sources, which can incite hate or violence and
offend individuals [Weidinger e al., 2021]. For example,
the LAION dataset [Schuhmann et al., 20211, which is used
to train diffusion models, has been criticized for containing
problematic content related to social stereotyping, pornogra-
phy, racist slurs, and violence.

3.2 Problematic AIGC Models

Models trained, learned, or fine-tuned on the aforementioned
problematic datasets without mitigation strategies can inherit
harmful stereotypes, social biases, and toxicity, leading to un-
fair discrimination and harm to certain social groups [Wei-
dinger er al., 2021]. For example, Stable Diffusion v1 was
trained primarily on the LAION-2B data set, which only
contains images with English descriptions [Rombach er al.,
2022c]. As a result, the model was biased towards white,
Western cultures, and prompts in other languages may not
be adequately represented. Follow-up versions of the Stable
Diffusion model were fine-tuned on filtered versions of the
LAION dataset, but the bias issue still occurs [Rombach et
al., 2022b]. To illustrate the inherent bias in Stable Diffu-
sion, we tested a toy example on Stable Diffusion v2.1. As
shown in Figure 3, images generated with the prompt “Three
engineers running on the grassland” were all male and none
of them belong to the neglected racial minorities, indicating a
lack of diversity in the generated images.

Similarly, DALLA-E and DALLAE 2 exhibited nega-
tive stereotypes against minoritized groups [Johnson, 2022].
Google’s Imagen [Saharia et al., 2022a] also encoded several
social biases and stereotypes, such as generating images of
people with lighter skin tones and aligning with Western gen-
der stereotypes. These biases can lead to unfair discrimina-
tion and harm to certain social groups. Even when generating
non-human images, Imagen has been shown to encode social
and cultural biases [Miller, 2022].

In terms of misinformation, AIGC models may provide
inaccurate or false answers [Weidinger er al., 2021]. For
example, the content generated by GPT and its derivatives
may appear to be accurate and authoritative, but it could be
completely inaccurate. Therefore, it can be used for mis-
leading purposes in schools, laws, medical domains, weather
forecasting, or anywhere else. For example, the answer on
medical dosages that ChatGPT provides could be inaccurate
or incomplete, potentially leading to the user taking danger-
ous or even life-threatening actions [Bickmore er al., 2018].
Prompted misinformation on traffic laws could cause acci-
dents and even death if drivers follow the false traffic rules.
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Figure 3: Images generated with the text “Three engineers running
on the grassland” by Stable Diffusion v2.1. There are 28 people
in the 9 images, all of them are male and none of them belong to
the neglected racial minorities. This shows a huge bias of Stable
Diffusion.

3.3 Bias, Toxicity, Misinformation Mitigation

The quality of the content generated by language models is
inextricably linked to the quality of the training corpora. Al-
though some companies like Google try to filter out undesir-
able data before training Imagen [Saharia et al., 2022a], such
as pornographic imagery and toxic language, the filtered data
can still contain sexually explicit or violent content. OpenAl
also took extra measures to ensure that any violent or sexual
content was removed from the training data for DALLAE 2
by carefully filtering the original training dataset. However,
filtering can introduce biases into the training data that can
then be propagated to the downstream models. To address
this issue, OpenAl developed pre-training techniques to miti-
gate the consequent filter-induced biases [Nichol, 2022].

To ensure that Al-driven models reflect the current state of
society, it is also essential to regularly update the training cor-
pora of AIGC models with the most recent information. This
will help prevent information lag and ensure that the models
remain updated, relevant, and beneficial to society. Recent
research [Lazaridou et al., 2021] has shown that transformer
models cannot accurately predict data that did not fall into
training data period. This is because test data and training
data come from different periods, and increasing model size
does not improve performance. It is thus essential to incorpo-
rate new training data and update the model regularly. Actu-
ally, GPT-4 [OpenAl, 2023] had incorporated Reinforcement
Learning from Human Feedback (RLHF) into its training to
update the model timely, and set up an additional safety re-
ward signal during RLHF training to reduce harmful outputs.
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One noticeable point is that while problems such as biases
and stereotypes can be reduced in the source datasets, they
can still be propagated or even exacerbated during the train-
ing and development of AIGC models. Therefore, it is crucial
to evaluate the existence of bias, toxicity, and misinformation
throughout the entire lifecycle of data usage, rather than stay-
ing solely at the data source level. Additionally, there is a
challenge in defining a truly fair and non-toxic dataset. The
extent and nature of these issues within AIGC models have
not yet been comprehensively investigated.

4 1P Protection
4.1 Difficulty of Copyright Definition in AIGC

The ownership and protection of generated content have
raised a significant amount of concern and debate. It remains
unclear whether such generated content should be considered
original works eligible for copyright protection under current
laws. IP infringement usually means content replication, and
there are many different notions of replication from AIGC.
Somepalli e al. [Somepalli et al., 2022] gave an (informal)
definition for image replication as follows: An image is con-
sidered to contain replicated content if it includes an object
that is identical to an object in a training image, regardless of
minor variations in appearance resulting from data augmen-
tation, whether the object is in the foreground or background.

In fact, addressing Al copyright issues is a complex task
that involves several factors, including: (1) unclear regula-
tions on data collection, usage, rights confirmation, and com-
mercial use of data; (2) the need for a fair benefit distribution
mechanism for contributors; (3) the lack of a unified legal
understanding of AIGC copyright worldwide, with disputes
over ownership still unresolved; and (4) difficulties in identi-
fying all original works used to train AIGC models, as these
models can generate an unlimited amount of content, making
it impossible to test all of it.

4.2 IP Infringement Examples

There is a risk of copyright infringement with the generated
content if it copies existing works, whether intentionally or
not, raising legal questions about IP infringement.

In November 2022, Matthew Butterick filed a class ac-
tion lawsuit against Microsoft’s subsidiary GitHub, accusing
that their product Copilot, a code-generating service, violated
copyright law [Butterick, 2022]. The lawsuit centers around
Copilot’s illegal use of licensed code sections from the in-
ternet without attribution. Texas A&M professor Tim Davis
also provided examples of his code being copied verbatim by
Copilot [Jennings, 2022]. Although Microsoft and OpenAl
have acknowledged that Copilot is trained on open-source
software in public GitHub repositories, Microsoft claims that
the output of Copilot is merely a series of code “suggestions”
and does not claim any rights in these suggestions. Microsoft
also does not make any guarantees regarding the correctness,
security, or copyright of the generated code.

In addition to code generation, text-to-image generative
models like Stable Diffusion also faced accusations of in-
fringing on the creative work of artists, as they are trained
on billions of images from the Internet without the approval

of the IP holders, which some argue is a violation of their
rights. Somepalli et al. [Somepalli et al., 2022] presented ev-
idence suggesting that Stable Diffusion copy from the data
on which they were trained. While Stable Diffusion dis-
claims any ownership of generated images and allows users
to use them freely as long as the image content is legal and
non-harmful, this freedom raises questions about ownership
ethics.

4.3 IP Infringement Mitigation

To mitigate IP concerns, many companies have started im-
plementing measures to accommodate content creators. Mid-
journey, for instance, has added a DMCA takedown policy
to its terms of service, allowing artists to request the removal
of their work from the dataset if they suspect copyright in-
fringement [Midjourney, 2022]. Similarly, Stability AI plans
to offer artists the option of excluding themselves from future
versions of Stable Diffusion *OpenAl has released a classifier
that can distinguish between text generated by Al and that
written by humans. However, this tool should not be relied
exclusively on for critical decisions.

In addition to above attempts, watermarks [He et al.,
2022a; He et al., 2022b; Peng et al., 2023] can be extremely
useful in tracking IP violations or detecting the origin of the
generated content. This is evident in Stable Diffusion, which
has generated images with the Getty Images’ watermark on
them [Vincent, 2023]. OpenAl is developing a watermark
to identify text generated by its GPT model. It could be a
valuable tool for educators and professors to detect plagia-
rism in assignments generated with such tools. Google has
already applied a Parti watermark to all images it releases.
John Kirchenbauer et al. [Kirchenbauer et al., 2023] proposed
a watermark to detect whether the text is generated by an Al
model.

In general, the emergence of AIGC presents significant IP
concerns and challenges that demand immediate attention. It
is essential for technologists, lawyers, and policymakers to
recognize these issues and work together to ensure that the
intellectual property rights of human creators are protected.

5 Conclusion

Although AIGC is still in its infancy, it is rapidly expand-
ing and will remain active for the foreseeable future. Current
AIGC technologies only scratch the surface of what Al can
create in the field of art. While AIGC offers many oppor-
tunities, it also carries significant risks. In this article, we
provide a synopsis of both current and potential threats in re-
cent AIGC models, so that both the users and companies can
be well aware of these risks, and make the appropriate ac-
tions to mitigate them. It is important to incorporate respon-
sible Al practices throughout all the AIGC-related activities.
Additionally, proactive measures should be taken to mitigate
potential risks in the whole life cycle of content generation.
Without proper safeguards, AIGC development may face sig-
nificant challenges and regulatory hurdles.

3https://www.technologyreview.com/2022/12/16/1065247/
artists-can-now-opt-out-of-the-next- version- of-stable-diffusion/
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