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 

Abstract: Many current control systems are restricted to highly 
controlled environments. In complicated dynamic and 
unstructured environments such as autonomous vehicles, control 
systems must be able to deal with more and more complex state 
situations. In complex systems with large number of states, it is 
often too slow to use optimal planners and developing heuristic 
tactics for high level goals can be challenging. AI control is an 
attractive alternative to traditional control architectures due to 
their capability to approximate optimal solutions in high 
dimensional state spaces without requiring a human-designed 
heuristic. Explainable AI control attempts to produce a human 
readable control command which is both interpretable and 
manipulable. This paper is an attempt to propose an architecture 
for explainable AI control in edge-cloud environment in which 
there are connected autonomous agents that need to be controlled. 
In this architecture the designed controller is distributed across 
the edge and cloud platform using explainable AI. This 
architecture could be introduced as Internet of Control Systems 
(IoCS), which could be applied as distributed tactics to control of 
connected autonomous agents. The IoCS attempts to unleash AI 
services using resources at the edge near the autonomous agents 
and make intelligent edge for dynamic, adaptive, and optimized AI 
control. 

Keywords: AI Control, Explainable AI, Autonomous Agent, 
Edge-cloud architecture, Distributed Control Systems 

I. INTRODUCTION 

What is going on in the world of control systems today? 

New methods of designing control systems are continuously 
being developed and engineered. One of the most common 
and oldest methods of designing control systems is using 
model-based methods. Model-based control systems are used 
in simple to complex systems [1]. Due to control systems 
becoming more complex, there is an increasing concern 
among the scientific community and industrialists over the 
safe and reliable operation of control systems [2]. Even 
though there are many adaptive control techniques, they are 
not robust enough for many real-world problems where the 
degree of uncertainty is high which causes the methods of 
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mathematical modeling and control to fail [2]. Data driven 
control is a new method that engineers are still trying to 
implement into control systems, but they have been able to 
develop some theories. Data driven control is the designing of 
a control system without using a model and instead it directly 
uses the input-output data of the system, a modeless control 
system [1].  Machine intelligence is also being incorporated 
into many systems because of the computer technology [2]. A 
major development in control systems is incorporating 
intelligence into the systems to reduce the complexities in the 
system [2]. Data driven control is used to get rid of the 
challenging issues of model-based theories and methods like 
robustness and modeling [1]. Some data driven control 
methods are cognitive control, neural-network-based control, 
and intelligent control [3]. Artificial Intelligence (AI) can be 
used in control to solve several difficulties that arise in the 
control systems. The hard control problems can be reopened 
to look for new solutions by integrating control science and 
data science together which is the main ideas of artificial 
intelligence [4]. How is using control systems and AI together 
beneficial? The combination of control systems technology 
and AI can help improve the quality and applicability of 
control, expanding out of the linear dynamic assumption [4]. 
For example, model-based dynamic optimization provides an 
optimal control solution with guaranteed stability and 
robustness, but the fine tuning of the model or switching to a 
global non-linear system can be a never-ending story in the 
case of performance issues [4]. Therefore, switching to the 
model-less Q-learning and direct optimization of control 
policy using real-time process data can be a more 
straightforward solution which can be turned into a generic 
algorithm [4]. When did artificial intelligence in control start 
and how has it evolved over the years? Artificial Intelligence 
in control started as a dream, like most inventions, for 
machines to have human like abilities like moving and 
decision making [5]. The actual research and development of 
implementing AI in control did not start until the mid-1900s 
[5]. The first ideas of AI in control started with three big 
conferences in the 1950s, but the first type of artificial 
intelligence, called Bayesian learning, was never fully 
developed until the 1980s [5]. Other types of AI in control to 
follow Bayesian learning are neural network control, machine 
learning control, reinforcement learning, neuro-fuzzy control, 
genetic control, and most recently, cognitive control [5]. In 
the 1980s, Bayesian learning was being invented. Bayesian 
learning does not use models. Bayesian learning uses 
probabilities and graphs [5]. Bayesian learning’s primary role 
is computing probabilities of various nodes given the 
probability of others to construct graphs [5]. Bayesian 
networks are relatively easy to set up for both large and small 
networks [5].  
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Bayesian learning is very important because the system can be 
automatically constructed from large databases [5]. Since the 
idea of Bayesian learning was invented, a branch of AI control 
called machine learning was created [5]. Machine learning 
has several different networks or methods that were invented 
[5].  
The goal of machine learning is to construct hypotheses from 
data [5]. Some methods of machine learning are called 
memory-based learning, case-based reasoning, decision trees, 
neural networks, unsupervised learning, and reinforcement 
learning [5]. All these methods follow the same idea of 
machine learning but are done in a different mathematical or 
logical approach to obtain the control system [5]. Artificial 
intelligence in control has paved the way to new inventions 
and technology that have been created in the last few decades. 
These methods of AI control have been used to make robots 
and computer programs have human-like abilities [5]. For 
example, robots and computer programs have been created to 
beat humans who are professionals in videos games, chess, 
checkers, etc. [5]. Even appliances in homes are using the 
ideas of AI control to make them more intelligent [5]. Overall, 
AI control has just started and new developments like neural 
networks and cognitive control are still being developed and 
invented.  

II. MODEL-BASED CONTROL HISTORY 

How has model-based control evolved over the years? 
Model-based control has been around since the late 1940s and 
it is still one of the most common types of control design 
techniques. Model-based systems uses models to design 
controllers. Models are typical block diagrams. Model-based 
control has grown and developed into different branches that 
are used extensively in industrial processes, aerospace, traffic 
systems, and many other applications [3]. These branches are 
called adaptive control, system identification, robust control, 
optimal control, variable structure control, stochastic system 
theory, etc. [3]. Model-based control techniques are used in 
both linear and nonlinear systems. The linear system design 
methods include zero-pole assignment, LQR design, and 
robust control [3]. Nonlinear system design methods include 
Lyapunov-based controller designs, backstepping controller 
design, and feedback linearization, etc. [3]. 

 
Fig. 1. A timeline of when the different model-based 

methods were researched and/or developed. 
Adaptive control was theorized in the 1950s and developed 

since then to be used in several applications of model-based 
control [6]. Adaptive control is primarily used in linear 
systems [6]. It can be applied to many other applications, but 
it may need to ask for help from other methods, or a trial and 
error method is required [6]. Adaptive control has issues 
because the number of parameters that needs to be estimated 
is too large [6]. In other words, it is difficult to converge to a 
parameter because of inaccuracies, disturbances, and other 

reasons in engineering practices [6]. System Identification 
method was theorized and originated in the 1960s [7]. The 
advantage of system identification is the ability to provide 
accurate models for multivariate linear systems from the 
input-output data [7]. In the 1970s, a revolution in control 
theory developed when robust control was brought into the 
playbook [8]. The goal of robust control is to fix the 
unexpected failures of optimal control theory to produce 
feedback control designs that can tolerate the differences 
between design models and reality [8]. Robustness still plays 
a big role in control designs today and is also being used in 
data driven control theories [8]. Optimal control theory was 
researched in the 1980s [9]. The theory focuses on making 
optimal feedback logic more robust to variations in the plant 
and disturbance models [9]. The theory is used to optimize or 
stabilize a plant system. One element of optimal control 
theory is worst-case and H-infinity control, which developed 
out of differential game theory [9]. Variable structure control 
was theorized from 1957-1970s, but it was not fully 
developed until the 1980s [10]. It is used in a wide range of 
control systems like nonlinear systems, 
multi-input/multi-output systems, discrete-time models, 
large-scale and infinite-dimensional systems, and stochastic 
systems [10]. The objective of variable structure control is to 
stabilize the system along with other control functions [10]. 
Variable structure control has the ability to create very robust 
control systems that can be completely insensitive to 
parametric uncertainty and external disturbances [10]. 
Another model-based control method called stochastic system 
control theory was researched in the 1980s and eventually 
becomes more developed. Stochastic control theory provides 
analytic and computational techniques for the decision 
making in stochastic systems with noise [11]. It is used for 
models like Markov decision making, linear quadratic, and 
Gaussian systems. Stochastic control relies on previous 
observations from the central system [11]. Expert-based 
control system was developed in the late 1980s and it is 
considered one of the first forms of artificial intelligence 
software [12]. The system is a computer system/code that 
produces decision making results like a human expert [13]. 
The system is primarily used to solve complex systems by 
using bodies of knowledge like if-then rules [13]. A type of 
expert-based control is called fuzzy control and was 
developed in the late 1980s. Fuzzy control makes the 
machines more intelligent to act more in a fuzzy manner like 
humans [14]. In other words, it helps with uncertainty, 
impreciseness, and qualitative decision-making problems 
[14]. Fuzzy control does not use a lot of mathematical 
equations. Making it user-friendly to develop control systems 
and helps the designers focus more on the functional 
objectives of the system [14]. Overall, there are several types 
of model-based control systems that were developed in the 
1900s and are still used today. These control systems were 
revolutionary in improving and solving engineering problems 
for aerospace systems, traffic systems, manufacturing 
processes, and many other 
applications.  
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Even though the model-based control systems are still used 
today, they are very hard to implement in complex systems. 
So, new types of control systems are being developed.  

The new types of control systems are defined as data driven 
control or modeless control, which already has several 
theorized systems like cognitive control, artificial intelligence 
control, neural networks, deep learning, and a couple other 
systems, figure 1.  

III. ARTIFICIAL INTELLIGENCE IN CONTROL 

Artificial Intelligence can be quickly summarized as the 
display of intelligent behavior normally exhibited by humans, 
implemented by a computing system, most commonly in the 
context of decision making [15]. Why use artificial 
intelligence in control? The driving motivation behind AI is to 
make some decision that achieves a desirable outcome. 
Artificial intelligence is desirable in a control system 
environment because of the characteristics of autonomous 
systems. The use of AI in control is beneficial in several ways. 
AI helps to understand complex systems that are arising in 
control systems [16]. It can be used to solve new approaches 
to those complex problems because it can be easily organized 
and synthesized [16]. Artificial intelligence can also solve 
problems themselves [16]. AI is used to solve control 
problems by using algorithmic approaches [16]. This allows 
for desirable implementation characteristics [16]. For 
example, autonomous control systems are typically very 
complex, and it is either impossible or inappropriate to use 
differential equations or difference equations to represent the 
system [16]. It may be inappropriate to use the differential 
equations or difference equations because it makes the 
subsequent analysis of the system difficult, therefore the use 
of AI in control is used [16]. So, using AI in control can make 
the subsequent analysis easier given that the specifications are 
not highly demanding [16]. The use of AI in control must be 
inherent. It should prevent failures that could ruin the 
system’s mission goals or safety [16]. So, using AI in control 
can create a self-testing system to achieve system safety and 
the mission goals [16]. The design of the AI controller must 
protect the system from erroneous or valid external 
commands, avoid irreversible state changes, and have 
adjustable fault detection thresholds [16].  

What are some guidelines for the controller design of 
autonomous systems that allow AI to be beneficial for their 
control? The basic structure of the autonomous control system 
must be hierarchical, lower-level subsystems still need to take 
some actions to enhance control systems, they need to clear it 
with a higher-level authority before any execution [16]. The 
use of AI control helps to provide intelligent communication 
between the higher levels and lower levels of the autonomous 
control system and causes it to utilize fewer conventional 
numeric-algorithmic methods and more symbolic-decision 
making methods [16]. Besides, the autonomous control 
system must be visible or transparent so the human in control 
loop have ultimate supervisory control on functionality of any 
sub-systems when necessary [16]. The explainable AI helps 
the human to have more visibility on any function or operation 
at any level of control. In the next session we have a review on 
the three main AI architectures preciously invented for the 

control of autonomous agents. 

A. Artificial Intelligence-Command and Control 
Systems 

In [17], a Decision Support in Command and Control 
Systems was developed which is an important and complex 
application of AI is in the field of military Command and 
Control (C2). In C2, the central problems – whether their 
solutions are classical or AI-based – come from three 
questions [18]: 

• How can one obtain a collective effect from a large set of 
resources? 

• How can one handle inherent uncertainties? 
• How can one produce an impact at a faster pace than the 

adversarial networks? 

 
Fig. 2. The simple DOODA-loop is expanded to account 
for more detailed information proposed in [19]. The 
authors modified their method and add AI in [17] 

The effectiveness of how these questions are answered 
depends on the effectiveness of the C2 model implemented. 
As of 2005 and through today, the dominant model of C2 is 
the OODA (Observe-Orient-Decide-Act) loop developed by 
Boyd in 1987 [19] 

In the proposed model, Observing involved noting the 
characteristics of the environment, Orienting involved 
positioning oneself in an advantageous way, Deciding has to 
do with how the last stage, Acting, is conducted, and after an 
action is taken, the loop restarts. Given that this was 
developed in a military context, arriving at a clear outcome of 
winning over losing was the purpose of the OODA-loop, an 
outcome that would have to evolve to become more 
multi-faceted, figure 2.  

Boyd’s model could be expanded to situations beyond 
fighter jets, and thus an updated model was needed [19]. As 
seen in figure 2, the OODA-loop was expanded into a 
multi-stage model that detailed the interactions between each 
stage of the loop. In the implementation of the OODA loop, 
there is feedback from the hypothesis, from the action as well 
as its effects on the environment, from outside information, 
and from changing circumstances. Given the intricate nature 
of this model, the system should be continuously updating. 
The OODA-loop is transformed to a Dynamic Orient, 
Observe, Decide, and Act loop, or a DOODA-loop. This loop 
iterates through its steps until a conclusion is reached, 
accomplishment or failure. Given the added complexity 
brought on by creating a dynamical system combined with the 
large amount of sensor data,  
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an Artificial Intelligence system would be beneficial [17]. 
 Three different tasks were identified in [17] where AI was 

identified to be the most useful: analysis and monitoring, 
planning, and execution. Within the analysis group, finding 
and compiling information as well as anomaly detection were 
named as important sub-tasks. In analysis and monitoring, 
gathering information is a large-scale operation that can be 
automated using AI techniques to find, sort, and compile 
information. The subtask of anomaly detection in analysis is 
done by the use of deep autoencoders (a machine learning 
system that simplifies high-dimensional information and 
reconstructions low-dimensional information) to detect 
residuals between “normal” data points and outliers.  

B. Artificial Intelligence-Planning 

A key element within an Artificial Intelligence system is the 
planning stage of the loop. After integrating and interpreting 
the data, the planning stage comes prior to any executive 
functions of the process at hand. Compared to a classical 
control system, the planning phase is analogous to the 
physical plant [20]. The goal of the planning system is to 
achieve the desirable output while reducing any error between 
the actual and desired output. This goal necessitates a 
feedback loop, as seen in figure 3. The concept of the AI 
planner comes from [20], where the components, functions, 
and characteristics are defined. Several functional 
components exist within the AI planning system. Firstly, 
initial plans must be synthesized for achieving the goal at 
hand. These plans can be re-synthesized or re-planned if there 
is any sort of failure in achieving the goal. After this plan is 
generated, the outcome is simulated, or projected, to attempt 
to determine if the generated plan is suitable. Again, this 
process can be iterated until a desired value is achieved. Plan 
decision rules determine which generated plan should be 
carried to the executive portion of the system, where the plans 
are translated into an actionable format. After the plan is 
executed, several things occur that assist the system in 
generating the next plan. The effects on the problem 
domain/environment are measured and assessed, as well as 
the success of plan execution. It is noted that in the “Situation 
Assessor” block, those particular terms are chosen due to the 

nonconforming nature of system’s state and the lack of hard, 

fast, definitions on that state [20].  

 
Fig. 3. The AI planning system will identify changes in the 

system and update the problem-solving algorithm 
automatically. This is another iterative process that 

optimizes the plan generation process within the 
OODA-loop. 

C. Artificial Intelligence Cognitive 

Cognitive Control is an emerging control system that is 

based off the human brain control system. In human 
psychology, performance in cognitive tasks is defined as “. . . 

two distinct processes: acquisition of knowledge and 
cognitive control over knowledge already acquired” [21]. 

Human behavior is inherently very complex but can be boiled 
down to a few simple statements. Other definitions discuss 
coordination of thoughts, actions, and goals, or evaluation of 
outcomes as a result of actions. In short, human cognitive 
control, as with all control systems, can be simplified as the 
manipulation of the input data to achieve a desired output – 
the perception-action cycle [21]. Another useful 
understanding in human cognitive control and cognitive 
control in an engineering context is the information gap. 
When receiving data, several processes occur. Initially, the 
relevant information is extracted from the noisy and 
redundant information. The information gap is the 
information that that is necessary to complete the task but is 
not present in the relevant information. In other words, the 
information gap is the difference between the present 
information that pertains to the problem at hand and enough 
information. In the paper “Cognitive Control”, the 

information gap is metrified into a parameter known as 
entropic state [21]. From Joaquin Fuster, a Spanish 
neuroscientist, and his book, “Cortex and Mind: Unifying 

Cognition” [22], Fatemi and Haykin [23] derived this model 

of a Cognitive Dynamic System (CDS) shown in figure 4. In 
this model, the executive and planning parts of the model are 
on the left- and right-hand sides, respectively. Analogous to 
the cognitive system of a human, the input to the executive 
functions of the CDS does not come directly from the outside 
world, and instead must pass through the perceptual part of 
the system.  

IV.  EXPLAINABLE AI CONTROL 

There are several challenges in current AI domain. One 
concern is how to regulate an AI network when utilized as a 
problem-solving platform. AI is not restricted by traditional 
ways of thinking or solving a problem, since it tackles an issue 
with brute force and such a high number of iterations, whereas 
a human will base their solution largely off of prior 
knowledge, with less lateral thinking than an AI system. 
Because of this, the designers of an AI system cannot predict 
or control what it will do when making autonomous decisions 
[24]. Another issue in Artificial Intelligence discipline is 
regulation of these intelligent networks. Two types of control 
loss are described as local loss of control, and general loss of 
control. The former is when the legal supervisory human for 
the AI system can no longer control the system, and the latter 
is when no human can control the system [24]. Clearly, one of 
these situations is more threatening than the other. A 
necessary part of designing an AI system is defining its limits, 
i.e. when enough is enough. Therefore, there is a need for a 
kind of AI network which could be interpretable and 
predictable Explainable Artificial Intelligence has these 
characteristics. 
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Fig. 4.  The Cognitive Control system as developed in [23] 
shows a simple model of the control process in the human 
brain. Note that the Action part of the system does not 
directly receive information from the environment and 
must receive information from the perceptual side first.  

Although explainable artificial intelligence has been a 
recent discovery, it is not a new concept nor new in artificial 
intelligence or machine learning [25]. The use of explainable 
artificial intelligence has come about in recent years due to the 
methods of deep learning not being interpretable [25]. Using 
symbolic regression to make the models has be used for a long 
time which is very explainable [25]. For example, genetic 
programming was used for network control because it is 
extremely general [25]. However, the generalized regression 
methods are not flexible or explainable [25]. Now, models of 
machine learning are primarily focused on the subsequent 
analysis of the analytical expressions [25]. Finding control 
laws and/or mathematical models are beneficial to obtain an 
explainable model of an artificial intelligent control system 
[25]. The models then can be used for a stability analysis of 
the system and obtain other requirements of the system [25]. 
Overall, explainable artificial intelligence is beneficial 
because mathematical models can be developed to interpret 
the control systems, which can then be automatized to do a 
fast analysis of the system [25]. 

A. Proposed Architecture for Internet of Control System  

The proposed architecture in this paper attempts to control 
the connected autonomous agents using distributed AI control 
at edge to cloud level, called Internet of Control Systems 
(IoCS). IoCS employs AI analytics at edge level to provide 
real-time control of autonomous agents at end level. 
However, we need to check the possibility of providing AI 
services at edge level. The AI models become deeper and 
require larger-scale dataset to improve their accuracy. 
Undoubtedly, it is difficult to deploy the AI models in the 
edge with limited resources. Traditionally, those intelligent 
models are generally deployed in the cloud however, the 
cloud analytics limits the ubiquitous distribution of AI 
services. Precisely, it cannot guarantee the delay requirement 
of real-time services, e.g., real-time control with strict latency 
demands. Furthermore, for critical data sources, data safety 

and privacy protection should be addressed in cloud analytics. 
To take care of these issues, AI services should be injected to 
edge analytics and should be further adapted to fit in the 
resource-constrained edge, while wisely treating the trade-off 
between the planning and decision accuracy and the action 
latency of them. Providing distribution of AI control at edge 
requires the support of edge analytics. This support is not just 
at the control architecture level, any edge hardware and 
software are equally significant, and they need to be 
reinforced in design, adaptation, and optimization. AI can 
learn to handle decision-making problems by interacting with 
the environment. The capabilities of edge devices in analytics 
and storage, along with the collaboration of the cloud, make it 
possible to use AI to provide intelligent edge control by 
optimizing edge computing networks and systems. Therefore, 
the proposed IoCS can be applied to learn the long-term 
optimal resource management and task scheduling strategies, 
to achieve the intelligent control of the edge. Edge analytics 
requires the distribution of AI models for training because of 
lacking computational and memory resources in autonomous 
agent and/or end devised at the field. The distribution process 
splits a large AI model into several sub-models and then 
handles the training procedure for the segmented models in 
parallel. The training speed can be improved using parallel 
processing; however, this process is required for the situation 
that the AI model is larger than the device/agent memory. 
Training a large AI model needs a lot of computation 
resources; thousands of CPUs are required to train a 
large-scale AI model. In order to solve this issue, distributed 
analytics at IoT, Edge, and Cloud can be utilized for model 
parallel training [26]. In a scenario where many end devices, 
edge nodes, and cloud data centers are scattered and 
envisioned to be connected by virtue of edge computing 
networks, the training of AI models should be handled by the 
cloud analytics, figure 5. At the cloud level, the cloud is in 
charge of integrating the AI models among the edge nodes 
and updating parameters of distributed AI models on edge 
level [27]. Since the distributed AI model on an edge node 
might be significantly diminished due to its local knowledge, 
the cloud needs to integrate various AI models, which have 
enough training to accomplish global knowledge. When the 
edge is unable to deliver the service confidently, the cloud can 
use its powerful computing power and global knowledge for 
supplementary processing and support the edge nodes to 
bring the updated AI models. To obtain the best trade-off 
between model accuracy and processing delay, multiple AI 
models with different model performance can be preserved 
for each AI service. Then, by intelligently choosing the best 
model, the desired adaptive AI model for control is attained 
[28]. 

V. CONCLUSION  

In this paper an architecture for explainable and distributed 
AI control in edge-cloud architecture is proposed.  
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Fig. 5.  The architecture of Internet of Control Systems (IoCS). The explainable AI let the user interacts with the 

control layer, where processes within the system are relayed to the user in a practical and understandable format. 
Environmental data is collected by the Internet of Things, then stored and analyzed in the edge and cloud layers. 

 
The new control architecture attempts to control connected 
autonomous agents at field level utilizing IoT devices at edge 
and cloud level. The proposed architecture is called: Internet 
of Control Systems (IoCS) which is distributed across the 
edge and cloud platform using explainable AI. The IoCS 
provides AI services using resources at the edge near the 
autonomous agents and makes intelligent edge for dynamic, 
adaptive, and optimized AI control. Employing IoT analytics, 
edge AI-controllers combine sensing and control of agents 
and communicating with an array of data producers, 
transform their data in meaningful ways, and deliver it 
securely to decision-making control units. Explainable AI 
provides visibility into how an AI-Control system makes 
decisions and predictions and accomplishes its actions. 
Explainable AI-Control describes the rationale for the 
decision-making process and delivers a sense of how the 
control system will behave in the future. 
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