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 
Abstract: The privacy-preserving data mining (PPDM) is one of 

the techniques which are used for mining data dynamically with 
preserving privacy of the end data owner. In this paper, a PPDM 
technique for generating the privacy-preserving decision rules is 
proposed and implemented. The key motive of presenting this 
privacy-preserving decision rule mining technique is to 
demonstrate how securely data is aggregated in the PPDM 
environment, how securely extract them and consumed them with 
the help of applications. In addition to comparing the state of art 
methods for mining privacy preserving decision rules for 
preparing the future directions of research. Therefore two 
different data models have used namely decision tree and 
association rule mining. The conducted experiments demonstrate 
that decision tree-based techniques are superior to the association 
rule mining based techniques for mining higher dimensional data 
with higher accuracy and low resource consumption. Therefore in 
the near future for extending this data model the two concepts are 
also introduced in this paper. 
 

Keywords: privacy preserving data mining, decision rule 
mining, implementation of data mining technique, performance 
evaluation.  

I. INTRODUCTION 

Data mining is one of the essential techniques for 
analyzing data automatically. That is used in various domains 
of applications for classification, prediction, categorization, 
pattern understanding and recognition [1]. Therefore it 
becomes increasingly important for various applications in 
banking and finance, engineering and medical research, 
security and investigations and many more [2]. In this 
context, the different kinds of computational algorithms are 
applied over the data for recovering the essential patterns 
which can be used with real-world problems [3]. In this 
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presented work the PPDM [4] is the main area of study and 
system design. 

The PPDM is a technique where the data is mined with the 
help of a central trusted or semi-trusted authority. 
Additionally, the specific concentration over security, 
privacy and the sensitivity of data is maintained for the end 
data user [5]. In this environment, the different data suppliers 
are involved who are agreed for disclosing their own part of 
data attributes for research and common decision-making 
purposes in various areas of business intelligence, research 
and development and many more. But they are worried about 
the sensitivity and privacy of end data owners [6]. Therefore 
the PPDM techniques are adopted for mining data securely 
and without harming the sensitivity and privacy of any end 
data owner. 

In this section, the overview of the proposed work is 
described. In the next section the recent contributions in the 
domain of PPDM are explored as the literature survey. In 
next the key objectives of the presented work are discussed 
with the proposed privacy-preserving data mining technique. 
Further the implemented technique’s performance is 

measured and finally, the conclusion and future research 
directions are established. 

II. LITERATURE SURVEY 

This section provides the various essential 
privacy-preserving data mining techniques and their core 
contributions. 
Storage and discloser or spillage of sensitive information 
presents privacy issue. The procedures utilized for 
information extraction with preserving privacy are called 
PPDM. Ricardo Mendes et al [7] studies the most significant 
PPDM procedures from writing and assess them with the 
utilization of strategies in applicable fields. Moreover, 
current difficulties and issues are talked about. Yousra Abdul 
Alsahib S. Aldeen et al [8] gives a review of another 
viewpoint and orderly translation of a rundown distributed 
writing by means of their association in subcategories. The 
ideas of accessible PPDM techniques, points of interest, and 
constraints are talked about. The current methodologies are 
sorted based on affiliation rule, mutilation, shroud affiliation 
rule, bunching, scientific categorization, acquainted 
characterization, dispersed and k-namelessness, redistributed 
information mining, with aces and corns. 
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 This uncovers the past improvement, present difficulties, 
future patterns, holes, and shortcomings for upgrades. 
 
Kaihe Xu et al [9] propose a novel structure to accomplish 
privacy-preserving AI where preparing information are 
dispersed and in enormous volumes. Creators use 
information region property of Apache Hadoop and a set 
number of cryptographic tasks at Reduce() utilized for 
privacy-conservation. Paillier cryptosystem is widely used as 
a homomorphic encryption plan to guarantee privacy 
necessities. Ismail San et al [10] explore how to handle 
execution corruption of Paillier cryptosystem. To begin with, 
use parallelism between tasks in cryptosystem and 
interleaving among free activities. At that point, create 
equipment acknowledgment of the plan utilizing 
field-programmable door exhibits. Group investigation plans 
to find designs through various calculations, for example, 
k-implies. Running k-implies over enormous information 
stores has offered ascend to privacy issues. Zakaria Gheid et 
al [11] propose a privacy-preserving k-implies calculation 
dependent on the multiparty added substance conspire. The 
structured arrangement is for on a level plane divided 
information. Rongxing Lu et al [12] present a Lightweight 
Privacy-preserving Data Aggregation, for haze processing. 
LPDA is portrayed by utilizing Paillier encryption, Chinese 
Remainder Theorem, and single direction hash affix 
strategies to not just total half and half IoT gadgets' 
information into one, yet in addition early channel infused 
false information. LPDA is secure and privacy-improved 
with differential privacy systems.  

Yiannis Kokkinos et al [13] consider disseminated 
privacy-preserving information mining in decentralized 
information areas that manufacture a few neural systems. The 
best neural system is chosen by means of certainty proportion 
fondness spread and privacy-preserving figuring. In this 
arrangement, classifiers approve one another. The 
preparation set of one classifier turns into the approval set for 
other people. The development is parallelizable and the 
expense is O(L N) for L classifiers and N models. S. Sharma 
et al [14] present research difficulties for planning true 
privacy-preserving frameworks for medicinal services. 
Consequently a customized social insurance framework is 
created and approved for illness supervision. The 
investigative necessities for concurred parties, they recoup 
privacy assets, break down existing systems, and talk about 
tradeoff among productivity, privacy, and quality. The EHRs 
can conceivably resolve many existing issues related with 
ailment analysis, with persistent privacy and affectability of 
therapeutic data. The sharing of patient records between 
various human services offices has a significant concern. Be 
that as it may, to settle on viable choices from clinical 
information, have a lot of information to prepare choice 
models. Yan Li et al [15] create two versatile dispersed 
privacy-preserving calculations dependent on outfit system. 
The possibility of the methodology is to fabricate a model for 
each taking part office to precisely learn information 
appropriation and can move valuable information procured 
structure their choice models without sharing patient-level 
sensitive information. The strategy was assessed on 
diagnosing diabetes of patient records from specific areas. 

Hamza Hammami et al [16] recommend a methodology that 
joins the extraction of regular shut examples in an 
appropriated domain with keeping up the privacy of 

destinations during information mining in cloud-based 
homomorphic encryption. The presentation shows that the 
system requires less correspondence and calculation 
overheads. Usage of the brilliant lattice, information 
gathering could risk the privacy of purchasers. Ken Birman 
et al [17] propose a structure for a keen metering that will 
enable utilities to utilize gathered information adequately 
while preserving the privacy of purchasers. The sharing of 
patient records damages the privacy of patients. 
Subsequently, restorative research is centered around mining 
affiliation rules without sharing EHR information. Nikunj 
Domadiya et al [18] a methodology for PPDARM is 
proposed for join digging of affiliation rules for all EHR 
frameworks. This methodology is additionally broke down 
with the coronary illness dataset. Information examination of 
private and sensitive data causes privacy issues. To discover 
viable relations among utility and privacy, 
Privacy-Preserving Utility Mining (PPUM) has turned into a 
basic issue. Wensheng Gan et al [19] give an outline of 
PPUM. To start with, present utility mining, and afterward 
present related fundamentals and issues, just as key 
assessment criteria. Just as favorable circumstances and 
insufficiencies are featured with specialized difficulties and 
future headings. Jerry Chun-Wei Lin et al [20] center around 
the issues of HUIM and privacy-preserving utility mining 
(PPUM), and present two calculations to mine and shroud 
sensitive high-utility itemsets. 

G. Kalyani et al [21] an issue has been arranged in context of 
securing affiliation rules which are sensitive. The proposed 
strategy chooses exchanges for modifications utilizing the 
parallel TLBO streamlining method. K-Anonymity may have 
a few disadvantages. On the exposure restriction side, there is 
an absence of insurance against quality divulgence. The 
information utility side, managing genuine datasets is a 
moving errand to accomplish. Balkis Abidi et al [22] present 
another small scale collection HM-PFSOM, in light of fluffy 
possibilistic grouping. The anonymization procedure is 
applied per square of comparative information. Therefore, we 
can diminish data misfortune. This takes into account 
diminishing the revelation danger of private data. Chen‑Yi 

Lin et al [23] centers around the information stream and 
sliding window plan with the reversible privacy-preserving 
idea is utilized to process ongoing information, which is 
named as ceaseless reversible privacy-preserving (CRP). 
Information with CRP calculation can be precisely 
recuperated Additionally, by utilizing a watermark, the 
uprightness of information confirmed. The outcomes show 
that CRP is viable for preserving learning, data misfortune, 
and privacy exposure chance. 

III. PROPOSED WORK 

This section discusses the aim and objectives of the proposed 
work additionally for achieving the required objective a 
model is also demonstrated with their algorithm steps. 

A. System overview 

The proposed work is intended to find an efficient and 
effective technique for mining privacy preserving decision 
rules [24]. 
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 In this environment, three major actors are available first 
the data owner who have their own data and for some 
essential task provide their own sensitive and private data to 
some organization or institution (i.e.  

banking, hotel, hospital or other) for consuming some 
kinds of services offered by the institutions. This data may 
involve some personal data, such as banking details, credit 
card information, family member’s details, and others. In this 

environment, the second actor is the institution that gathers 
various clients’ data and can supply and use this data in favor 
of the end client. But in some conditions for the purpose of 
business needs, it is required to club their data with other 
organizations for making business-oriented decisions 
because the individual part of data is not sufficient for 
making effective decisions. But, the actual data discloser of 
end clients can affect the privacy and security of the end 
client’s private and financial life. Therefore, before discloser 

of the data to any third party the sanitization of private and 
sensitive data required [25]. In this environment, the third 
stack holder is the authority where the data is going to be 
disclosed. This authority is responsible for mining the data 
securely and privately without disturbing the utility 
(application oriented) of data, security, and privacy [26].  
Therefore, in order to deal with this situation the 
privacy-preserving data modeling is required. Thus to 
achieve the privacy-preserving decision mining the following 
key concepts are needed to be included. 

1. Implementation of the cryptographic security at the 
data supplier end or agreed party who are 
collaborating data 

2. Handling data at the data aggregator end for mining 
and distributing the decisions and their formations 

3. Recovery of data and decisions only and only at the 
authentic party who are contributed that part of data  

Among the three concluded objectives the decision mining 
is also a considerable part of the system. In this context, two 
popular techniques namely association rule mining and 
decision tree-based rule mining techniques are very popular. 
Thus in this work, both the techniques are modeled with the 
proposed privacy-preserving systems. The aim of this 
comparative data modeling is to find the superiority and 
extension of the modeled technique. This section provides an 
overview of the proposed concepts and objectives of the 
work. The next section provides the methodology of work. 

B. Proposed methodology 
The proposed methodology of privacy-preserving data 
mining technique includes three main layers for achieving the 
privacy-preserving decision rule mining. These are 
demonstrated in “Fig.1”. 

 

Fig. 1. Proposed System 

The proposed layered privacy-preserving technique layered 
architecture is demonstrated in the above-given “Fig. 1”. 
Additionally, the details are given as: 

1. Connectivity and key generation 

As we discussed previously the privacy-preserving data 
models includes the number of parties who are contributing 
data for securely and privately mining. The contributed data 
is mined at the server end. Therefore, when a party agreed for 
supplying the data and established connection then the 
following process is initiated as demonstrated in “Fig. 2”. 

The process is initiated when the data supplier (client) wants 
to combine the data with others and start communication with 
the rule mining server. The server finds the connection 
request then accepts the connection. After accepting the 
connection, the server generates an 8 digit random number as 
the encryption key and communicates it to the client using the 
obtained key from server-side, the client process the data 
using the encryption algorithm. The encryption algorithm 
processes the input client’s attributes and produced ciphered 

attributes. The cipher is communicated to the server for rule 
mining purposes. 

 

Fig. 2 Connection Process 

In order to generate the cipher-text, the following process is 
used as demonstrated in “Fig. 3”. 

https://www.openaccess.nl/en/open-publications


 
Implementation of client controlled Privacy Preserving Data Model for Mining Decision Rules using Decision Tree and 

Association rules 

3620 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

Retrieval Number: A4614119119/2019©BEIESP 
DOI: 10.35940/ijitee.A4614.119119 
Journal Website: www.ijitee.org 
 

 

Fig. 3. Encryption Process 

According to the described process in “Fig. 3”, the encryption 
technique accepts the input data which is needed to be sent to 
the server. Additionally, the server-generated key is accepted 
by the system. The obtained key is passed over the MD5 hash 
generation algorithm which produces the 128-bit hash code. 
This code and user input data is passed to the AES algorithm 
for generating the cipher-text. This cipher-text is sent to the 
server for further process.  

2. Privacy preserving Rule mining 

The privacy-preserving rules are mined on the basis of two 
popular approaches namely Apriori algorithm and C4.5 
decision tree algorithm. These algorithms are discussed as: 

Apriori Algorithm 

Apriori is a classical data mining algorithm for producing 
association rules. It is designed for transactional databases. In 
order to understand the transactional database, suppose a 
shop has a collection of items that are purchased by 
consumers. Apriori algorithm mainly works on the concept of 
frequency measurement. [27]: 
 All subsets of a frequent item-set are considered  
 Additionally, all the possible combinations of item-set, 

are also considered 
Prior to starting the procedure, let us set the help limit to half, 
i.e. just those things are huge for which bolster is over half. 
Step 1: created a frequency table which contains all the 
elements (items) with their occurrence based on the given 
transactions as given in “Table-I”. 
Step 2: According to the given “Table-I”, those items are 
having the importance that has the frequency higher than the 
specified threshold (support).  

Table-I: Frequency Table 

Items Frequency 

Apple(A) 5 

Orange(O) 6 

Banana(B) 5 

Papaya(P) 5 

Dates(D) 2 

The support value is provided by experimenter, therefore, 
those items which are less than support count are considered 
and remaining items are removed. Thus the above-given table 
is reformed as “Table-II”: 
 

Table-II: Item Purchased by Customer 

Items Frequency 

Apple(A) 5 

Orange(O) 6 

Banana(B) 5 

Papaya(P) 5 

Thus it means Dates (D) with frequency 2 is rarely consumed.  
Step 3: in further to process the data we prepare the subsets of 
the available items. In this context it is required to keep in 
mind the combination, AB is the same as BA. Thus we need 
to create all the possible combinations with two items. 
Step 4: now the possible combinations are created with the 
two items are by using the concept of step 3 we find the 
frequency in the given transactions. An example of this event 
is given in “Table-III”. 

Table-III: Frequency of Each Pair 

Items Frequency 

OA 4 

OB 3 

OP 2 

AB 4 

AP 3 

BP 2 

Step 5: after that, we again eliminate the item’s pair which is 

lower than the support count. 
Step 6: Now need to create the pairs with the three items. 
Additionally, start the search over the transaction set for 
finding the combinations with their frequencies higher than 
the support count. For example, we found OPB and PBA two 
items with frequency higher than support. 

Table-IV: Frequency of Itemsets 

Items Frequency 

OPB 4 

PBA 3 

This process continuously working until all the combinations 
are not evaluated. The algorithm of the above-described 
process is reported using “Table-V”, as the algorithm steps. 
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Table-V: Apriori Algorithm 

Process Apriori (T,           ) {  

              ; 

                        

                                    

 // It is Cartesian product            and eliminating 
any     size itemset that is below support count  

                            

#increment count of all candidates in    that 
contain in t  

   = candidates in    with minSupport  

} 

} 

return      

} 

 

Decision tree C4.5 or J48 

The second method which is used for decision rule mining is 
the C4.5 or J48 decision tree. That is an extension over a 
decision tree ID3. Entropy and information gain is used to 
create data partitions and tree building. The attribute with 
higher information gain is used to mount on a tree at a higher 
level. The C4.5 algorithm continuously uses this technique to 
create sub-lists to complete the tree. Thus information gain 
measurement requires calculating entropy first. To calculate 
the entropy supposes the dataset contains two classes, T 
(True) and F (False). The entropy is basically measured for 
entire dataset D. Therefore for the given example of binary 
classification the entropy E for dataset D is defined as: 

                     
Where T is the ratio of True data instances and F stands for 
false samples 
To reduce the depth of tree while traversing it, selection of 
the best possible attribute is required for creating branches. 
The attributes with minimum entropy will be picked. Thus 
information gain is required to drop in entropy with respect to 
an attribute during splitting. The information gain, Gain (E, 
A) for attribute A is given by, 

                      
  

 
            

 

   

 

The gain can be utilized to decide positions of attributes in the 
tree. The position of attribute as a node is decided on the basis 
of gain for the two majors first to create a small size tree and 
to offer the required level of unfussiness. C4.5 algorithm 
returns the decision tree as a learning outcome [28]. The 
following steps can be used for generating decision tree:   
INPUT: A set of data (D) with the means of discrete 
variables. 
OUTPUT:  A decision tree T which is constructed by passing 
data set. 

A. A node (X) is created 
B. If instance in same class. 

a. Make node (X) as leaf node and assign 
class label C; 

C. If the attribute list is empty, 
a. Make node(X) a leaf node and assign a 

class label of most frequent class; 
b. Choose an attribute with highest 

information gain, and then marked as 
test-attribute; 

D. If  X in role of test-attribute;  
a. Generate  a new branch of tree that is 

suitable for test-attribute from node X;  
E.               

a. Add a new leaf node, of class label of most 
frequent class; 

F. Else  
a. Add a leaf node and returned by 

Generate-decision-tree. 
This section first introduces the algorithms which are used for 
generating the decision rules; now the process involved in 
this technique is discussed using “Fig. 4”. 

 

Fig. 4 Rule Generation Process 

The received data from all the connected client sources are 
aggregated over a common dataset. The core cryptographic 
process transforms entire data attributes, therefore, the data 
attributes are encoded into symbols first. The encoded 
symbols are used with the apriori algorithm and C4.5 
decision tree algorithm for generating the IF-THEN-ELSE 
rules. The generated rules are again reversed into their actual 
encrypted format that process is termed here as the decoding 
of the symbols used for data processing. In the next section, 
the data recovery at the client end is described.    

3. Decision Rule Distribution 

The data distribution for all the clients not required any 
complex process for recovering the contributed part of data. 
Therefore the prepared rules are transmitted to all the 
connected clients. 

 The clients are usages a similar key and algorithm for 
decrypting the rules. Using this blind decryption process only 
those parts of attributes are recovered which are contributed 
by the parties. 

https://www.openaccess.nl/en/open-publications
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IV. RESULTS ANALYSIS 

The proposed privacy persevering rule mining techniques are 
evaluated in this section. In order to compute and compare 
the performance of the system is demonstrated using the 
following performance parameters. 

A. Accuracy 
In machine learning and data mining, the accuracy of an 
algorithm is known as the number of decisions correctly 
made using the trained algorithm. Therefore, it is a ratio of 
total correctly made decisions for the total samples provided 
for decision making. The following Eq. can be used for 
measuring the accuracy of algorithms. 

            
                           

                                 
 

 

Fig. 5 Accuracy 

The accuracy of the privacy-preserving decision-making rule 
mining techniques for both the kinds of algorithms is reported 
using “Fig. 5”. The accuracy of developed techniques is 
provided in the Y-axis which is measured in terms of 
percentage. In addition to that, the X-axis of the algorithm 
shows the number of attributes involved in experiments. 
According to the measured performance, the accuracy of both 
the algorithms is similar but sometimes the performance of 
decision tree algorithms performed better and sometimes the 
association rule mining based technique. However, the mean 
accuracy of the decision tree algorithm is higher as compared 
to the association rule mining technique because of low 
ambiguity in decision tree-based rule mining techniques. 

B. Number of Rules 

The performance of both the privacy-preserving rule mining 
data model namely association rule mining and the decision 
tree-based rule mining technique is described in this section 
by using the number of rule generation. “Fig. 6” shows the 
number of rules generated using both the privacy reserving 
rule mining techniques in the Y-axis and the X-axis shows 
the number of rules involved during experiments.  

 

Fig. 6 Number of rules 

According to the demonstrated results, the association rules 
mining based privacy-preserving technique generates the 
number of rules as compared to the decision tree-based 
privacy-preserving technique. Therefore for making 

decisions using the association rules the numbers of 
comparison cycles are higher than the decision tree-based 
rule mining technique.    

C. Time complexity 

The time complexity of an algorithm or process is termed as 
the amount of time required to process the data according to 
the implemented algorithm. That can be computed using the 
following Eq. 

                                            

 

Fig. 7 Time Expenses 

The time complexity of association rule-based 
privacy-preserving rule mining technique and the decision 
tree-based rule mining technique is described in “Fig.7”. The 
time expenses of the algorithms are measured in terms of 
milliseconds. In this diagram, the Y-axis shows the time 
consumed during the experiments and the X-axis shows the 
number of attributes utilized for experimentation. According 
to the demonstrated results, the time consumption for the 
association rule mining technique is higher as compared to 
the decision tree-based privacy-preserving rule mining 
technique.   

D. Space complexity 

The space complexity of a data model is also known as the 
memory usages of the process or algorithm. Basically when a 
process initiated for execution the system assigns a fixed 
amount of main memory for that process.  

Among the amount of memory free from expenses is known 
as the utilized memory. In JAVA that is computed using the 
following Eq.  

                                         

 

Fig. 8 memory usages  

According to the obtained memory usages of association 
based rule mining and the 
decision tree-based rule mining 
technique is demonstrated in 
“Fig. 8”.  
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The measured memory of the implemented systems is 
reported in the Y-axis and the X-axis shows the number of 
attributes involved for privacy-preserving rule mining. The 
experimental results demonstrate the memory usages of the 
privacy-preserving rule mining techniques are increases with 
the number of attributes are increased. Additionally, the 
memory usages of the association rule mining technique are 
significantly higher as compared to decision tree-based rule 
mining for all the conducted experiments. 

V. CONCLUSION & FUTURE WORK 

This section discusses the findings of the efforts placed in this 
paper. In addition to future directions of the work is also 
reported here. 

A. Conclusion 
The area of data mining applications is increasing rapidly not 
only in science and technology it is being popular in various 
other domains of services such as finance, medicinal science, 
business intelligence and many more. A number of kinds of 
applications in these industries are utilizing the techniques of 
data mining such as prediction, classification, understanding 
of patterns, recognition, quality assurance, and much more. 
In addition to that, some of the applications need to sanitize 
and prevent the privacy of the end data owner. Therefore, the 
proposed work is focused on designing and developing an 
enhanced technique of privacy-preserving rule mining 
techniques. 
In this presented work the privacy-preserving 
IF-THEN-ELSE rule mining technique is implemented using 
apriori algorithm and C4.5 decision tree algorithm. In order 
to provide security at the end of the data supplier, the AES 
and MD5 based encryption algorithms are used. After 
sanitization of sensitive data attributes the data is transmitted 
to the server end where the data is processed using the 
implemented algorithms in cryptographic format. After 
processing data the recovered rules are distributed to all the 
concerned parties. The rules attributes are recovered at the 
client’s side using the blind decryption process and the 

decisions are made using the traversing of rules and the 
available attributes. 
The proposed data models are prepared using the JAVA 
technology additionally for preserving the performance of the 
implemented system the MySQL Database is used. The 
implemented system is evaluated using the following 
performance parameters based on future directions of 
research is decided. The obtained experimental observations 
are described in “Table-VI”. 

S. No. Parameters  Association 
rules  

Decision tree 
based rules  

1 Accuracy  Similar  Similar  

2 No. of rules  Higher  Low  

3 Memory usages  Higher  Low  

4 Time expenses  Higher  Low  

Table-VI: performance summary 

According to the experimental observations the following 
conclusion of the work found: 

1. Association rules mining technique are 
computationally costly as compared to decision tree 
algorithm 

2. The amount of rules for association rule mining is 
higher as compared to the decision tree additionally 
as the amount of data attributes increase the 
significant amount of rules also increases.    

B. Future work 
The aim of the proposed work is to compute the efficient 
privacy-preserving rules for decision making is accomplished 
in this work. In addition to that two different kinds of rule 
mining techniques are implemented and compared. Based on 
the observed performance the following future work is 
proposed. 
1. During the data aggregation from the different parties, the 

dimensions of data significantly increase, therefore a 
dimensionality reduction techniques is also required for 
handling the data 

2. According to the obtained performance, the association 
rule mining techniques generate a significant amount of 
decision rules as compared to the decision tree which is not 
much suitable for enterprise rule mining and distribution. 
Therefore, in the near future, the decision tree is used for 
experimentation and system design for PPDM 
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