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1. Executive Summary 
 
Since the mainstream emergence and democratization of artificial intelligence (AI) 
technologies in late 2022, generative AI (GenAI) tools—including generative text, audio, 
image, and video—have become critical to industry operations, accessible to the wider 
population, and beneficial to cyber threat actors.1 Furthermore, discussions around GenAI 
regulations have gained traction throughout 2023 as the technology became more powerful 
and pervasive.2 
 
The first report that Next Peak prepared for the Information Protection Agency (IPA) in 2024 
focused on five areas of AI-enabled risk: 1) AI-enhanced traditional cyberattacks; 2) AI-
enabled disinformation; 3) AI-enabled disruption or mis-operation of systems; 4) AI-enabled 
national security threats and 5) business risks due to misuse of GenAI. This second report 
builds on the first report by conducting a survey of over 190 sources and 10 expert interviews 
to investigate the following two topic areas. 
 
The first topic area is AI-enabled election risks. As nearly half of the world voted or will vote 
in 2024, 3  pre-existing election risks including misinformation, disinformation, disruptive 
attacks, and phishing attempts were magnified by AI technologies.  
 

Around the world, Indonesia saw a proliferation of AI-generated deepfakes and 
misinformation, largely due to the high penetration of social media in the country as well as 
the Indonesian General Election Commission’s lack of regulations. AI-generated deepfake 
audio also interfered with the Pakistani elections as a clip of Imran Khan suggesting an 
election boycott circulated. Foreign adversaries—Russia and China—also used AI to interfere 
in other elections: China conducted an AI-enabled disinformation campaign to influence the 
Taiwanese election; Russia used AI-generated deepfakes and false information in the 
Slovakian, United States (US), United Kingdom (UK), and Moldovan elections. 
 
The 2024 US presidential election is on November 5th, and the US has also been seeing an 
increase in AI-enabled election interference—on social media platforms such as X, Telegram, 
and WhatsApp—as the election date approached. The first significant case was the 2024 AI-
generated robocalls of US President Biden discouraging voting in the New Hampshire Primary. 
There were various AI-generated deepfakes, misinformation from AI chatbots regarding 
election news and updates, AI-enabled foreign interference campaigns by Iran, North Korea, 
Russia, and China, and an AI-generated malware—AsyncRAT—microtargeting specific 
communities.  
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Figure 1: Timeline of 2024 Elections4 

 
The second topic area is AI governance measures in the United States. From international AI 
governance measures such as the European Unions’ AI Act to the US President Biden’s AI 
Executive Order (EO) to various state-level AI initiatives, there has been an increase in 
inconsistent and varying AI regulations: around 27% of Fortune 500 companies cited AI 
regulation as a risk in their recent filings with the Securities and Exchange Commission, 
demonstrating the various risks that come with an explosion in the regulatory space.5 This 
report focuses specifically on US AI governance measures and framework.  
 
At a high level, no single US governance measure is comprehensive of all risks, but in 
combination, the US collectively cover the five AI-enabled risks covered in Report 1: pre-
existing cybersecurity regulations and the AI EO covered AI-enhanced traditional cyberattacks. 
The AI Bill of Rights as well as additional acts combatted AI-enabled disinformation such as 
deepfakes. The AI EO and the AI Bill of Rights focused on safe and effective systems, covering 
AI-enabled disruptions and maloperations of systems. The NIST RMF and the NIST Plan for 
Global Engagement on AI Standards strive to protect against AI-enabled national security 
threats. Finally, the NIST SSDF for GenAI focused on secure development practices and dual-
use foundation models, mitigating against AI-enabled business risks. 
 
Based on the research and investigation, the report proposes an approach to evaluating 
existing AI governance frameworks and provides key principes and factors to consider for 
effective AI governance measures. Finally, the evaluation criteria are applied to current US AI 
governance measures to determine the strengths and weaknesses of each regulation.  
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2. Index of Acronyms 
 

ADA Americans with Disabilities Act 
ADMT Automated Decision-Making Tools 
AEDT Automated Employment Decision Tool 
AI GfB Japan AI Guidelines for Business 
AI Artificial Intelligence 
AIBoR Blueprint for AI Bill of Rights 
AIDA European Union (EU)'s AI Act and Canada's AI and Data Act 
AIMS AI Management Systems 
AISSB AI Safety and Security Advisory Board 
API Application Programming Interface 
ARIA NIST’s Assessing Risks and Impacts of AI program 
ATLAS  Adversarial Threat Landscape for AI systems 
B2B Business-to-Business 
B2C Business-to-Consumer 
BIS Bureau of Industry and Security 
BJP Party Bharatiya Janata Party of India 
BSA The Software Alliance 
CAI Commercially Available Information 
CAPTCHA Completely Automated Public Turing test to tell Computers and 

Humans Apart 
CBRN Chemical, Biological, Radiological, and Nuclear 
CCPA California Consumer Privacy Act 
CFPB Consumer Financial Protection Bureau 
CIP Customer Identification Program 
CISA Cybersecurity and Infrastructure Security Agency 
CISO Chief Information Security Officer 
CPRA California Privacy Rights Act of 2020 
CSAM Child Sexual Abuse Material 
CSET Centre for Security and Emerging Technology 
CWMD Countering Weapons of Mass Destruction 
DDoS) Denial-of-Service 
DFPI Department of Financial Protection and Innovation 
DFS Department of Financial Services 
DHS Department of Homeland Security 
DIT Department for International Trade 
DKIM DomainKeys Identified Mail 
DMARC Domain-based Message Authentication, Reporting and Conformance 
DOC Department of Commerce 
DOD Department of Defense 
DOE Department of Energy 
DOL Department of Labor 
DoS Department of State 
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DPA Defense Production Act 
EDR Endpoint Detections and Response 
EEOC Equal Employment Opportunity Commission 
EI-ISAC Center for Internet Security’s Elections Infrastructure Information 

Sharing and Analysis Center 
EO Executive Order 
EOP Executive Office of the President 
EU European Union 
FDA Food and Drug Administration 
FINRA Financial Industry Regulatory Authority 
FTC Federal Trade Commission 
GDPR General Data Protection Regulation 
GenAI Generative Artificial Intelligence 
HAI Stanford Institute for Human-Centered Artificial Intelligence 
HHS Department of Health and Human Services 
HUD Department of Housing and Urban Development 
IaaS Infrastructure as a Service 
IC Intelligence Community 
IDB Inter-American Development Bank 
IEC International Electrotechnical Commission 
IoT Internet of Things 
IPA Information Protection Agency 
ISO International Organization for Standardization 
IT Information Technology 
J-AISI Japan AI Safety Institute 
JCDC Joint Cyber Defense Collaborative 
LIME Local Interpretable Model-agnostic Explanations 
LLM Large Language Models 
MFA Multifactor Authentication 
NAACP National Association for the Advancement of Colored People 
NAIRR National AI Research Resource 
NCII Non-Consensual Intimate Imagery 
NGOs Nongovernmental Organizations 
NIH National Institutes of Health 
NIST National Institute of Standards and Technology 
NSF National Science Foundation 
NTIA National Telecommunications and Information Administration 
ODNI Office of the Director of National Intelligence 
OECD Organization for Economic Co-operation and Development 
OMB Office of Personnel Management 
OPM Office of Personnel Management 
OSTP The White House Office of Science and Technology Policy 
OWASP Open Worldwide Application Security Project 
PET Privacy-Enhancing Technologies 
PII Personally Identifiable Information 
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PO Preparing Organization 
PS Protecting Software 
PW Producing Well-Secured Software 
RBRs Rule-Based Rewards 
RCN Research Coordination Network 
RFI Request for Information 
RLAIF Reinforcement Learning from AI Feedback 
RLHF Reinforcement Learning from Human Feedback 
RMF AI Risk Management Framework 
RV Responding to Vulnerabilities 
SDLC Software Development Life Cycle 
SEC Securities and Exchange Commission 
SHAP SHapley Additive exPlanations 
SPF Sender Policy Framework 
SRMAs Sector Risk Management Agencies 
SSDF NIST Secure Software Development Framework 
UK United Kingdom 
UNESCO United Nations Educational, Scientific and Cultural Organization 
USAID United States Agency for International Development 
US United States 
USPTO United States Patent and Trademark Office 
VA Department of Veterans Affairs 
VR Virtual Reality 
WEF World Economic Forum 
XAI Explainable AI 
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3. Purpose, Scope, and Methodology  
 
Even before 2024 started, experts at the Stanford Law School and MIT Media, “many 
polls…[showed] just how high the anxiety is in the general public about the impact of artificial 
intelligence on our elections,” and even “AI panic is itself a democracy problem.”6 While AI-
enabled risks towards all critical infrastructure is threatening, AI-enabled election risks have 
high visibility, especially in 2024. Thus, this report analyzes cyber threats posed by AI in 
elections and assesses the efficacy of AI governance protocols in mitigating such risks.  
 
This report seeks to inform the IPA Security Center and the Japan AI Safety Institute (J-AISI) 
established within the IPA in February 2024. J-AISI strives to study evaluation methods for AI 
safety and will act as a counterpart to US AISI within the National Institute of Standards and 
Technology (NIST).7  AI risks are extensive and expand across various industries and digital 
domains, and the breadth of AI threats and risks will be provided for context and based on 
the first report Next Peak prepared for the IPA in 2024. The report will focus on AI risks and 
their impacts on elections, case studies of AI-enabled election risks seen thus far, mitigation 
methods, and positive election-related AI use cases. Then, there will be a detailed analysis of 
significant US governance and framework measures for AI and propose criteria for identifying 
effective AI regulations and strategies. Finally, the criteria will help determine the strengths 
and weaknesses of US AI governance measures, and the report will conclude with 
recommendations for further AI initiatives. This report was produced in multiple phases:   
 

1. First, an extensive literature review of AI-enabled election risks, US approaches to 
regulating AI, and evaluation of AI governance measures was conducted. The review 
included research, publications, and articles about potential AI-enabled election risks 
as well as case studies. Drawing on previous research and the existing literature, the 
report considers how AI-enabled election risks could be mitigated. In the literature 
review, over 190 individual sources were surveyed. The annotated bibliography 
highlighting 10 significant sources is included as well. 

 
2. Next, previous research, current literature review, and existing interviewee base were 

scoped to identify a list of AI and election experts to engage. The process informed 
the development of key interview questions tailored to address these critical issues. 
Subsequently, interviews with a diverse selection of experts from across the public, 
private, and non-profit sectors were conducted. The interviewees’ expertise and 
perspectives were also wide-ranging, covering technical AI development to legal and 
policy frameworks to election processes. The individual interviews and interviewee 
bios are included in the Expert Interviews section.   

 
3. Key findings and insights were synthesized from the research, literature review, and 

interviews to propose three-phase criteria for AI governance measures.  
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4. Background on AI Evolution 
 

The complexity of AI technology is constantly transforming, leading to a surge in capabilities 
and applications over the last few years. AI models and systems are difficult to categorize, 
which adds to the layer of complexity in AI-enabled risks as well. The table below—created in 
April 2024 for the first Next Peak Report for the IPA—summarizes the current threat 
landscape due to AI and attempts to estimate the timeline of risks and severity of threats. 
 

Table 1: Summary of AI Threats and Risk Chart 
 

Threat Risk Impacted 
sector/entity/etc.  

Timelinei Impact  

AI-enhanced 
traditional 
cyberattacks 

Force multiplier for disruptive 
attacks 

All sectors but critical 
infrastructure may be 
impacted greatly 

Medium 
term 

High 

Increased capabilities and 
efficiency of cybercriminals in 
ransomware and cryptocurrency-
related cyberattacks; lowered 
barrier to entry 

Individuals and industries, 
especially 
ransomware-prone ones 
such as health care, 
financial, and hospitality  

Medium 
term 

High  

Lowered barrier to entry for social 
engineering; increased efficiency 
and speed in spear phishing 

Individuals, industries, 
governments, academia, 
news organizations, critical 
infrastructure 

Immediate  High  

AI-enabled 
disinformation 
 

Domestic Disinformation: 
increased censorship, targeting of 
vulnerable groups, spread of 
authoritarian digital norms 

Particularly individuals and 
minorities in authoritarian 
nations, democracy, 
freedom of speech 

Immediate Medium  

State-sponsored disinformation 
campaigns: polarization of 
societies, erosion of trust, 
degrading of democracy 

Individuals, democratic 
governments, electoral 
process Democratic  
 

Immediate Medium 

Promotion of crime and 
discrimination: new class of crime 
such as deepfake pornography and 
stock market manipulation 

Individuals, finance 
industry, black market, 
private sector widely  

Medium 
term 

Medium  

Election Obstruction: online 
censorship, disinformation 

Individuals, freedom of 
speech, democratic 
nations, electoral process 

Immediate Medium-
High 

AI-Enabled 
disruption or 
maloperation 
of systems 

Data poisoning: false outputs 
leading to bad decision-making, 
discrimination, disruption 

Critical infrastructure, 
social infrastructure, 
justice system, others 

Medium 
term 

High  

Inherent biases and vulnerabilities: 
reinforce stereotypes, biased 
content generation and decision-
making 

Individuals, businesses, 
governments 

Immediate Medium 

 
i Immediate refers to happening currently or in the next couple of years. Medium-term refers to the next 3-5 
years. Long-term refers to the next 5-10 years. 
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Threat Risk Impacted 
sector/entity/etc.  

Timelinei Impact  

Intentional and unintentional 
failures: operational disruption 
and false outputs 

Critical infrastructure, 
social infrastructure, 
justice system, multiple 
industries 

Immediate Medium-
High 

AI-enabled 
national 
security 
threats 
 
 

Military applications: potential 
autonomous weapon systems, 
military decision making leading to 
ethical concerns 

Defense sector, 
governments 

Long term8 High 

AI race: deployment of AI systems 
with unproven reliability, risk of 
escalation 

Governments, defense 
sector, industry 

Long term High 

Espionage and Mass Surveillance: 
higher scale and speed, erroneous 
uses by the private sector 

Public and private sector, 
individuals, privacy  

Medium 
term 

Medium 

Terrorism: dissemination of 
propaganda, assist with terrorist 
plans 

Social media companies, 
individuals, governments 

Medium 
term 

Low 

Bioterrorism: development of 
novel pathogens, efficient 
information gathering 

Individuals, healthcare, 
and pharmaceutical 
sectors 

Long term Low 

Business risks 
due to misuse 
of GenAI 
 

Vulnerable code generation and 
dissemination (can be due to 
insufficient oversight and testing): 
data leakage, reputational 
damage, regulatory 
noncompliance, financial losses, 
operational disruption 

Businesses, consumers, 
employees, privacy  

Immediate Medium  

Legal risks and insider threats: 
data leakage, trade secret theft, 
noncompliance, financial penalties 

Legal system, privacy, 
businesses, individuals 

Immediate Medium 

 
The risks above apply to election risks as well from AI-enabled disinformation that erodes the 
public’s trust in election processes and results to AI-enabled disruptive attacks that target 
election infrastructure.  
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5. AI-Enabled Risks to Elections 
 
A. Introduction 
 
Experts warn of the growing risks due to AI technologies towards elections as threat actors 
and political campaigns seek to leverage AI to influence the electoral process, from spreading 
disinformation to manipulating voting systems.9 Despite social media and news’ depiction of 
GenAI as creating various new and complex challenges to civil and political society, experts 
tend to agree that GenAI will not present completely new threats to elections. Likely, the 
proliferation of GenAI will augment existing risks and issues.ii 
 
The evolution of election threats has become increasingly complex with the rise of AI 
technologies, which affect nearly every stage and stakeholder of the election process.  Though 
election processes vary across democracies, certain core components remain consistent—
such as voter registration, announcements and campaigns from candidates, the process of 
voting itself, tallying of votes, certification of results, and transition of power—placing AI-
enabled election risks on all democracies. Particularly in the US, non-centralized election 
processes—in which each state administrates and manages its own electoral process and 
voting day logistics—contribute to a level of protection. Centralization of electoral processes 
would allow for one risk or threat to cascade into a domino effect that leads to the collapse 
of the singular electoral system.iii  
 
Over the past decade, the US information environment has undergone three phases—due to 
the evolution of the political environment, news cycles, culture, and technologies—that 
correlated with the US presidential election cycle. These three phases can generally be 
identified as the 2016 Cambridge Analytica Era, the 2020 Twitter Era, and the 2024 GenAI Era. 
An analysis of these three eras demonstrates that election threats such as foreign 
interference, disinformation, or information warfare have existed since before 2016. As 
experts warn, these preexisting threats are increasing as threat actors and political campaigns 
seek to leverage AI to influence the electoral process in more sophisticated ways.  
 
It is important to note that the past two US presidential elections and the upcoming one in 
November 2024 have been plagued with additional tumultuous factors that augment election 
risks. The 2016 election (Clinton v. Trump) was only the fifth time in which a candidate who 
won the popular vote did not win the electoral vote and the election.10 The 2020 election 
(Biden v. Trump) was significantly influenced by the coronavirus pandemic.11 The upcoming 
2024 presidential election (Harris v. Trump)12 had a rocky start with Biden making a historic 
decision to drop out of the race.13 Within the US context, the following table characterizes 
the three eras and includes election risk examples. 

 
ii Election Analyst 1 interview. 
iii Security Expert 1 interview. 
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Table 2: Evolution of AI-enabled threats to US elections, 2016-2024 
 

Era Description Examples 
Cambridge 
Analytica 
Era 
2016 

● Characterized by foreign entities targeting election 
campaigns and election infrastructure, including 
voter registration databases. 

● The US Senate Intelligence Committee reported that 
the Russian government orchestrated voter data 
collection and used troll farms/bots to spread false 
information about elections, election candidates, and 
hot-topic issues in the 2016 US election.  

● Russia also organized competing rallies, sometimes 
employing Americans, over polarizing issues 
including racial politics. Groups with opposing views 
converged and fostered anger and discord. As 
elections approached, attention shifted to utilizing 
augmenting emotional reactions through news 
articles and other media coverage.iv 

● Globally, Russia allegedly 
interfered with UK’s decision 
to pass Brexit.14 

● The use of data targeting and 
microtargeting by Cambridge 
Analytica to develop and 
distribute data-driven 
services to various political 
campaigns.15 

Twitter Era 
2020 

● Cyber activities persisted, but tactics shifted to 
sowing doubts about the integrity of electoral 
processes, including fraud, ballot manipulation, and 
Trump’s claims of a stolen election. 

● Tactics shifted to a bottom-up approach: smaller 
social media accounts created narratives that were 
amplified by larger accounts of prominent domestic 
and foreign influencers, which presented significant 
challenges to social media companies in terms of 
combatting mis- and disinformation. 

● Information warfare shifted from the creation of 
new stories to the augmentation of existing 
narratives. By capitalizing on already-existing 
narratives, existing tensions were exacerbated 
leading to pollution of the information space. v 

● Claims of election fraud and 
manipulation gained traction 
on social media as 
influencers and large sources 
amplified content from 
smaller accounts. Some 
cyber and AI-related issues 
persisted, but greater 
concerns arose from general 
distrust of the veracity of 
election information.vi 

● False stories of a poll worker 
in Pennsylvania discarding 
ballots gained traction.16 

GenAI Era 
2024 

● In the US context, emerging legal norms and policy 
discussions have curtailed use of GenAI by 
campaigns. Increasing incidents of existing threats 
from other actors have emerged, including phishing 
attacks on election officials, robocalls or messages 
that adapt to user input, and cyberattacks on 
infrastructure. Attacks emerge from both domestic 
and foreign threat actors. 

● Robocalls, phishing incidents, deepfakes, 
disinformation campaigns, and other incidents are 
increasingly targeted at specific populations. vii 

● Social media accounts 
pushed inaccurate stories 
that claimed President Joe 
Biden had died.17 

● AI- generated deepfakes 
featuring Bollywood actors 
making claims about political 
parties went viral and were 
subsequently denounced as 
fake.18 

 
iv  Policy Expert1 interview. 
v  Policy Expert 1 interview. 
vi  Policy Expert 1 interview. 
vii Election Analyst 1 interview. 
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As prefaced in the table above, the rapid adoption of AI technologies across industries, 
academia, and civil society represents a myriad of risks to the proper functioning of electoral 
systems and confidence in the outcomes of elections. Election risks are both complex and 
broad, ranging from AI chatbots delivering misinformation to AI-generated disinformation via 
deepfake videos and audios to phishing campaigns that target voters and candidates to 
cyberattacks on election infrastructure. However, the emergence of completely novel risks is 
unlikely to present significant problems; rather, it is more likely that AI technologies will 
exacerbate existing vulnerabilities and weaknesses within election systems and processes. For 
example, misinformation and disinformation have always been election threats, and AI is 
exacerbating this existing threat with AI-generated deepfakes. Additionally, it is important to 
note that experts lack consensus on the impact of AI technology.19 
 
As AI-enabled risks target the different layers and dimensions of elections, from the election 
infrastructure to the media to the voters, viii  it is essential that governments and other 
organizations stay at the vanguard of addressing novel and pre-existing threats to local and 
national elections. Many of these threats can be addressed by enhancing pre-existing 
cybersecurity best practices and tactics. Governments have thus far responded with urgency 
through the introduction of regulations and guidance: from the Biden administrative directive 
encouraging over 50 federal entities to incorporate specific requirements in their policies to 
Taiwan’s legislative amendments that introduce penalties for the creation and distribution of 
deepfake video and audio.20 Additionally, traditional methods to combat cyberattacks can be 
leveraged to defend against AI-enhanced efforts, and AI-specific mitigation methods are also 
starting to surface.   
 
The following section will delineate election threats, first focusing on AI-enabled amplification 
of disinformation and misinformation operations and then on other attacks that can target 
election processes, offices, officials, and vendors. The section will also include case studies of 
recently seen AI-enhanced election risks and conclude with various mitigation methods to 
safeguard democracy as well as free and fair elections. 
 

B. AI-Enabled Tactics for Misinformation and Disinformation 
 
Both foreign and domestic actors can conduct misinformation and disinformation campaigns. 
Though tactics of both domestic actors and foreign actors overlap, processes, objectives and 
targets may differ.  
 
Foreign malign influence, or the coordinated actions by foreign actors to manipulate opinions, 
behaviors, or decisions within a target country has been utilized for decades. From 
propaganda to disinformation utilized to directly impact public opinion, existing threats face 

 
viii Security Expert 1 interview. 
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exacerbated effects from AI technologies, particularly large language models (LLMs),21 that 
enable broader reach, cheaper initiation, and more convincing narratives.22 The figure below 
provides an outline and further detail of the tactics detailed above. 
 

 
Figure 2: Foreign Malign Influence Tactics23 

 
Additionally, the following operations are employed by both domestic and foreign actors 
aiming to foment mistrust, spread false narratives, or to influence and shape policy and 
discourse among targeted governments, organizations, and other actors.  In the context of 
elections, each operation poses unique risks to the information space, which can be further 
augmented by using GenAI tools to create more widespread reach and increase the 
believability of operations.24 
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Proxy Media and Misleading Personas 
 
Websites or networks of fake personas are produced with the intent to appear independent 
and with the aim of suggesting authenticity. Leveraging this false credibility, threat actors 
disseminate false information. Tactics to increase credibility include imitating trusted sources 
like think tanks, journalists, or professors. 25 In 2022, experts identified instances of a pro-
Chinese influence operation utilizing content depicting fictitious people as almost certainly 
originating from GenAI technologies. Though content was fairly low quality and seen by few, 
commercially available AI tools now enable the creation of higher-quality content which can 
be spread at a much faster rate than in the past.26 
 
Voice Cloning and Deepfakes 
 
Malicious actors may create manipulated or entirely fake videos, images, and audio. AI 
technologies are increasingly able to create content that is nearly indistinguishable from 
authentic content, enabling more efficient manipulation of audiences. For example, in the 
Slovakian election in 2023 a deepfake recording circulated of the progressive party leader 
making statements in line with pro-Russia narratives. Party leadership ultimately called the 
video and statement “made up.”27 Deepfakes make it increasingly difficult to distinguish fact 
from fiction due to the widespread wariness of false information, leading to the threat of the 
“Liar’s Dividend.”28 
 
Conspiracy Theories, Information Operations, Manufactured Evidence 
 
Conspiracy theories seek to explain important events by attributing their cause to secret plots 
or actions devised by powerful actors. Such theories can affect the audience’s view of the 
event in question but also their worldview overall. Disinformation campaigns and 
misinformation can play into this, creating stories that resonate with particular audiences and 
further exacerbating that audience’s belief in false narratives.29 For example, After President 
Biden withdrew from the 2024 US presidential election, there were rumors circulating on X 
that President Biden had passed away. X recommended the post, and its AI software 
summarized this rumor as a trending story.30 

 
Information operations utilizing cyber intrusions—when a threat actor hacks or compromises 
systems of prominent organizations and subsequently distribute private or sensitive 
information, sometimes framing the organization or others as having leaked the 
information—also poses risks such as reputational damage.31  
 
In recent years Iran has engaged in several different initiatives to sow discord in Israel such as 
compromising IT systems tied to the Israeli government. Then, hackers publicized these 
incidents as cyberattacks undertaken by domestic Israeli activists rather than Iran. As of 
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October 2024, there has yet to be a use case of AI-enabled cyber intrusion combined with an 
information operation. In the future, AI can be used to create malware that adapts more 
readily to organizations’ security systems, attacks like the above may become easier to 
initiate.32 
 
In the future, false evidence of events that have not actually taken place may also emerge. 
For example, fake cybercriminal personas may be leveraged to spread hacked documents or 
false reports, which includes creating false records of security incidents.33 
 
Paid Influence and Leveraging Social Media  
 
Both foreign and domestic actors may pay influential people or organizations to push their 
messaging for the purpose of lending false narratives more credibility. Such influence may be 
leveraged through the employment of internet entities and influencers as well as public 
relations firms. 34  Content created to be easily shareable—in the form of videos, post or 
memes—may also exploit paid advertising models to gain a wider audience.35 AI can rapidly 
produce and disseminate such information, acting as a force multiplier for disinformation 
campaigns.36  
 
AI-enabled Bots or groups of actors known as “troll farms” can disseminate heavy volumes of 
false narratives from inauthentic accounts. The sheer volume appears as wide grassroots 
support for a particular point of view that is inauthentic, and this tactic is known as 
“astroturfing”.37 Similarly, accounts may spam social media, forums, and comment sections 
with the intention of flooding out legitimate conversation. This sort of spamming discourages 
legitimate actors’ participation while overwhelming targets to the extent that they no longer 
readily believe in the truth of information presented to them.38 
 
Microtargeting 
 
Foreign and domestic malicious actors may utilize social media to disseminate false narratives 
and manufactured stories that are highly tailored. This tactic, known as microtargeting, aims 
to influence specific communities and to give threat actors “insider status” with highly 
believable content. 39  AI can help tailor or exacerbate narratives for microtargeting and 
polarization.40 
 
Experts are increasingly concerned about AI-enhanced microtargeting in elections. Since 
GenAI enables the dissemination of information to receptive audiences at a faster rate and to 
a wider degree, microtargeting of certain population groups with specific disinformation 
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narratives and messages can happen at an increased speed, scale and scope.ix Campaigns can 
be customized to exploit voter’s racial, ethnic, religious, or other identities.41 
 

C. AI-Enabled Spear Phishing 
 
AI enables increased personalization and sophistication of phishing campaigns which lead to 
a proliferation of attacks. Research indicates that users fall victim to AI-enabled spear phishing 
campaigns at about the same rate as those written by humans, but AI enables significant 
reductions in costs allowing rapid growth of attacks.42 Moreover, while falsified text, voice, 
and videos created by GenAI technologies make it easier and cheaper to create spear phishing 
attacks, preventative measures including education remain costly. 43  For example, 
SweetSpecter, a suspected China-based adversary, used ChatGPT to enhance spear phishing 
attacks against OpenAI employees and governments in 2024. In the context of elections, AI-
enhanced phishing attacks may utilize more convincing communications to trick voters, 
candidates, and election officials.44 
 
D. AI-Enabled Disruptive Attacks 
 
Distributed denial-of-service (DDoS) attacks aim to flood and incapacitate systems with mass 
amounts of information. With free tools to facilitate such attacks readily available online and 
AI further augmenting the ability of such attacks to wreak havoc, challenges remain to defend 
against DDoS attacks. Malicious actors may utilize the Internet of Things (IoT) to create a 
botnet and multiply attacks and leveraging more sophisticated AI technologies can further 
proliferate attacks. Both malicious actors and defenders can use AI to predict and combat 
attacks and defenses, leading to possibly larger attacks that can engulf systems or services.45 
Such attacks may render access to election information and services difficult for voters, 
including voter registration or unofficial election results websites.46 
 
AI may also be leveraged to augment other types of disruptive attacks. Threat actors can craft 
advanced malware that adapts its behavior to past experience and is undetectable by 
endpoint detections and response (EDR) applications 47  which may affect election 
infrastructure.48  Though experts fear the use of large language models (LLMs) to find and 
exploit vulnerabilities or create malicious code, evidence suggests that such technologies 
have more frequently been utilized to translate documents, draft emails, or debug code.49  
 

E. Common Targets of AI-Enabled Election Risks 
 
AI-enabled cyber threats to elections generally center on targets broadly defined within the 
following five categories: 1) electorate 2) election processes; 3) election offices; 4) election 

 
ix Election Analyst 1 interview. 
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officials; 5) election vendors. Previously, sections 4.B and 4.C of this report detail the various 
potential AI-enabled misinformation, disinformation, and spear phishing attacks that could 
target the electorate, sow discord, further polarize voters, and manipulate voter sentiment. 
Recent uses of AI-generated images aimed at the US have sought to reduce public support for 
providing military and financial aid to allies while deepening divisions along racial, economic, 
and ideological divides. 50  In response to these emerging threats, CISA issues guidance 
outlining how malicious actors might use GenAI capabilities to influence elections.  
 
The figure below outlines the potential risks of GenAI to distinct election-related targets 
beyond the electorate. 
 

 
Figure 3: Malicious uses of GenAI in the context of elections51 

 
Election Processes 
 
Election processes encompass all that help run elections smoothly. The dissemination of 
correct information about the location, timing, and logistics of voting is critical52  and now 
relies on the internet, social media, and electronic communications. Election infrastructure, 
such as voting equipment that moves votes and reports to servers as well as voter databases, 
is also dependent on various networks, systems, the cloud, computers, and software.x Thus, 
the election process is already susceptible to disruptions caused by malicious actors using 

 
x Security Expert 1 interview. 
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malware, phishing, and more as well as issues caused by using older election technologies. 
Threat actors are likely to use GenAI to further spread disinformation about election logistics, 
to contribute to increased scale and impact of foreign influence operations, and to produce 
fake voter records.53  For example, earlier this year a robocall created by AI technologies 
imitating President Biden’s voice downplayed the importance of voters participating in 
primary elections in New Hampshire.54 
 
Election Offices 
 
Offices may face issues including the malicious or negligent access of confidential voting 
information by staff or deliberate campaigns that overwhelm the communications capabilities 
and systems of offices providing trouble-seeking and guidance during every step of the 
election process from registration to vote counting. AI voice cloning tools may be utilized to 
impersonate staff to access security information, threat actors may engage spear-phishing 
attacks against officials and staff to access sensitive information, AI may be used to create 
new versions of malware that evade detection, and AI-generated scripts and voice cloning 
tools may be leveraged to overwhelm call centers, among other threats.55 For example, in 
2022 the Mississippi Secretary of State’s website suffered a DDoS attack on election day 
preventing public access to information.56 
 
Election Officials 
 
Officials staffing all levels of election processes face myriad AI threats, spanning from 
impersonation to doxing to physical safety threats. AI-generated content, including voice 
cloning tools and deepfakes, can be used to harass, impersonate, or delegitimize officials and 
candidates. Such technologies can also be utilized by threat actors to spread misinformation 
about election processes and procedures, or to call into question the legitimacy or integrity 
of the election overall. Moreover, generative technologies can enable further ease of 
aggregating and disseminating personal information, possibly increasing doxing incidents for 
officials, staff, and candidates. For example, in the leadup to the 2024 US presidential election, 
phishing emails impersonating the US Election Assistance Commission (EAC)—a body of 
election officials—prompted recipients to review and confirm voter registration. The US EAC 
does not track or store voters’ personal information, and the malicious actors were likely 
targeting voter information.57 If AI were to be used in such attacks, threat actors will be able 
to better impersonate election officials. 
 
Election Vendors 
 
Election vendors—such as companies producing electronic voting machines—are companies 
contracted by the government or election bodies to provide infrastructure and processes for 
elections.58 AI technology utilized to question the legitimacy and security of election vendors 
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may augment risks such as general chaos to election stakeholders and disruption of genuine 
engagement in the election process. Social engineering techniques in addition to deepfakes 
can allow impersonation of vendors, undermining voting apparatuses’ integrity.59  In 2016 
Russian hackers sent phishing emails to employees at electronic voting software vendor VR 
Systems, redirecting them to fake websites that harvested login credentials. Hackers 
impersonated VR Systems employees and sent phishing emails containing viruses to election 
officials in several US states.60  With AI manipulation, attackers could tailor such emails to 
specific election officials or deploy AI-generated voice calls exacerbating such attacks.  
 

F. Mitigation Methods 
 
The expectation that future threats will likely arise as new iterations and permutations of 
existing risks, instead of completely unknown dangers, suggests that elections can be 
safeguarded through customization and finetuning of existing processes, strategies, and 
measures in addition to new methods.61 This adaptability allows for a proactive approach to 
AI-enhanced challenges in the election landscape.  
 
Proactive Preparedness 
 
Proactive communication and trust building can help protect against possible AI-enabled 
election threats. For example, eligible government organizations should host their content on 
webpages with a .gov domain name to signal trust and safety.62 Creating solid relationships 
with media, civil society, and other stakeholders while maintaining an effective crisis 
communications plan in case of emergency also helps to provide additional assurance against 
possible threat incidents that may occur.  Policy Expert 1 explains, “it is crucial to proactively 
flood the information space with trusted and authoritative sources, such as election officials' 
communications. For example, during the European Union (EU) elections, public campaigns 
directed voters to verified sources like the EU Commission's website.” xi  By proactively 
flooding social media platforms and the media environment with authoritative and legitimate 
sources, nations would also be proactively preparing to defend against fake content 
dissemination.   
 
Policy and Government 
 
Existing laws and regulations should be leveraged to mitigate issues presented by threat 
actors. For example, in the US the neutrality of laws related to technology and technological 
developments lends itself to be flexible and adaptable to quickly evolving technologies like AI. 
Data Consultant 1, a policy and tech translator, product consultant, and long-term digital 
strategist, suggests that “one of the reasons AI is already being effectively regulated in the US, 

 
xi  Policy Expert 1 interview. 
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particularly in certain sectors, is due to our existing technology neutral laws. These laws allow 
various agencies to implement regulations without Congress explicitly granting them 
authority over AI [...] the financial sector is one major example [and] the health care sector, 
eligibility, and civil rights: all of those are tech neutral.”xii Additionally, as technologies evolve 
and AI-enabled disruptions increase, pressure from governments and civil society on 
developers of GenAI technologies will continue to rise as well. Policy approaches and guidance, 
such as technology neutral laws, are critical to ensuring that developers continue to finetune 
technologies. 
 
Election Security Measures  
 
Existing approaches to securing elections help mitigate AI-enhanced election risks because AI 
exacerbates existing threats. The Federal Bureau of Investigation (FBI) oversees pursuing 
federal election crimes which include campaign finance fraud, civil rights violations, and voter 
or ballot fraud. 63  Mechanisms such as the Center for Internet Security’s Elections 
Infrastructure Information Sharing and Analysis Center (EI-ISAC) 64  improve information 
sharing among election officials. The CISA Government Coordinating Council65 and the Sector 
Coordinating Council,66 created as part of the efforts led by the Department of Homeland 
Security (DHS) after the 2016 election, share information, identify vulnerabilities, and develop 
strategies to protect election infrastructure from cyber threats. 
 
Additionally in early September 2024, CISA released election security checklists for both 
physical security 67  and cybersecurity. 68  The cybersecurity checklist titled “Election 
Infrastructure Cybersecurity Readiness and Resilience Checklists” specifically mentions that 
“Election infrastructure and government infrastructure remain attractive targets for a range 
of malicious actors from cybercriminals to nation state actors.”69 CISA has also made available 
Election Security Resources to the public to build American confidence in safe and secure 
elections.70 
 
Cybersecurity Tools and Technical Methods 
 
Time-tested technical security controls are imperative to providing protection, both 
proactively and reactively, in the face of novel election threats posed by GenAI technology. 
According to experts, risks including AI-enabled phishing, impersonation and harassment 
require technical controls, such as Multifactor Authentication (MFA), Domain-based Message 
Authentication, Reporting and Conformance (DMARC), Sender Policy Framework (SPF), 
DomainKeys Identified Mail (DKIM) and moving toward zero trust security principles.71 The 
US is already implementing such methods as the US EAC has implemented a strict 
configuration of DMARC.72   On social media platforms, enabling privacy settings, such as 

 
xii Data Consultant 1 interview. 
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deleting inactive accounts, is a good cyber hygiene practice that can help protect against 
emerging threats to elections. The use of human authentication tools—such as CAPTCHAs and 
physical verifications—is also imperative to differentiating human users from automated 
processes. Implementing such tools on forms and open records requests, especially website-
based submissions, can reduce the volume of inauthentic requests an election office receives.  
 
AI-Hardening 
 
While traditional cybersecurity tools and technical methods can help mitigate many AI-
enabled election threats, the constant evolution of AI technologies require such tools and 
methods to be reviewed and augmented. For example, as AI capabilities are enhanced, 
authentication tools will need to get sophisticated or “AI-hardened.” AI hardening focuses on 
solutions specifically designed for AI-related vulnerabilities and includes tactics like safe and 
secure AI development, AI red teaming, AI auditing, and hardware-linked software actions. 73 

An example of AI hardening was seen in the 2024 Taiwanese verification method in which 
users were verified as humans but remained anonymous in order to combat against AI-
generated fake personas. 74 
 
The constant improvement of GenAI makes developers responsible for developing safe and 
secure technology. For example, OpenAI utilizes both Rule-Based Rewards (RBRs) and 
Reinforcement Learning from Human Feedback (RLHF) to ensure the safety and utility of its 
tools. The company describes RBRs as clearcut rules with simple steps by which AI models can 
produce output that aligns with safety standards. By plugging RBRs into the traditional RLHF 
system,xiii OpenAI aims to incorporate human inputs while balancing safety and effectiveness 
as demonstrated in Figure 4 below.75  
 
In Figure 4, OpenAI plots the utility and safety of AI technologies, marking the safe and useful 
region with a shaded area. Two baselines are shown—the human baseline which is very safe 
and a helpfulness baseline which is useful but less safe. The figure reflects that AI technologies 
developed with RBR and human reinforcement are safer than those developed only with RBR. 
 

 
xiii Traditional RLHF is an AI technique that blends reinforcement learning (RL) with human input to 
boost learning accuracy and decision-making. Instead of relying solely on trial and error, as in 
conventional RL where an agent interacts with its environment and is rewarded or penalized based on 
actions, RLHF integrates expert human feedback. This guidance introduces valuable insights that might 
not be captured through rewards alone and starts with the agent collecting interaction data, then 
receiving evaluative feedback from humans. This feedback is incorporated into a reward model, 
helping the agent interpret actions more effectively. The agent continuously updates its policy using 
this combined information, iterating the cycle to improve its decision-making and efficiency. 
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Figure 4: Ensuring Safety and Utility in OpenAI’s Technologies76 

 
After the development phase, there are various ways to AI-hardened technologies through 
testing and auditing methods. AI red teaming77 draws from traditional red teaming practices 
but may not entail coding or hacking into systems because it focuses on testing for AI-specific 
vulnerabilities such as jailbreaks and prompt injection attacks. For example, jailbreaking does 
not require hacking and is the process of stress testing LLMs to force an unethical or harmful 
output. AI red teaming could encompass adversarial cybersecurity testing of prompt-based 
applications and underlying models to attempt exfiltrating models and data sets.78 However, 
this mitigation currently lacks standardized practices to be able to compare different AI 
models. 
 
Furthermore, AI auditing is a forthcoming method as well, and NIST is leading the way. NIST 
launched initiatives to evaluate and audit AI systems. In July 2024, it released the open-source 
software Dioptra to help users and developers measure how certain attacks can degrade an 
AI system.79  
 
In May 2024, NIST also launched ARIA, a new program to advance sociotechnical testing and 
evaluation for AI in real world contexts. 80  Reva Schwartz, the lead research scientist, 81 
underscores the importance of considering human condition alongside machine performance. 
ARIA uniquely integrates sociology, psychology, and anthropology into the evaluation process 
which goes beyond traditional lab-based testing.82 ARIA will help assess the AI risks with its 
new set of methodologies and metrics for quantifying how well a system maintains safe 
functionalities within society contexts. However, the industry and community’s focus on ARIA 
and dedication to using it are not yet clear. 
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AI-Enhanced Defenses and Positive Use Cases 
 
Despite the exacerbated election risks due to AI, experts also note that AI can be leveraged 
to assist in and further secure election processes. These positive use cases include: 

• AI to manage voter registration: clean up voter rolls,83 ensure accurate and up-to-date 
voter data, efficiently match voter signatures to mail-in ballots84 

• AI bots to answer questions: respond to misinformation that surfaces on social 
media,85 provide real-time information about voting locations and procedures86 

• AI for voter education: micro-targeted campaigns to help educate voters,87 translate 
election materials into various languages, proofread and edit information documents 
for voters and officials88 

• AI to prevent cyberattacks: detect abnormalities in election infrastructure89   
 
Experts encourage governments using AI to support elections to moderate its usage and 
ensure “appropriate attention to quality, transparency, and consistency.” 90  The Brennan 
Center recommends that election officials opt to use the simplest AI technology available: 
though possibly less sophisticated, simpler tools are easier to use and explain.  
 
The Brennan Center also suggests that bipartisan teams provide human overview of any parts 
of the election process that use AI technology. For example, if AI is used to match voter 
signatures to mail-in ballots and a ballot is denied for irregularities or signature mismatches, 
human review is essential.91 Officials must also prepare for variability and inconsistencies as 
these issues may contribute to the proliferation of misinformation, among other concerns. 
For the time being, adopting AI systems for critical functions in elections is not recommended 
unless there are already national or state standards in place. As such, it is imperative that 
effective AI adoption policy is established, appropriate staff training is implemented, and 
robust contingency plans are put into place.92  
 
G. Summary 
 
Despite social media and news’ depiction of GenAI as creating innumerable new and complex 
challenges to civil and political society, experts tend to agree that GenAI will not be presenting 
completely new election threats. 93  The election space was already challenging due to 
decontextualized videos and images, misinformation, and extreme narratives. 
 
As the Office of the Director of National Intelligence (ODNI) assessed in mid-September 2024, 
just 45 days before the presidential election, AI is boosting, not revolutionizing, foreign 
interference in the US election.94 Notably, the ODNI also reported that Russia has spread the 
most AI-generated texts, images, audio, and video related to the US election.95 Regardless, 
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experts have yet to see widespread concerns about AI-driven deepfakes or deceptive 
materialize on a large scale. xiv 

 

Experts indicate that sociological and cultural issues already dividing civil societies around the 
world represent bigger issues to the electoral process than GenAI. GenAI simply “amplifies 
the abilities of all good and bad actors in the system to achieve all the same goals they’ve 
always had [...] this technology that we’ve developed is going to have effects on our 
democracy.”96 Adversaries have utilized AI to amplify or further extremify existing narratives 
to achieve various objectives.xv  
 
Additionally, the risk of overhyping the threat of AI-generated content also exists. There is still 
limited evidence of and research on the widespread adoption of GenAI tools in the 
information space. The fear of the undefined threat can create more issues at present than 
the threats themselves as exemplified by the “Liar’s Dividend” threat 97  as well as the 
degrading credibility of the information space and electoral processes. In particular with the 
Liar’s Dividend, governments and industries can implement enhanced content provenance 
standards, improved deepfake detection technology, strengthened public education and 
truth discernment, strong norms against false claims, and established public trust in 
authoritative messengers and information sources. 98 
 
Despite the AI-enabled election risks, various mitigation methods from proactive 
preparedness and policy approaches to cybersecurity tolls and technical methods to AI-
hardening approaches can help safeguard elections around the world. AI tools can also be 
utilized to manage voter registration, answer voter questions, provide electoral information, 
educate voters, and prevent cyberattacks on election infrastructure.  
 
Appendix A at the end of this report includes a table of case studies regarding AI usage in 
recent elections around the world.  

  

 
xiv Policy Expert 1 interview. 
xv  Policy Expert 1 interview. 
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6. AI Governance Measures 
 
A. Background 
 
GenAI adoption has increased rapidly in the last few years raising concerns about potential 
risks associated with bias, privacy violations, and unintended consequences. As GenAI 
continues to transform various sectors, there is a growing consensus among experts, 
policymakers, and industry leaders that a robust governance structure is essential to ensure 
its safe and ethical development and deployment.99   
 
Governments worldwide are closely scrutinizing the new technology: some have initiated 
regulations or oversight measures concerning the development of AI tools while others have 
proceeded cautiously, focused on exploration and research. Various international bodies such 
as the Organization for Economic Co-operation and Development (OECD) and the United 
Nations Educational, Scientific and Cultural Organization (UNESCO) have issued guidelines to 
ensure that AI development follows ethical principles. Governments are also developing their 
own AI strategies and frameworks, such as the European Union (EU)'s AI Act and Canada's AI 
and Data Act (AIDA), emphasizing risk management and ethical guidelines. Governments, 
companies, and nongovernmental organizations (NGOs) are utilizing Public-private 
collaborations—such as the G7 Hiroshima AI Process—to promote AI governance standards 
as well. 
 
The debate over AI regulation has intensified, and challenges in striking the right balance exist: 
Overly prescriptive policies could stifle innovation and slow progress while permissive 
frameworks might expose society to significant and avoidable risks.xvi Effective regulation may 
include mandates for dataset openness, human oversight, and transparency in commercial 
GenAI models alongside industry self-regulation and ethical guidelines. 
 
Overall, the AI governance landscape is rapidly evolving and characterized by four broad 
categories: risk-based, rules-based, principles-based, and outcomes-based, as outlined in 
Figure 5. However, attributing singular approaches to specific legislation or frameworks is 
challenging, and hybrid approaches from combining complementing elements from different 
approaches are created as well. Various expert interviews highlighted that a hybrid approach 
is the use-case approach which combines risk and outcomes-based approaches. 

 
xvi AI Policy Expert 2, Data Consultant 1, and Security Expert 1 interview.  
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Figure 5: Summary of AI governance approaches100 

 
Globally, regulators and policymakers are attempting to implement AI governance measures 
to varying degrees. The EU's recent provisional agreement on the AI Act represents a world-
first effort in global AI regulation, focusing on AI products and services through a risk-based 
and use-case-driven framework. 101  Other nations—such as Canada, Brazil, Chile, and the 
Philippines—are also developing AI-specific regulations.102  Meanwhile, India is exploring a 
non-regulatory approach to foster innovation and adaptation to AI's rapid advancement.103  
Responding to the rise of GenAI models, China has implemented specific regulations while 
the EU AI Act includes obligations for foundation models supporting general-purpose AI 
systems. Countries like Singapore, Malaysia, Saudi Arabia, Japan, and Rwanda are formulating 
national policies to govern AI, employing a spectrum of regulatory instruments from hard laws 
to voluntary best practices across various sectors.104  Appendix B provides an overview of 
current regulations outside of the US. 

 

B. US AI Regulation and Framework 
 
In the US, comprehensive federal legislation or regulations specifically governing the 
development or usage of AI in the US do not exist. Despite the absence of comprehensive 
legislation, various frameworks and guidelines are in place to provide direction on AI 
governance, and the number of AI-related regulations in the US has been rapidly increasing. 
For instance, the number of AI-related regulations rose from one in 2016 to 25 in 2023, as 
shown in Figure 6.  
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  Figure 6: Number of AI-related regulations in the US, 2016-23105 
 
Notably, increasing efforts are being made to regulate the use of AI-generated content in 
elections. Three bills that aim to regulate deepfakes and other AI-generated content in 
elections have passed the markup stage in the Senate Committee on Rules and Administration 
and are heading for a final vote.

xviii, and the Preparing Election Administrators for 
AI Act

106 These bills include the Protect Elections from Deceptive AI 
Actxvii, the AI Transparency in Elections Act

xix . The proposed legislation reflects growing concerns about the potential for AI to 
undermine election integrity and aims to improve transparency and oversight in the use of AI 
technologies in political campaigns. As of August 2024, the 118th Congress had introduced 
over 100 AI-related bills. Though none have been enacted yet, there is movement and support 
from congressmen to formally pass AI related bills.107 For example, in September 2024, the 
House Science, Space, and Technology Committee approved nine bipartisan AI-related bills, 
sending them to review by the House of Representatives.108 The following section outlines 
significant approaches in the US to AI regulation at the federal and state level. 
 
I. Executive Order 14110 on Safe, Secure, and Trustworthy Development and Use of AI 
 
Overview 
 
In October 2023, the White House issued Executive Order (EO) 14110—now dubbed the AI 

 
xvii The Protect Elections from Deceptive AI Act prohibits the intentional distribution of AI-generated audio or 
visual media related to federal candidates, especially if intended to influence an election or solicit funds. 
xviii The AI Transparency in Elections Act establishes labelling standards for political ads, requiring clear disclosure 
if the ad contains AI-generated images, audio, or video. 
xix The Preparing Election Administrators for AI Act would require the Election Assistance Commission to team 
with NIST on a report that delivers voluntary guidelines for election administrators on the related risks and 
benefits of AI. 
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EO—on the Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence.109 
This EO outlines comprehensive standards for AI, covering safety, security, privacy, equity, 
civil rights, workforce development, innovation, competition, and responsible government 
use. The EO emphasizes cybersecurity, including measures for offensive cyber operations and 
guidelines for auditing AI capabilities to mitigate potential harm. The EO’s definition of AI 
systems is broad; it is not limited to GenAI or systems leveraging neural networks but is 
inclusive of systems that have been built over the last several years.110 
 
The AI EO represents a pivotal step by the Biden administration and underscores a dual 
commitment: promoting a vibrant AI ecosystem that drives economic growth and global 
competitiveness while also addressing critical governance issues to safeguard against risks 
and promote trust in AI technologies. The EO directs over 50 federal entities in more than 150 
requirements across 13 sections, as detailed in Figure 7 below. Though the EO encompasses 
a wide range of concerns, specific AI-related risks and policy domains have a greater number 
of distinct requirements. For instance, three sections–Section 4 (Safety), Section 5 
(Innovation), and Section 10 (Government)–comprise approximately two-thirds of all 
specified requirements. However, raw counts do not convey the comprehensive nature of 
these requirements as they differ in their scope and complexity. 
 

 
Figure 7: Overview of the EO’s sections111 

 
Another feature of the EO is the deadlines attached to most requirements. 72% of 



30 
 

requirements have “time-boxed” deadlines: the actions must be completed by a specified 
date. Stanford University’s Human-Centered Artificial Intelligence was able to confirm 70-80% 
of requirements with deadlines between 90 and 180 days had been completed within 180 
days.xx  The rapid turnaround times could indicate that many tasks assigned to federal entities 
were already in progress. There also may have been an urgency to achieve as much as possible 
before the end of Biden’s term as a presidential transition might result in the revocation of 
executive orders. 
 
Role of Agencies and Departments 
 
The EO mainly assigns tasks to more than 50 federal agencies or entities with prescribed 
deadlines, and an even larger number of agencies and entities are referenced as supporting 
functions. The EO also encourages independent federal regulators to engage in given tasks 
but does not prescribe accompanying deadlines for those tasks. In response to these 
assignments, many federal entities released their guidance and roadmaps. Figure 8 below 
details the distribution of requirements across federal entities. The federal entities within the 
Executive Office of the President (EOP) and the Department of Commerce (DOC) carry the 
highest number of responsibilities with 25 and 24 requirements, respectively. Notably, the 
EOP encompasses various agencies each with distinct mandates. The Director of the Office of 
Personnel Management (OMB) oversees the implementation of 12 requirements, accounting 
for 48 percent of the EOP's tasks. Other agencies with substantial task lists include the DHS, 
the Office of Personnel Management (OPM), and the Department of State (DoS). The 
following section details the various responsibilities of select federal agencies and 
departments along with recent AI initiatives made to fulfill requirements outlined in the EO. 
 

 
Figure 8: Distribution of requirements across federal entities112 

 

 
xx AI Policy Expert 3 interview. 
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Executive Office of the President (EOP) 
The EOP was assigned the highest number of EO requirements at 25, detailed in Table 3 below. 
The EOP is not a single entity but comprises various agencies (e.g., the Council of Economic 
Advisors), senior officials (e.g., the Assistant to the President for National Security Affairs), 
permanent councils (e.g., the Chief Data Officers Council), and federal advisory committees 
(e.g., the President’s Council of Advisors on Science and Technology) with distinct mandates. 
The Director of the OMB an agency within the EOP, is responsible for overseeing the 
implementation of 12 tasks, accounting for 48% of the EOP's responsibilities.  
 

Table 3: Overview of EOP EO Requirements and Status of Implementation113 
 

Section Summarized Requirements Status114 
Sec. 
4.3(a)(iv) 

Safety Coordinate with agency heads to develop mandatory 
guidelines ensuring the security and resilience of critical 
infrastructure. 

No information 
available but 
the deadline is 
Dec 2024. 

Sec. 4.4(b)(i) Safety Establish a framework to screen and monitor the 
procurement of synthetic nucleic acids to prevent 
misuse. 

Implemented. 

Sec. 4.5(c) Safety Issue detailed guidance to agencies on labeling and 
authenticating official digital content to enhance 
security. 

In progress:  to 
be after the 
guidance is 
developed and 
likely will not 
be completed 
until Jun 2025. 

Sec. 4.5(d) Safety Consider amendments to the Federal Acquisition 
Regulation based on digital content labeling guidance. 

No information 
available. 

Sec. 4.7(a) Safety Develop and disseminate guidelines for security reviews 
of Federal data that could pose security risks if misused. 

No information 
available but 
was supposed 
to be done by 
Jul 2024. 

Sec. 4.8(a)-
(b) 

Safety Oversee an interagency process to develop a National 
Security Memorandum focused on AI and related 
technologies. 

No information 
available but 
was supposed 
to be done by 
Jul 2024. 

Sec. 5.2(h) Innovation Submit a comprehensive report on AI's current and 
future role in advancing scientific research across 
domains. 

Implemented. 

Sec. 6(a)(i) Workers Submit a detailed report examining the effects of AI on 
the labor market, including job displacement and 
creation. 

Implemented. 
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Sec. 9(a)(i) Privacy Evaluate how agencies procure and handle commercially 
available information (CAI), particularly those containing 
personally identifiable information (PII). 

No information 
available. 

Sec. 9(a)(ii) Privacy Assess current agency standards for managing CAI with 
PII to guide the development of potential new guidance. 

No information 
available. 

Sec. 9(a)(iii) Privacy Issue a Request for Information (RFI) aimed at enhancing 
privacy impact assessments across agencies. 

Implemented. 

Sec. 9(a)(iv) Privacy Support implementation actions and strategy 
formulation based on the outcomes of the RFI process. 

No information 
available. 

Sec. 10.1(a) Government Convene an interagency council to coordinate the use 
and integration of AI technologies across agencies. 

Implemented. 

Sec. 10.1(b) Government Issue comprehensive guidance on AI use in the Federal 
Government, including Chief AI Officer roles and risk 
management practices. 

Implemented. 

Sec. 10.1(c) Government Develop a standardized method for agencies to track, 
report, and ensure compliance with AI adoption 
guidelines. 

No information 
available but 
was supposed 
to be done by 
May 2024. 

Sec. 
10.1(d)(ii) 

Government Ensure that all agency contracts for AI systems are 
consistent with established AI guidelines and principles. 

No information 
available but 
was supposed 
to be done by 
Sep 2024. 

Sec. 10.1(e) Government Issue instructions for collecting and reporting agency AI 
use cases, with annual updates and reviews. 

In progress as 
of Mar 2024. 

Sec. 10.2(a) Government Identify and prioritize mission-critical areas where AI 
talent recruitment is most needed within the Federal 
Government.  

Implemented. 

Sec. 10.2(b) Government Convene an AI and Technology Talent Task Force to 
monitor AI workforce hiring, retention, and the 
dissemination of best practices. 

Implemented. 

Sec. 
10.2(b)(i) 

Government Track and regularly report on the Federal Government's 
AI workforce capacity, identifying gaps and strengths. 

Implemented. 

Sec. 
10.2(b)(ii) 

Government Identify and share best practices for attracting, hiring, 
retaining, and training AI talent across agencies. 

No information 
available. 

Sec. 
10.2(b)(iii) 

Government Coordinate AI talent placement through fellowship 
programs and agency-specific tech talent initiatives. 

No information 
available. 

Sec. 
10.2(b)(iv) 

Government Convene a regular forum for AI professionals across 
Federal agencies to collaborate and share knowledge. 

No information 
available. 

Sec. 10.2(c) Government Implement strategic plans to support the rapid 
recruitment and deployment of AI talent across the 
Federal Government. 

Implemented. 
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Department of Commerce (DOC) 
The AI EO prescribes the second highest number of requirements to the DOC. Table 4 below 
outlines the DOC’s 24 requirements and their implementation status. 
 

Table 4: Overview of DOC EO Requirements and Status of Implementation115 
 

Section Summarized Requirements Status116 

Sec. 4.1(a)(i) Safety 
Develop guidelines and best practices for safe and 
trustworthy AI such as resources for GenAI, secure 
development practices, and AI benchmarks. 

In progress: started 
in Nov 2023. 

Sec. 
4.1(a)(ii) Safety 

Establish guidelines for AI red-teaming, including 
coordination for safety assessments and 
development of testing environments. 

In progress: was 
supposed to be 
done by Jul 2024. 

Sec. 4.2(a)(i) Safety 
Require companies to report on dual-use foundation 
models, including development activities, 
cybersecurity measures, and red-team test results. 

Implemented. 

Sec. 
4.2(a)(ii) Safety 

Require reporting of large-scale computing clusters, 
their acquisition, development, and computing 
power. 

Implemented. 

Sec. 4.2(b) Safety 
Define and update technical conditions for reporting 
models and computing clusters, including thresholds 
for computational power and data use. 

No information 
available. 

Sec. 4.2(c) Safety 

Propose regulations for Infrastructure as a Service 
(IaaS) Providers to report foreign transactions 
involving large AI models and require reporting from 
foreign resellers. 

Implemented. 

Sec. 4.2(d) Safety 
Propose regulations for verifying the identity of 
foreign persons obtaining IaaS accounts, including 
documentation and access controls. 

Implemented. 

Sec. 
4.4(b)(ii) Safety 

Engage with stakeholders to develop specifications 
and best practices for nucleic acid synthesis 
screening. 

Implemented. 

Sec. 4.5(a) Safety 
Submit a report on standards, tools, and practices for 
authenticating and labeling synthetic content, and 
preventing harmful AI-generated content. 

In progress: was 
supposed to be 
done by June 2024; 
NIST AI 100-4 
issued. 

Sec. 4.5(b) Safety Develop guidance on digital content authentication 
and synthetic content detection measures. 

No information 
available but is 
supposed to be 
done by Dec 2024.  

Sec. 4.6(a) Safety 
Solicit input on risks and benefits of widely available 
dual-use foundation models and recommend policies 
for managing them. 

No information 
available but was 
supposed to be 
done by Jul 2024. 

Sec. 4.6(b) Safety 
Submit a report on the implications of widely 
available dual-use foundation models and propose 
regulatory recommendations. 

No information 
available but was 
supposed to be 
done by Jul 2024. 

Sec. 5.2(c)(i) Innovation 
Publish guidance on AI inventorship and the use of AI 
in the inventive process, including examples for 
USPTO patent examiners. 

Implemented. 
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Sec. 5.2(c)(ii) Innovation 
Issue additional guidance on AI and IP 
considerations, including patent eligibility updates. 

In progress: was 
supposed to be 
done by July 2024; 
USPTO released a 
RFI in Apr 2024. 

Sec. 
5.2(c)(iii) 

Innovation 
Consult with the Copyright Office and recommend 
actions on copyright issues related to AI. 

No information 
available. 

Sec. 5.3(b)(i) Innovation 
Implement a flexible membership structure for the 
National Semiconductor Technology Center to 
include diverse industry participants. 

No information 
available. 

Sec. 
5.3(b)(ii) 

Innovation 
Promote mentorship programs to increase 
participation in the semiconductor industry, including 
from underserved communities. 

No information 
available. 

Sec. 
5.3(b)(iii)-
(iv) 

Innovation 
Increase resources for startups, including funding, 
datasets, and technical assistance, and consider 
competition measures in funding notices. 

No information 
available. 

Sec. 9(b) Privacy 
Create guidelines for evaluating differential privacy 
protections, particularly for AI systems. 

In progress: NIST 
issued draft of SP 
800-226, should be 
completed by Oct 
2024. 

Sec. 
10.1(d)(i) 

Government 
Develop guidelines, tools, and practices for 
implementing risk-management practices. 

No information 
available but was 
supposed to be 
done by Jun 2024. 

Sec. 11(b) International 
Lead global efforts to develop AI-related standards, 
including terminology, best practices, and risk 
management. 

In progress: NIST 
released a draft 
plan for Global 
Engagement in Apr 
2024. 

Sec. 11(b)(i) International 
Establish a global engagement plan for AI standards 
development, covering nomenclature, data handling, 
and risk management. 

In progress: on 
May 2024, the 
Secretary of 
Commerce shared 
plans to launch a 
global scientific 
network for AI 
safety at the AI 
Seoul Summit. 

Sec. 11(b)(ii) International 
Report to the President on actions taken to advance 
global AI standards. 

No information 
available but 
should be done by 
Jan 2025. 

Sec. 
11(b)(iii) 

International 
Ensure global AI standards efforts align with the NIST 
AI Risk Management Framework and national 
standards strategy. 

In progress: 
various NIST drafts 
released. 
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Within the DOC, the NIST, the Bureau of Industry and Security (BIS), the National 
Telecommunications and Information Administration (NTIA), and the US Patent and 
Trademark Office (USPTO) are tasked with implementing a substantial portion of the 
objectives outlined in the EO. NIST released four draft publications aimed at enhancing the 
safety, security, and reliability of AI systems (see section 5.B.III for more information on NIST 
AI publications). NIST also piloted NIST GenAI, a challenge series designed to assess GenAI 
developed by the global research community, in April 2024117 The series aims to support the 
development of methods to distinguish human-produced and AI-generated content.118  
 
In addition, the USPTO has invited public comments to understand how AI affects their 
decisions about whether an invention is patentable under US law.119 This includes questions 
about what constitutes prior art and how to evaluate the skill level of an ordinary person in 
the relevant field. Based on these responses, USPTO expects the response to help them 
evaluate the need for further guidance on these matters, aid the development of guidance 
and inform USPTO’s work in the courts, and provide technical advice to Congress.120 
 
The EO also directs the DOC to draft regulations mandating comprehensive reporting 
requirements concerning AI, including US Infrastructure-as-a-Service (IaaS) providers 
involved in transactions with foreign persons for training a large AI model (Sec. 4.2(c)).121 This 
requirement would implement the directives of the AI EO as well as EO 13984,xxi mandating 
US IaaS providers to identify information about foreign customers through a Customer 
Identification Program (CIP) and report the implementation of the CIP to the DOC.  
 
Additionally, US IaaS providers must ensure that their foreign resellers comply with CIP and 
reporting obligations. The proposed rule also mandates reporting on transactions involving 
the training of large AI models that could facilitate malicious cyber-enabled activities. 
Moreover, it grants the Secretary authority to potentially prohibit US IaaS product 
transactions with foreign individuals or jurisdictions. 
 
  

 
xxi EO13984 “Taking Additional Steps to Address the National Emergency with Respect to Significant Malicious 
Cyber Enabled Activities” was signed in January 2021 aimed at addressing the use of US IaaS products by foreign 
malicious cyber actors. 
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Department of Homeland Security (DHS) 
The DHS was tasked as the responsible stakeholder on 15 requirements in AI EO and a 
supporting stakeholder on another 11 requirements. Table 5 below outlines the requirements 
for which DHS is a leading stakeholder as well as the implementation status of these 
requirements. 
 

Table 5: Overview of DHS EO Requirements and Status of Implementation122 
 

Section Summarized Requirements Status123 

Sec. 4.3(a)(iii) Safety 
Integrate AI Risk Management Framework (RMF) 
and security guidance into safety and security 
protocols for critical infrastructure. 

Implemented. 

Sec. 4.3(a)(v) Safety 
Establish an AI Safety and Security Board to advise 
on AI-related security and resilience for critical 
infrastructure. 

Implemented. 

Sec. 4.3(b)(ii) Safety 
Develop and complete pilot projects to test and 
deploy AI capabilities for identifying and fixing 
vulnerabilities in government systems. 

Implemented. 

Sec. 4.3(b)(iii) Safety 
Report on pilot projects, including vulnerabilities 
found and fixed, and lessons learned for effective 
AI deployment in cyber defense. 

No information 
available but should 
have been done by Jul 
2024. 

Sec. 4.4(a)(i) Safety 

Evaluate additional AI risks related to chemical, 
biological, radiological, and nuclear (CBRN) 
threats, consult with experts and report on AI 
models presenting CBRN risks and regulatory 
recommendations.xxii 

Implemented 

Sec. 4.4(b)(iv) Safety 

Develop and report on a framework for evaluating 
nucleic acid synthesis screening, including 
recommendations for strengthening procurement 
screening. 

No information 
available but should 
be done by Oct 2024. 

Sec. 5.1(a) Innovation 
Streamline visa processes and ensure availability 
for noncitizens in AI and critical technologies. 

Implemented 

Sec. 5.1(d)(i) Innovation 
Review and update immigration policies for experts 
in AI and emerging technologies. 

No verifiable 
implementation 
information available 
but should have been 
done by April 2024. 

Sec. 5.1(d)(ii) Innovation 

Continue modernizing the H-1B program and 
consider rulemaking for adjusting status to 
permanent residency for tech experts and their 
families. 

Implemented 

 
xxii Within DHS, the Countering Weapons of Mass Destruction Office (CWMD) leads the DHS efforts against CBRN 
threats. The AI EO also specifies that the DHS should collaborate with the OSTP for the EvaluationAI misuse for 
CBRN threat production. 
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Sec. 5.1(f) Innovation 
Use discretionary authorities to support and 
attract foreign nationals with skills in AI. 

Implemented  

Sec. 5.1(g) Innovation 
Develop and publish resources to attract and 
retain AI experts, including a comprehensive guide 
and a public report on immigration system usage. 

In progress: the White 
House and DHS claim 
to be done, but 
external sources 
suggest that it is still 
in progress. 

Sec. 5.2(d) Innovation 

Create a program to combat IP risks related to AI 
technologies, including personnel for IP theft 
investigation, coordination with law enforcement, 
and developing guidance for the private sector. 

Implemented. 

Sec. 11(d) International 
Lead international efforts to prevent and respond 
to AI-related disruptions in critical infrastructure. 

No information 
available. 

Sec. 11(d)(i) International 
Develop a multilateral plan to promote AI safety 
and security guidelines for critical 
infrastructure.xxiii 

No information 
available but should 
have been done by Jul 
2024. 

Sec. 11(d)(ii) International 
Report on actions to mitigate cross-border risks to 
U.S. critical infrastructure. 

No Information 
Available but should 
be done by Jan 2025. 

 
The DHS took various approaches in responding to the AI EO requirements. First, the DHS 
introduced sector-specific initiatives such as guidelines to mitigate AI risks to critical 
infrastructure and a report focusing on AI misuse in the development and production of CBRN 
materials.124 The DHS also announced initiatives focused on AI security and safety: 125  
 

• AI Safety and Security Advisory Board (AISSB): composed of private and public sector 
AI experts advising on resilience and incident response for AI in critical infrastructure. 

• Protecting Critical Infrastructure and Cybersecurity: DHS integrates AI safety 
guidelines, adapting national frameworks to mitigate risks from AI-enhanced attacks 
and system failures in critical infrastructure. As mentioned above, DHS established the 
AISSB with over 20 technology and critical infrastructure executives, civil rights leaders, 
academics and policy makers to advise on safe and secure development and 
deployment of AI in critical infrastructure. The DHS also collaborated with CISA to 
develop the First AI Guidelines for Critical Infrastructure Owners and Operators.126 

• Researching Adversarial AI Use: DHS explores defenses against AI-based threats 
including biological and chemical risks, collaborating with Countering Weapons of Mass 
Destruction (CWMD) on risk assessments and mitigation plans. 

• Combatting AI-related Intellectual Property Theft: DHS develops programs and 

 
xxiii For example, at the AI Seoul Summit 2024, South Korea, Japan, Singapore, US, UK, and other Asia-Pacific 
nations highlighted the need for international cooperation on AI safety standards, especially to protect AI-reliant 
critical infrastructure. Additionally in April 2024, the US and UK signed a Memorandum of Understanding (MOU) 
to partner on AI safety, development, and testing although the MOU did not specify critical infrastructure. 

https://www.techuk.org/resource/key-outcomes-of-the-ai-seoul-summit.html
https://www.commerce.gov/news/press-releases/2024/04/us-and-uk-announce-partnership-science-ai-safety
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guidance to protect AI-related intellectual property, updating enforcement strategies 
to address emerging threats. 

• Attracting and Retaining Talent in AI and Emerging Technologies: enhances 
immigration pathways and processing times for noncitizens contributing to AI and 
emerging technologies. 

 
 

Finally, the DHS has also established several principles and initiatives that promote the 
responsible use of AI: 
 

• Policy Statement 139-06: Acquisition and Use of AI and ML by DHS Components: 
establishes foundational principles for AI use at DHS, ensuring compliance with 
constitutional and legal standards. Prohibits AI systems from making biased decisions 
based on protected characteristics. 

• Policy Statement 139-07: Use of Commercial GenAI Tools: provides guidelines for DHS 
employees using commercial GenAI tools, emphasizing data safeguarding, privacy 
protection, and mandatory training on responsible AI use. 

• Directive 026-11: Use of Face Recognition and Face Capture Technologies: mandates 
rigorous testing of face recognition technologies to prevent unintended biases or 
impacts, with ongoing evaluation to meet performance standards.xxiv 

 
Cybersecurity and Infrastructure Security Agency (CISA) 
Within the DHS, CISA holds several key roles of the EO. CISA, along with agency heads with 
regulatory authority over critical infrastructure and relevant Sector Risk Management 
Agencies (SRMAs), was tasked with providing an assessment to the Secretary of Homeland 
Security. The assessment focuses on potential risks associated with AI in critical infrastructure 
sectors, including how AI deployment might increase vulnerabilities to system failures, 
physical attacks, and cyber threats. CISA has completed a pilot for this AI-Enabled 
Vulnerability Detection in July 2024. 127  CISA has also developed a “Roadmap for AI”, a 
comprehensive framework guiding its AI initiatives. This roadmap not only aligns with the AI 
EO’s whole-of-government approach and key actions but also includes additional efforts to 
enhance AI security and support critical infrastructure stakeholders in adopting AI 
technologies.128 CISA’s roadmap outlines five lines of efforts (LOEs)129: 
 

• LOE 1: Responsibly use AI to support mission: CISA will employ AI-enabled software 

 
xxiv While there has yet to be clear public statements, US AISI may adopt stricter evaluation protocols for AI 
systems, particularly facial recognition, to align with the DHS mandate for testing to prevent unintended biases 
and impacts. AISI is likely to focus on developing more detailed cybersecurity standards for facial recognition 
and face capture technologies reflecting DHS’s emphasis on protecting these systems against cybersecurity 
threats. This might include guidance on secure data storage, encryption, and risk management for AI systems 
handling sensitive biometric information. 
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tools to bolster cyber defense and advance critical infrastructure objectives. The 
adoption of AI will prioritize ethical, secure, and lawful usage by constitutional 
mandates and relevant federal policies. 

• LOE 2: Assure AI systems: CISA will evaluate and support the adoption of secure-by-
design AI software across diverse stakeholders, including federal civilian agencies, 
private sector entities, and state, local, tribal, and territorial governments. This effort 
includes developing best practices and guidance for resilient AI software development 
and implementation. CISA will also incorporate the NIST AI Risk Management 
Framework 1.0 under this LOE. 

• LOE 3: Protect Critical Infrastructure from malicious use of AI: CISA will assess and 
recommend strategies to mitigate AI-related threats to the nation’s critical 
infrastructure. Collaboration with government agencies and industry partners involved 
in AI tool development, testing, and evaluation will be crucial in this LOE. 

• LOE 4: Collaborate and communicate on key AI efforts with the interagency, 
international partners, and the public: CISA will engage in DHS-led and interagency 
initiatives concerning AI-enabled software, contributing to policy development for the 
US national strategy on AI. CISA will also coordinate with international partners to 
advance global AI security standards. 

• LOE 5: Expand AI expertise in the workforce: CISA will enhance AI knowledge within 
its workforce by providing education on AI. Efforts will include recruiting interns, 
fellows, and employees with AI expertise, ensuring comprehensive training across legal, 
ethical, policy, and technical aspects of AI-based software systems. 

 
In alignment with its AI Roadmap, CISA conducted a tabletop exercise with the Joint Cyber 
Defense Collaborative (JCDC) in June 2024. This exercise supported the development of an AI 
Security Incident Collaboration Playbook spearheaded by the JCDC.AI—the organization 
focusing on building a community of AI providers, security vendors, and critical infrastructure 
operators to address AI-related risks and threats. The exercise involved more than 50 AI 
experts from across the public and private sectors. 130  CISA will incorporate the lessons 
learned from this exercise into an AI Security Incident Collaboration Playbook to inform 
operational collaboration across government, industry, and international partners. A 
subsequent tabletop exercise will test and validate the Playbook with AI companies and 
critical infrastructure entities that are integrating AI in their operational environments. 
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Office of Personnel Management (OPM) 
The OPM was assigned 12 requirements in the EO, all of which are within Section 10: 
Advancing Federal Government Use of AI which includes requirements to manage federal 
government use of AI and plan to increase AI talent in federal government. Most of these 
requirements have already been implemented.  
 

Table 6:  Overview of OPM EO Requirements and Status of Implementation131 
 

Section Requirements (Summary) Status132 

Sec. 10.1(f)(iii) Government Create guidance on GenAI use for federal workforce. Implemented. 
Sec. 10.2(d)(i) Government Conduct a review on hiring and workplace flexibility for 

AI-related roles and authorize direct-hire authority if 
necessary. 

Implemented. 

Sec. 10.2(d)(ii) Government Consider authorizing temporary excepted service 
appointments to meet staffing needs for implementing 
AI-related directives. 

Implemented. 

Sec. 10.2(d)(iii) Government Coordinate a pooled hiring initiative using skills-based 
assessments to recruit AI talent across various federal 
agencies. 

Implemented. 

Sec. 10.2(d)(iv) Government Issue guidance on using pay flexibilities and incentive 
programs to attract and retain AI and other key 
technical talent. 

Implemented. 

Sec. 10.2(d)(v) Government Establish guidance for skills-based hiring practices to 
increase access to AI and technology roles for 
candidates with nontraditional academic backgrounds. 

Implemented. 

Sec. 10.2(d)(vi) Government Form an interagency working group to support 
government-wide hiring of individuals with AI and other 
technical skills. 

Implemented. 

Sec. 
10.2(d)(vii) 

Government Review and update Executive Core Qualifications (ECQs) 
for Senior Executive Service (SES) positions to include AI 
literacy and related competencies and implement these 
new ECQs. 

Implemented. 

Sec. 
10.2(d)(viii) 

Government Review AI-related competencies for civil engineers and 
similar occupations to ensure the Federal Government 
reflects the increased use of AI in critical infrastructure. 

Implemented. 

Sec. 10.2(d)(ix) Government Collaborate with the Security, Suitability, and 
Credentialing Performance Accountability Council to 
assess and streamline personnel-vetting processes for 
AI and other emerging technologies. 

No 
information 
available.  
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Department of State (DOS) 
The DOS was listed as the responsible stakeholder for 11 of the EO’S requirements and a 
supporting stakeholder on another 16. 
 

Table 7: Overview of DOS EO Requirements and Status of Implementation133 
 

Section Requirements (Summary) Status134 

Sec. 5.1(a) Innovation 
Streamline visa processes for noncitizens in AI 
and emerging technologies, ensuring timely 
processing and appointment availability. 

Implemented   

Sec. 5.1(b)(i) Innovation 
Consider new criteria for designating countries 
and skills on the Exchange Visitor Skills List for 
J-1 nonimmigrants. 

White House claims that 
implementation is 
complete, but it cannot 
be verified. 

Sec. 5.1(b)(ii) Innovation 
Consider updating the 2009 Revised Exchange 
Visitor Skills List. 

White House claims that 
implementation is 
complete, but it cannot 
be verified. 

Sec. 5.1(b)(iii) Innovation 
Consider implementing a domestic visa renewal 
program for qualified applicants to avoid work 
interruptions. 

Implemented. 

Sec. 5.1(c)(i) Innovation 
Consider expanding domestic visa renewal 
program categories to include J-1 research 
scholars and STEM F-1 students. 

No information available 
but should have been 
completed by Apr 2024. 

Sec. 5.1(c)(ii) Innovation 

Establish a program to attract top global talent 
in AI and other technologies to the US and 
inform them about visa options and expedited 
adjudication. 

No information available 
but should have been 
completed by Apr 2024. 

Sec. 5.1(f) Innovation 
Use discretionary authorities to attract foreign 
nationals with skills in AI and other critical 
technologies. 

Implemented. 

Sec. 11(a)(i) International 
Lead global engagement to expand 
understanding of US AI policies and enhance 
international collaboration. 

No information 
available. 

Sec. 11(a)(ii) International 
Develop an international framework for AI risk 
management and encourage support for 
voluntary commitments from allies. 

No information 
available. 

Sec. 11(c)(i) International 
Publish an AI in Global Development Playbook 
incorporating AI Risk Management Framework 
principles for international contexts. 

In progress: in Jan 2024, 
USAID issued an RFI, 
supposed to be done by 
Oct 2024. 

Sec. 11(c)(ii) International 

Develop a Global AI Research Agenda with 
guidelines for responsible AI development and 
recommendations on labor-market 
implications. 

In progress: in Jan 2024, 
USAID issued an RFI, 
supposed to be done by 
Oct 2024. 

 
Beyond the initiatives and tasks in the chart above, in July 2024, the DOS released the "Risk 
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Management Profile for Artificial Intelligence and Human Rights." The Profile aims to guide 
organizations—including governments, businesses, and civil society—in aligning AI practices 
with international human rights standards and in integrating human rights considerations 
into AI risk management practices, addressing unintentional human rights violations (e.g., 
biased AI outputs) and intentional abuses (e.g., mass surveillance).135 
 
Anchored in international human rights standards, the Profile seeks to provide a unified tool 
for stakeholders globally to enhance their AI risk management while safeguarding human 
rights. The Profile incorporates actions from the NIST AI RMF showing how these actions can 
support human rights due diligence.136 Additionally, the Profile aligns human rights actions 
with the AI RMF's organizational functions, ensuring that human rights considerations are 
embedded throughout the AI lifecycle and across various applications and sectors.137 
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Department of Health and Human Services (HHS) 
The EO tasked the HHS with eight requirements, listed in Table 8. Directives for HHS 
emphasize its role in multi-agency efforts to enhance national security and support AI 
research in health care. Key concerns include biosecurity risks in AI-driven synthetic genetic 
material development and the need for AI evaluation tools to safeguard data and models. 
HHS is crucial in developing the National AI Research Resource (NAIRR), a pilot program 
offering computational resources, data, and support to AI researchers.138 The EO gives HHS 
authority to ensure the safe deployment of AI in healthcare, enforce compliance with federal 
nondiscrimination laws, oversee AI use in drug development via the Food and Drug 
Administration (FDA), and support responsible AI development through National Institute of 
Health (NIH) research and private sector collaboration. 
 

Table 8: Overview of HHS EO Requirements and Status of Implementation139 
 

Section Requirements (Summary) Status140 
Sec. 
5.2(e) 

Innovation Advance responsible AI innovation in healthcare by 
identifying and prioritizing grantmaking and awards to 
support responsible AI development, focusing on 
personalized immune-response tools, improving healthcare-
data quality, and accelerating grants for health equity in 
underserved communities. 

No information 
available. 

Sec. 
7.2(b)(i) 

Civil Rights Promote equitable administration of public benefits with a 
plan addressing automated systems in public benefits 
programs, ensuring access, human oversight, and fairness. 

Implemented. 

Sec. 
8(b)(i) 

Consumers Establish an HHS AI Task Force and develop a strategic plan 
for responsible AI deployment in health and human services, 
focusing on healthcare delivery, public health, equity, safety, 
and AI-enhanced cybersecurity. 

Implemented. 

Sec. 
8(b)(i) 

Consumers Develop policies and frameworks for responsible AI 
deployment in healthcare, including safety, equity, privacy, 
and collaboration with local agencies to advance AI best 
practices. 

White House 
claims it was done 
in Apr 2024, but it 
cannot be verified. 

Sec. 
8(b)(ii) 

Consumers Direct HHS components to develop a strategy to ensure AI 
technologies maintain quality in healthcare, including the 
development of AI assurance policies and infrastructure for 
pre- and post-market oversight. 

White House 
claims it was done 
in Apr 2024, but it 
cannot be verified. 

Sec. 
8(b)(iii) 

Consumers Promote understanding and compliance with Federal 
nondiscrimination laws by health providers using AI, through 
technical assistance, guidance, or other actions as necessary. 

Implemented. 

Sec. 
8(b)(iv) 

Consumers Establish an AI safety program with Patient Safety 
Organizations to identify, track, and analyze clinical errors 
from AI in healthcare as well as disseminate best practices to 
avoid bias and discrimination.xxv 

No information 
available. 

Sec. 
8(b)(v) 

Consumers Develop a strategy for regulating AI tools in drug 
development, defining objectives, identifying areas for 
rulemaking, and assessing resources to implement a 
regulatory system while considering other identified risks. 

No information 
available.  

 
 

xxv While the HHS has not explicitly mentioned incorporating ISO standards for patient safety, the HHS has developed 
a trust and safety playbook on AI: Trustworthy AI (TAI). The HHS also has “Example HHS Use Cases” to satisfy the EO 
requirement on creating an inventory of non-classified and non-sensitive current and planned AI use cases.  

https://www.hhs.gov/sites/default/files/hhs-trustworthy-ai-playbook.pdf
https://www.hhs.gov/programs/topic-sites/ai/use-cases/index.html
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Department of Energy (DOE) 
The EO outlines seven requirements for the DOE, listed in Table 9. The DOE will lead several 
initiatives including developing AI risk mitigation tools for nuclear security and critical 
infrastructure, collaborating with other agencies and sectors to build AI models, training 500 
new AI researchers by 2025 with NSF's help, and establishing an office to coordinate AI efforts 
across its programs and National Laboratories. 
 

Table 9: Overview of DOE EO Requirements and Status of Implementation141 
 

Section Requirements (Summary) Status142 

Sec. 4.1(b) Safety 
Develop AI model evaluation tools and testbeds at the DOE to 
assess and mitigate security threats related to AI. 

No information 
available but 
should have 
been done by 
Jul 2024. 

Sec. 5.2(b) Innovation  
Establish a pilot program to train 500 AI researchers by 2025, 
enhancing high-performance and data-intensive computing. 

Implemented. 

Sec. 
5.2(g)(i) 

Innovation 
Issue a public report on AI's potential to improve electric grid 
infrastructure planning and operations, and support a clean, 
resilient energy economy. 

Implemented. 

Sec. 
5.2(g)(ii) 

Innovation  
Develop tools to build foundation models for science, 
streamlining permitting and environmental reviews while 
improving outcomes. 

Implemented. 

Sec. 
5.2(g)(iii) 

Innovation 
Collaborate with private sector and academia to develop AI 
tools that mitigate climate change risks. 

In progress: 
White House 
claimed it was 
done by Apr 
2024, but DOE 
announced 
otherwise in 
Apr 2024. 

Sec. 
5.2(g)(iv) 

Innovation 

Expand partnerships to utilize DOE's computing capabilities 
and AI testbeds for new applications in science, energy, and 
national security, including climate resilience and clean-
energy deployment. Expand partnerships to utilize DOE's 
computing capabilities and AI testbeds for new applications in 
science, energy, and national security, including climate 
resilience and clean-energy deployment. 

Implemented. 

Sec. 
5.2(g)(v) 

Innovation 
Establish an office to coordinate AI and other critical 
technology development across DOE programs and National 
Laboratories. 

Implemented. 
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National Science Foundation (NSF) 
The NSF was given eight requirements by the EO, all of which are summarized in Table 10. 
These requirements focus on advancing AI research, fostering innovation, and ensuring 
ethical practices in AI deployment. 
 

Table 10: Overview of NSF EO Requirements and Status of Implementation143 
 

Section Requirements (Summary) Status144 

Sec. 
5.2(a)(i) 

Innovation Launch a pilot program for the National AI Research Resource 
(NAIRR) to support AI-related research and development. 

Implemented. 

Sec. 
5.2(a)(ii) 

Innovation Fund and launch an NSF Regional Innovation Engine that 
prioritizes AI-related work. 

Implemented. 

Sec. 
5.2(a)(iii) 

Innovation Establish four new National AI Research Institutes. No 
information 
available but 
should be 
done by Apr 
2025. 

Sec. 6(c) Workers Prioritize resources for AI-related education and workforce 
development through existing programs. 

In progress: 
NSF launched 
the EducateAI 
Initiative in 
Dec 2023. 

Sec. 9(c)(i) Privacy Fund and create the Research Coordination Network (RCN) to 
advance privacy research and Privacy Enhancing Technologies 
(PETs) development. 

Implemented. 

Sec. 
9(c)(ii) 

Privacy Engage with agencies to identify and incorporate PETs into 
their operations, prioritizing research for PETs adoption. 

No 
information 
available. 

Sec. 
9(c)(iii) 

Privacy Use the US-UK PETs Prize Challenge results to inform PETs 
research and adoption approaches. 

No 
information 
available. 
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Department of Justice (DOJ) 
The DOJ is assigned six requirements, all of which are in Section 7, Advancing Equity and Civil 
Rights.  
 

Table 11: Overview of DOJ EO Requirements and Status of Implementation145 
 

Section Requirements (Summary) Status146 

Sec. 
7.1(a)(i) 

Civil Rights Coordinate with agencies to enforce federal laws 
addressing civil rights, civil liberties violations, and 
discrimination related to AI. 

No information 
available. 

Sec. 
7.1(a)(ii) 

Civil Rights Convene a meeting of federal civil rights offices to 
address AI-related discrimination, increase 
coordination, and improve public awareness. 

Implemented. 

Sec. 
7.1(a)(iii) 

Civil Rights Provide guidance and training to State, local, Tribal, 
and territorial investigators on best practices for 
addressing AI-related civil rights violations. 

No information 
available. 

Sec. 7.1(b) Civil Rights Report to the President on AI in the criminal justice 
system, identifying areas for improvement and 
recommending best practices for law enforcement, 
including safeguards for AI use. 

No information 
available but should 
be done by Oct 2024. 

Sec. 
7.1(c)(ii) 

Civil Rights Develop recommendations for law enforcement on 
recruiting/training staff with AI knowledge, consulting 
with state, local, tribal, and territorial agencies. 

No information 
available but should 
have been done by 
Jul 2024. 

Sec. 
7.1(c)(iii) 

Civil Rights Review and reassess the capacity to investigate AI-
related civil rights violations by law enforcement, 
including through improved training for federal 
officers and prosecutors. 

No information 
available but should 
be done by Oct 2024. 
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Department of Labor (DOL) 
The DOL is the lead for five requirements outlined in Table 12. Most of the DOL's AI-related 
initiatives focus on providing employers with guidelines for implementing AI technology with 
a strong emphasis on enhancing job quality and safeguarding workers' rights. 
 

Table 12: Overview of DOL EO Requirements and Status of Implementation147 
 

Section Requirements (Summary) Status148 

Sec. 5.1(e) Innovation Publish a request for information (RFI) to gather 
input on AI and STEM-related occupations lacking 
sufficient qualified US workers, for potential updates 
to the “Schedule A” list. 

Implemented. 

Sec. 
6(a)(ii) 

Workers Submit a report analyzing federal programs' ability to 
support workers displaced by AI and suggest 
measures to strengthen or develop support. 

Whie House claims it 
was done in Apr 2024, 
but it cannot be verified. 

Sec. 
6(b)(i) 

Workers Develop and publish best practices for employers to 
mitigate AI’s potential harms and maximize its 
benefits for employee well-being, including job 
displacement and labor standards. 

Implemented. 

Sec. 
6(b)(iii) 

Workers Issue guidance for employers using AI to monitor or 
augment work comply with the Fair Labor Standards 
Act and legal worker compensation protections. 

Implemented. 

Sec. 7.3(a) Civil 
Rights 

Publish guidance for federal contractors on 
nondiscrimination in AI-based hiring systems to 
prevent unlawful discrimination. 

Implemented. 
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Department of Defense (DOD) 
According to the AI EO, the DOD is tasked as the leading agency for four requirements and 
the supporting entity for another nine.  
 

Table 13: Overview of DOD EO Requirements and Status of Implementation149 
 

Section Requirements (Summary) Status150 
Sec. 
4.3(b)(ii) Safety Complete operational pilot projects to remediate 

AI-related vulnerabilities in federal systems. 
In progress: DHS piloted 
programs in Apr 2024. 

Sec. 
4.3(b)(iii) Safety 

Report results of AI pilot projects, including 
vulnerabilities found and fixed, to the Assistant to 
the President for National Security Affairs. 

No information but 
should have been done 
by Jul 2024. 

Sec. 
4.4(a)(ii) Safety 

Conduct a study on AI’s impact on biosecurity, 
including risks from GenAI and dataset use, and 
make recommendations for mitigation. 

In progress: White House 
claims it was done in Mar 
2024, but the National 
Academies of Science 
Engineering and Medicine 
claims it is progress as of 
April 2024. 

Sec. 
10.2(h) Government 

Report to the President with recommendations on 
improving the recruitment and retention of 
noncitizens with AI expertise, including streamlining 
access to classified information and enlistment 
processes. 

White House claims it 
was done in Apr 2024, 
but it could not be 
verified.  

 
In addition, the AI EO invokes the Defense Production Act (DPA) which grants the President 
sweeping authorities to compel or incentivize industry in the interests of national security.151 
For example, Section 4.2 of the EO invokes the DPA’s Title VII authorities, which allows the 
government to compel companies to provide information to the government. 152 It delegates 
the Secretary of Commerce the authority to require companies that are developing, or 
showing an intention to develop, potential dual-use foundation models to submit specific 
information to the government, including information from red-teaming.  
 
Department of Treasury 
The AI EO assigns the Department of Treasury as the lead agency for one requirement: Section 
4.3(a)(iii). The Treasury is to “issue a public report on best practices for financial institutions 
to manage AI-specific cybersecurity risks.”153 In March 2024, Treasury released a report on 
Managing AI-Specific Cybersecurity Risks in the Financial Services Sector. 154  The report 
examines the current landscape of AI-related cybersecurity and fraud risks within the financial 
services sector. The report includes an overview of existing financial AI use cases, trends in 
threats, and risks. Notably, there is concern that AI tools used to identify fraud are not reliable 
yet as well as concerns that cybercriminals are using AI to impersonate victims and conduct 
fraud. Experts have assessed that the report is one of the most important and specific AI 
governance documents as it covers a broad range of topics and provides an example for state 
regulators to consider in state-level AI governance measures.xxvi 
 

 
xxvi Government Agency 1 and Election Analyst 1 interviews. 
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Overlaps and Synergies Among Agencies & Departments 
 
The EO emphasizes a “whole of government” approach that aims to position the US as a 
leader in AI development and deployment while aligning with international standards for 
ethical AI practices.155  As such, the EO takes a collaborative approach, assigning lead and 
supporting roles for agencies and departments across many requirements. Of the 150 
requirements, 77 have one or more agencies or departments assigned to coordinate with or 
consult with the leading stakeholder.   
 
Across the EO, certain policy issue areas reveal distinct patterns of collaboration, as shown in 
Table 14 below. Section 4 – Safety stands out as the issue with the most collaborations or 
coordination efforts, followed by Section 10 – Government, and Section 11 – International. 
Some examples of overlapping responsibilities include the DOC and DOS frequently tasked 
together with requirements within the Safety section. Likewise, DHS and the DOS often 
coordinate on the Innovation and International sections and are tasked with collaborating on 
global leadership and immigration policy related to AI. The most frequent collaborations 
between agencies are listed in Table 14 below. 

 
Table 14: Key Agency Collaborations in the EO 

 
Collaboration Description of interaction 
OPM and OMB (within 
the Executive Office) 

• Review and enhance hiring flexibility and recruitment strategies for AI talent. 
• Streamline and strengthen vetting processes for AI and emerging technology. 

DOC and DOS • Coordinate efforts to evaluate dual-use AI models and assess associated risks. 
• Consult with the US Copyright Office to for AI-related copyright issues. 
• Advance global AI standards through international collaboration. 

DHS and DOS 
 

• Coordinate efforts to update immigration policies to attract AI experts. 
• Lead international initiatives to prevent, respond to, and recover from AI-

related risks to critical infrastructure. 
• Develop a multilateral engagement plan to globally promote AI safety and 

security guidelines. 
DOC (NIST) and DHS 
(CISA) 

• Develop guidelines and best practices – NIST to focus on safety and 
trustworthiness of AI while CISA’s main role is to develop a comprehensive 
roadmap for AI initiatives as well as to focus on critical infrastructure. 

• Coordinate interagency efforts led by CISA for national AI strategy which 
involves NIST drafts and guidance. 

• Develop red teaming and exercises for AI safety and assessments. 
Executive Office of the 
President and DOD 

• Coordinate federal AI usage by convening an interagency council to oversee 
AI development and implementation across government agencies. 

• Develop guidelines for security reviews of federal data, balancing public 
access with the need to manage risks related to CBRN weapons and 
autonomous cyber capabilities. 

DOE and the OSTP 
(within the Executive 
Office) 
 

• Coordinate to leverage AI for climate resilience, clean energy deployment, and 
grid reliability, while advancing partnerships with industry and academia to 
develop AI tools that enhance environmental and social outcomes.  

• Lead initiatives to harness the Department of Energy’s AI capabilities for 
science, energy, and national security applications. 
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Notably, the EO emphasized interagency coordination and consultation rather than 
establishing a new AI-specific agency. This approach fosters synergies among federal agencies 
and departments, allowing them to leverage their unique expertise in addressing AI 
challenges. However, despite this collaborative “whole of government” effort, the absence of 
a centralized AI agency means that agencies and organizations may still address AI risks 
independently, potentially leading to varied approaches. 

 
Impacts & Implications 
 
Following the signing of EO 1411O, the Biden administration was widely praised for placing 
values, ethics, and democratic principles at the center of its governance approach to AI.156 
The impacts of the AI EO can be summarized into four key observations157: 
 

• Developing a US vision of AI governance: The Biden administration has begun to 
develop a US vision of AI governance grounded in democratic principles and laid out a 
rough template that Congress can adapt. This approach also signals to US companies 
and the international community that the US governance approach will focus on the 
relationship between AI and democratic health. 

• Focus on mitigating AI harms: The administration’s focus squarely on harms is an 
acknowledgment that developments in AI have the potential to fundamentally 
reshape societies and economies. 

• Incorporating a hybrid approach: The EO builds on foundations laid by the Blueprint 
for an AI Bill of Rights and NIST’s AI RMF which adopt rights- and risk-based 
governance models, respectively. This approach demonstrates to Congress that the 
goal is to embrace both the human-centric, rights-based approach as well as a product 
safety approach. 

• Underscoring public participation in AI governance: The AI EO integrates civil society 
feedback from the Blueprint for an AI Bill of Rights (detailed below), which focuses on 
protecting vulnerable groups from AI threats. While the EO includes elements from 
company commitments made at the White House, it emphasizes meaningful public 
engagement by soliciting comments on the OMB’s draft guidance. This approach 
ensures that public perspectives influence the EO’s implementation.  

 
As the 2024 US presidential election is around the corner, there are questions concerning the 
potential impact to the AI EO if Donald Trump were to win the election. Given the nature of 
presidential election campaigns and Donald Trump’s character, it is not entirely clear what 
Trump’s stance on AI regulation is nor what he plans to put into legislation if he were to win 
office. However, previously, Trump has described Biden’s AI EO as “dangerous,” claiming that 
Republicans support AI development rooted in free speech and human 
flourishing.158Additionally, in a 2023 campaign rally, Trump has pledged to repeal Biden’s AI 
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EO and “ban the use of AI to censor the speech of American citizens on day one.”159 There is 
no clear indication that restrictive measures like mandatory testing will be completely 
abandoned, but Trump’s push for freedom of speech may influence his AI. 
 

 
Figure 9: Comparison of 2024 Presidential Candidates’ Views on AI160 

 
However, Biden and Trump have expressed similar views on AI regulation as well. Both 
support reducing regulatory barriers to foster innovation and growth and mitigating China’s 
dominance in the AI industry. Furthermore, Trump’s strategy towards AI while he was in office 
from 2016 to 2020 was similar to Biden’s approach161: 
 

• 2019: Trump supported OECD’s 2019 AI principles.162 
• February 2019: Trump signed an executive order to sustain American leadership in AI, 

launching the American AI Initiative.163 
• 2020: Trump’s administration co-founded the Global Partnership on AI.164 
• February 2020: 165  Trump committed to doubling nondefense AI research and 

development funding over two years.166 
• December 2020: Trump signed an executive order to promote the use of AI within the 

federal government.167 
 
Trump’s verbal support168 for less AI restrictions may be favorable to GenAI developers, and 
Trump’s general leniency on climate policies—in relation to his decision on the Paris climate 
Accord—is favorable to GenAI developers as well.169 Currently, Trump’s allies are drafting an 
AI EO to launch “Manhattan Projects” for military technology and swift review of regulations, 
signaling a pro-Silicon Valley approach in a potential second Trump administration.170 
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II. The Office of Science and Technology Policy (OSTP) Blueprint for AI Bill of Rights (AIBoR) 
 
Overview 
 
The White House Office of Science and Technology Policy (OSTP) announced the Blueprint for 
an AI Bill of Rights (AIBoR) in October 2022 to outline principles for protecting the American 
public and guiding the ethical use of technology.171  The principles are non-regulatory and 
non-binding: a "Blueprint," as advertised, and not yet an enforceable “Bill of Rights” with 
legislative protections.172 The AIBoR includes many examples of AI use cases that the White 
House OSTP considers problematic. Importantly, the document clarifies that the Blueprint 
should only apply to automated systems that have the potential to meaningfully impact the 
American public’s rights, opportunities, or access to critical resources or services, generally 
excluding many industrial and/or operational applications of AI.173  The AIBoR expands on 
examples of the use of AI in Lending, Human Resources, surveillance, and other areas (which 
are also covered by the “high-risk” use case framework of the EU AI Act).174 The purpose of 
the AIBoR is to “help guide the design, use, and deployment of automated systems to protect 
the American Public.”175 In doing so, the blueprint identifies five principles including176: 
 

• Safe and Effective Systems: Ensure systems are safe and effective and mitigate risks. 
• Algorithmic Discrimination Protections: Prevent unjust treatment based on protected 

characteristics. 
• Data Privacy: Protect privacy through design choices and user control over data. 
• Notice and Explanation: Clearly explain automated system outcomes and usage. 
• Human Alternatives, Consideration, & Fallback: Allow opt-out options and accessible 

recourse to human oversight. 
 

The AIBoR defines an “automated system” as “any system, software, or process that uses 
computation as whole or part of a system to determine outcomes, make or aid decisions, 
inform policy implementation, collect data or observations, or otherwise interact with 
individuals and/or communities.”177 Examples of such automated systems include real-time 
facial recognition systems, social media monitoring, systems that use or collect health-related 
data, ad-targeting systems, admissions algorithms, hiring or termination algorithms, and loan 
allocation algorithms. The framework outlines protections for all automated systems that 
could affect: 
 

• Civil Rights, civil liberties, and privacy, including freedom of speech, voting, and 
protections from discrimination, excessive punishment, unlawful surveillance, and 
violations of privacy and other freedoms in both public and private sector contexts. 

• Equal opportunities, including equitable access to education, housing, credit, 
employment, and other programs. 

• Access to critical resources or services, including healthcare, financial services, safety, 
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social services, non-deceptive information about goods and services, and government 
benefits. 

 
Role of Agencies and Departments 
 
As the AIBoR was announced, the Biden administration announced various actions across the 
federal government that have sought to advance the Blueprint, as described below. 

Table 15: Overview of Actions by Agencies in Advancing the Blueprint for an AIBoR178 
 

Agency / Initiative Action 
Department of Labor Released “What the Blueprint for an AI Bill of Rights Means for Workers” and 

increased enforcement of surveillance reporting to protect workers.179 
DOJ and the Equal 
Employment Opportunity 
Commission (EEOC) 

Released antidiscrimination technical assistance and guidance on the 
Americans with Disabilities Act (ADA) and employment algorithms 180 ; 
launched a multi-year effort to improve hiring and recruitment practices 
using automated systems. Released antidiscrimination guidance on 
employment algorithms with the EEOC. 181 

EEOC and the Department 
of Labor 

Launched a multi-year effort to reimagine hiring and recruitment practices, 
including automated systems.182 

Consumer Financial 
Protection Bureau (CFPB) 

CFPB affirmed that federal anti-discrimination laws mandate creditors to give 
clear and precise reasons when denying credit applications or taking adverse 
actions, regardless of the use of complex, black-box credit models.183  The 
CFPB is intensifying efforts against algorithmic discrimination and expanding 
its team with technologists to enhance oversight. 

Department of Education Released AI guidelines for teaching and learning, focusing on safety, fairness, 
efficacy, and privacy.184 

Department of HHS Proposed rule to prohibit discrimination by algorithms in clinical decision-
making, will examine on health care algorithms and disparities.185 
Requested information on mitigating bias in Medicare policy and algorithms. 

Department of Veterans 
Affairs (VA) 

Instituted a principle-based ethics framework for access to and use of 
veteran data and launched AI@VA to manage AI risks in healthcare. 

Department of Housing and 
Urban Development (HUD) 

Released guidance on tenant screening algorithms and their compliance with 
the Fair Housing Act.186 

United States Agency for 
International Development 
(USAID) 

Launched an AI Action Plan to embed risk mitigation in AI and support 
responsible technology worldwide.187 

OMB, OSTP, Federal Chief 
Information Officers Council 

Coordinated across the government to publish inventories of non-classified 
government AI use cases to adhere with civil rights and privacy laws.188 

DOE Released Principles and Guidelines for Responsible and Trustworthy AI and 
an AI Risk Management Playbook.189 

DOD Operates under AI Ethical Principles and a Responsible AI Strategy & 
Implementation Pathway.190 

Intelligence Community (IC) Operates under Principles of AI Ethics and an AI Ethics Framework.191 
NSF Invests over $700 million annually in AI research, focusing on fairness, 

security, safety, and trustworthiness. 
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Impacts & Implications 
 
The five principles and associated practices of the AIBoR create a comprehensive framework 
to safeguard against potential AI threats. While experts assess that the Blueprint reflects a 
significant step towards addressing the challenges posed by AI, its impact and implications 
reveal both progress and shortcomings in US AI regulation: 
 
Progress192  
 

• Sector-specific guidance: the AIBoR details actions that address most high-priority 
algorithmic harms across healthcare, financial services, education, and housing. 

• Foundation to build capacity: the AIBoR covers a wide range of issues and federal 
actions that can be leveraged to expand capacity in the future and provides a 
foundation for future AI regulation in the US and internationally. 

 
Shortcomings193  
 

• Uneven Progress on Algorithmic Protections: the Blueprint focuses primarily on 
sectors like financial services and healthcare. This targeted approach has led to 
demonstrable progress in these areas, such as the Federal Trade Commission (FTC)’s 
proposed rules on commercial surveillance and the CFPB’s requirements for 
explanations in credit denials. However, sectors like education, workplace surveillance, 
and law enforcement have insufficient regulatory attention. 

• Implementation Challenges: while several federal agencies have begun addressing AI-
related issues, some agencies have not responded adequately to AI governance 
challenges. For instance, the Department of Labor limited its focus to surveillance 
related to labor organizing, neglecting broader employee surveillance concerns.  

• Lack of Binding Guidance: the AIBoR provides nonbinding principles, which limits its 
immediate impact. The effectiveness of these principles largely depends on the 
actions of federal agencies rather than having a direct regulatory force. 

• Missed Coordination Opportunities: The White House has been criticized for not 
effectively coordinating and facilitating AI regulation across agencies to address 
common challenges and barriers in AI governance. There is no clear public evidence 
of coordination between AIBoR, AI EO, and other governance approaches which 
could cause inefficiency and confusion.  

 
Though the AIBoR promoted initial discussions and actions on AI regulation, experts suggest 
its uneven implementation and the limited scope of federal agency responses highlight the 
need for ongoing attention and refinement in AI governance.  
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III. National Institute of Standards and Technology (NIST) AI Risk Management Framework 
(RMF): Generative AI Profiles 
 
Overview 
 
NIST released the AI RMF 1.0 in January 2023 and highlighted voluntary adoption. The RMF 
aimed to integrate considerations of trustworthiness into the design, development, use, and 
evaluation of AI products, services, and systems. The framework was developed through a 
collaborative and transparent process which included a Request for Information, multiple 
drafts open for public comment, various workshops, and other input opportunities. Interview 
findings note that NIST recognized similarities in previous approaches to cybersecurity and 
risk management in creating the AI RMF.xxvii  
 
Under the AI EO, NIST was tasked with a leading role in implementing many of the directives. 
In April 2024, NIST released a companion document–the NIST AI 600-1 AI RMF Generative AI 
Profile194–which serves as a use-case and cross-sectoral profile of the AI RMF 1.0. 195 Use-case 
profiles apply the AI RMF functions, categories, and subcategories to specific settings or 
applications such as GenAI. These profiles are tailored to the requirements, risk tolerance, 
and resources of the Framework user. Like other AI RMF Profiles, this profile provides 
guidance on managing risks throughout different stages of the AI lifecycle. Similarly, cross-
sectoral profiles are designed to govern, map, measure, and manage risks associated with 
activities or business processes that are common across different sectors, such as the use of 
LLMs, cloud-based services, and acquisitions. 
 
The draft profile outlines risks unique to or intensified by generative AI, offering key actions 
for governance, mapping, measurement, and management. Key risks identified include196: 
 

• CBRN Weapons Information: Risks associated with chemical, biological, radiological, 
or nuclear weapons data. 

• Confabulation: Issues like “hallucinations” or “fabrications” in GenAI outputs. 
• Dangerous Recommendations: Potential for GenAI to produce harmful or violent 

suggestions. 
• Data Privacy: Concerns regarding sensitive data such as biometrics, health, location, 

and personally identifiable information. 
• Environmental Impact: Resource use in training GenAI models. 
• Human-AI Interaction: Risks from the interaction between humans and AI, such as 

“algorithmic aversion,” automation bias, or misaligned goals. 
• Information Integrity: Ensure accuracy and reliability of GenAI created information. 
• Information Security: Protection of data and information security. 

 
xxvii Data Consultant 1 interview. 



56 
 

• Intellectual Property: Risks related to intellectual property management. 
• Obscene Content: Issues with obscene, degrading, or abusive content. 
• Toxicity and Bias: Risks of toxicity, bias, and homogenization in GenAI outputs. 
• Value Chain Integration: Challenges with non-transparent or untraceable integration 

of third-party components, including data acquisition and supplier vetting. 
 
The AI RMF also aligns to a certain degree with the AIBoR as the AIBoR was a foundation to 
build capacity and covered a wide range of federal actions. Four of AIBoR’s principles overlap 
with AI RMF’s key issues: 

• AIBoR’s principle for safe and effective system is parallel to AI RMF’s risks of 
confabulation and dangerous recommendations. 

• AIBoR’s principle for algorithmic discrimination protections is parallel to AI RMF’s risk 
of toxicity and bias. 

• AI AIBoR’s principle for data privacy aligns with AI RMF’s risk of data privacy. 
• AI BoR’s principle for notice and explanation is parallel to AI RMF’s risk of value chain 

integration.  
 
In addition to the AI RMF document, US NIST also released several “Crosswalk Documents,” 
mapping concepts and terms between the AI RMF 1.0 and various guidelines, frameworks, 
standards, and regulatory documents. One crosswalk compares the NIST AI RMF 1.0 to the 
Japan AI Guidelines for Business (AI GfB) and notes several similarities and differences in 
terminology.197 The comparison is outlined in Appendix C. 
 
Impacts & Implications 
 
The NIST AI RMF has received both positive and negative reactions from experts. On the 
positive side, experts note the following impacts of the framework198: 
 

• Guidance in the absence of federal legislation: the NIST AI RMF plays an important 
role in guiding AI development and governance in the US, emphasizing the protection 
of individual rights and privacy. 

• Timely recognition of risk management practices: the NIST AI RMF was ahead of its 
time by identifying that managing AI risks closely aligns with established practices for 
other applications, rather than creating new approaches.  

• Flexibility and applicability: the framework is robust due to its flexibility and relevance 
across diverse use cases, acknowledging that AI risk management is highly context 
dependent. 

• Comprehensive governance: the framework addresses both the development and 
usage of AI systems, providing more comprehensive guidance and a multi-stakeholder 
approach compared to some other proposed frameworks. 
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• Integration with existing knowledge: the NIST AI RMF builds on existing privacy and 
security knowledge from established frameworks and global standards, particularly 
around cybersecurity, avoiding the need to “reinvent the wheel” for AI. 

• International relevance: The NIST AI RMF resonates with global efforts, aligning with 
frameworks from the EU, Singapore, and the OECD, enhancing its global relevance. 

• Support for existing initiatives: the framework complements the Blueprint for an AI 
Bill of Rights and federal guidance on algorithmic discrimination, providing a practical 
approach for implementing these guidelines across various sectors.  
 

However, other commentary points to the negative impacts and implications of the 
framework199: 
 

• Lack of binding authority: the voluntary nature of the NIST AI RMF may limit its 
enforcement and impact. 

• Technical complexity: the AI RMF’s technical nature may challenge those not deeply 
familiar with AI risk management potentially limiting its accessibility to policymakers. 

• Adoption challenges: despite its flexibility, the AI RMF’s non-binding nature does not 
guarantee widespread adoption and could face resistance from organizations 
preferring more concrete regulations.  

• Broad scope: the framework's broad and adaptable approach might lack the precision 
needed for potential detailed regulation, potentially leading to challenges in 
addressing specific AI applications or risks effectively. 

 
IV. Other NIST Drafts 
 
Overview 
 
In addition to the AI RMF 1.0, NIST has released several other AI-related drafts in response to 
the AI EO, including: 
 

• NIST Secure Software Development Framework (SSDF) for Generative AI and Dual-Use 
Foundation Models: SP800-218A (SSDF profile) released in July 2024. 

• NIST Plan for Global Engagement on AI Standards (NIST AI 100-5) released in July 2024.  
• NIST AI100-4 Reducing Risks Posed by Synthetic Content released in April 2024. 

 
NIST Secure Software Development Framework (SSDF) for GenAI: SP800-218A (SSDF profile) 
President Biden’s AI EO tasked NIST with “developing a companion resource to the Secure 
Software Development Framework (SSDF) to incorporate secure development practices for 
generative AI and dual-use foundation models.” 200  SSDF is based on secure software 
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development practices from organizations like the Software Alliancexxviii (known as BSA), the 
Open Worldwide Application Security Project xxix  (OWASP), and SAFECode. xxx  It aims to 
enhance software security within the software development life cycle (SDLC) by integrating 
with existing SDLC models. 201 
 
The objectives of SSDF include reducing vulnerabilities in released software, mitigating the 
impact of exploited vulnerabilities, and addressing root causes to prevent future 
vulnerabilities.202 The SSDF focuses on the various phases of AI model development, spanning 
from data sourcing and training to software integration. However, it does not address the 
deployment or operation of AI systems, nor does it cover broader data governance aspects 
outside of cybersecurity practices for training data. The SSDF was recently released for public 
comment until June 2024. The SSDF outlines several key practices to enhance secure software 
development, organized into four groups203: 
 

• Preparing organization (PO) to ensure readiness for secure software development 
• Protecting software (PS) by safeguarding all components from unauthorized access 
• Producing well-secured software (PW) to minimize security vulnerabilities in releases 
• Responding to vulnerabilities (RV) by identifying and addressing any residual 

vulnerabilities effectively 
 
In two of the groups above, the SSDF for GenAI specifies recommendations for training data. 
PO recommendations include having artifacts that include the attestations of training data 
integrity and provenance as well as continuously monitoring AI-related resources which 
include training data. PW requires the confirmation of training, testing, and fine-tuning data 
before model usage and recommends including AI model-specific threat types in risk 
monitoring, including poisoning training data. 
 
Furthermore, the SSDF is intended to align secure software development with business and 
mission requirements, ensuring that it meets organizational goals, risk tolerance, and 
available resources. It provides actionable insights and prioritization by comparing current 
outcomes with SSDF practices. This comparison helps identify gaps and guide the 
development of prioritized action plans based on the organization’s mission and risk 
management strategies. 
 
 
 

 
xxviii The Software Alliance (BSA) is a trade group of business software companies established in 1998. Its principal 
activity is trying to stop copyright infringement of software produced by its members. 
xxix The OWASP is an online community that produces freely available articles, methodologies, documentation, 
tools, and technologies in the fields of IoT, system software and web application security.  
xxx SAFECode is a global nonprofit organization that brings business leaders and technical experts together to 
exchange insights on creating, improving and promoting scalable and effective software security programs. 
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NIST Plan for Global Engagement on AI Standards (NIST AI 100-5) 
The AI EO directs the DOC to devise a plan for global engagement—Sections 11(b), 11(b)(i), 
11(b)(ii), 11(b)(iii)—which includes developing tools for implementing standards and 
promoting cross-sectoral standards. In response, NIST’s Plan for Global Engagement on AI 
Standards outlines a collaborative effort with international allies, partners, and standards 
organizations to create and implement consensus standards for AI.204 It seeks to engage a 
range of global experts from various disciplines, ensuring alignment with US standards and 
interests. The Plan’s goals include: 
 

• Creating standards that are accessible and easy to adopt 
• Reflecting diverse global stakeholder needs 
• Ensuring an open, transparent, and consensus-driven development process 
• Strengthening international partnerships 

 
NIST identifies three priority categories for standardization: 1) Urgently needed and ready for 
standardization; 2) Needed but requiring further scientific research; 3) Needed but requiring 
significant foundational work. 
 
NIST AI 100-4 Reducing Risks Posed by Synthetic Content 
NIST AI 100-4 addresses the potential harms and risks associated with AI-created or altered 
content. It offers guidance on detecting, authenticating, and labeling synthetic content.

xxxii

205 
The document delves into methods such as digital watermarkingxxxi, metadata recording  , 
and strategies for identifying AI-generated images, videos, text, and audio. The focus includes 
essential aspects like authenticating and tracking content provenance, labeling synthetic 
content, detecting harmful materials—including child sexual abuse material (CSAM) and non-
consensual intimate imagery (NCII)—and ensuring transparency through testing and 
maintenance of synthetic content. 
 
Drawing from public feedback and consultations, the report underscores the importance of 
digital content transparency in building trustworthiness. Additionally, the report brings 
attention to ongoing global efforts to develop scientifically backed standards for these tools, 
emphasizing the role of digital literacy in fostering public trust. 
 
 
 
 
 

 
xxxi  Digital watermarking refers to the method of embedding unique identifiers into digital content, such as 
images, videos, or documents, to protect intellectual property and verify authenticity. 
xxxii Metadata can provide information about a set of data, its origin, and its content and contribute to digital 
content transparency. Metadata can be generated whenever digital content is created, uploaded, downloaded, 
or modified. 
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Impacts & Implications  
 
NIST’s AI-related drafts emphasize trustworthiness, transparency, and international 
standardization to protect training data and AI models. While the drafts remain voluntary 
guidelines, each is notable in driving secure and responsible AI development, including: 
 

• Enhanced Security in the AI Model Lifecycle: the SSDF integrates secure development 
practices—including protecting training data against risks—into the AI model lifecycle, 
aiming to reduce vulnerabilities and mitigate the impact of potential security breaches. 
Although the SSDF focuses on pre-deployment phases, its practices could influence 
broader software security. 

• Strengthened Global Standards: NIST’s Plan for Global Engagement on AI Standards 
aims to create and adopt standards that align with US interests, positioning the US as 
a global leader in AI safety. This framework could enhance global standardization and 
interoperability of AI systems, setting a precedent for international regulations. 

• Improved Detection and Authentication of Synthetic Content: NIST’s publication on 
synthetic content outlines clear methods for identifying and managing AI-generated 
content which are crucial for building public trust and mitigating the increasing risks 
associated with synthetic media. As the risks of synthetic media continue to threaten 
election campaigns, NIST’s work provides a proactive approach to election security. 

• Trust and Transparency: The publications outline initiatives to enhance the credibility 
of AI-generated content and support informed consumer interactions, broadly 
contributing to improving AI digital literacy and transparency. 
 

V. Information technology - AI – Management system (ISO/IEC 42001:2023) 
 
Overview 
 
ISO/IEC 42001:2023 introduces a new framework in AI Management Systems (AIMS).206  It 
outlines the requirements for establishing and maintaining an AI management system within 
organizations, focusing on issues such as opaque decision-making and the adaptive learning 
capabilities of AI systems. Organizations are encouraged to incorporate AI management into 
their existing frameworks, considering factors like organizational goals, stakeholder 
expectations, and customized risk management approaches for specific AI applications. 
Through a “Plan-Do-Check-Act” methodology, the standard stresses the importance of 
embedding AI-specific concerns into organizational processes, such as risk, lifecycle, and 
supplier management, to ensure responsible and accountable use of AI technologies.207 The 
standard specifies requirements for AIMS that include208: 
 

• Policies and objectives for responsible AI development and use. 
• Processes to achieve these objectives. 
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• Ethical considerations, transparency, and accountability in AI systems. 
• A “Plan-Do-Check-Act” methodology for managing AI-related risks and opportunities. 
• Performance measurement, including both quantitative and qualitative outcomes. 
• Conformity to requirements and systematic audits to assess AI systems. 

 
ISO/IEC 42001:2023 outlines key processes for effective AI governance, including: 
 

• Risk Management: Identifying and addressing AI-specific risks. 
• Data Quality and Governance: Ensuring high standards for data management. 
• Policy and Accountability: Establishing clear policies and accountability structures. 
• Continuous Improvement: Regularly evaluating and enhancing AI system performance. 
• Documentation & Rationalization: Maintaining records of AI controls and decisions. 

 
The standard also offers detailed guidance on AI system development. Annex A provides a 
comprehensive list of controls while Annex B focuses on data management processes. 
Additionally, the standard helps organizations identify AI-related objectives and risks and 
offers insights into specific domain and sector standards. 
 
Impacts & Implications 
 
The ISO/IEC 42001:2023 standard significantly influences organizations' AI practices across 
various aspects, including: 
 
• Structured Management of AI Systems: provides a framework for ethical AI development 

and ongoing improvement, helping organizations stay current and compliant with best 
practices. 

• Ethical and Transparent AI Development: enhances alignment with ethical standards and 
human rights, boosting public trust and reducing the risk of ethical breaches. 

• Risk and Impact Management: encourages systematic risk assessment and impact 
evaluation, mitigating potential harms and legal issues. 

• Data Quality and Governance: ensures data quality and quality of AI to increase the 
security, safety, and fairness of systems and information while adhering to data protection 
laws.  

• Organizational Credibility and Reputation: offers independent validation of AI practices, 
enhancing credibility and reputation, and potentially providing a competitive edge. 
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VI. Information technology - AI – Guidance on risk management (ISO/IEC 23894:2023) 
 
Overview 
ISO/IEC 23894:2023 aligns with ISO 31000:2018xxxiii , extending risk management guidance 
with specific AI considerations where applicable. This standard is divided into three main 
sections:209 
 

• Clause 4 Principles: This section outlines foundational principles of risk management 
adapted to address AI-specific considerations. It provides a comprehensive overview 
of the core principles that should guide the management of AI-related risks. 

• Clause 5 Framework: The purpose of the risk management framework is to assist 
organizations in integrating risk management into key activities associated with AI 
development, provisioning, and use. It offers practical guidance on embedding risk 
management practices into significant AI-related processes. 

• Clause 6 Processes: This section details systematic risk management procedures 
tailored specifically for AI applications. It outlines structured approaches for 
identifying, assessing, and managing risks throughout the AI lifecycle. 
 

The standard also includes several annexes: 
 

• Annexes A and B: These annexes identify common objectives and risk sources related 
to AI. They offer insight into typical risks associated with AI systems, such as 
algorithmic biases and data privacy, and guide on addressing these risks effectively. 

• Annex C: This annex illustrates how risk management processes align with the AI 
system lifecycle, highlighting how risk management practices can be integrated 
throughout the various stages of AI development and deployment. 
 

ISO/IEC 23894:2023 aims to provide a structured approach to managing AI-related risks, 
ensuring that organizations can apply comprehensive and specialized risk management 
strategies in their AI operations. 
 
Impacts & Implications 
 
ISO/IEC 23894:2023 has been praised for its focus on addressing algorithmic biases, providing 
comprehensive guidelines to tackle these issues such as advising organizations to evaluate 
training data for historical biases, using diverse datasets and regularly testing models for 
fairness across different demographic groups.210  
 

 
xxxiii ISO 31000:2018 is an international standard that provides principles and guidelines for risk management. It 
outlines a comprehensive approach to identifying, analyzing, evaluating, treating, monitoring and 
communicating risks across an organization. 
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Furthermore, the standard also seeks to address the “black box” problem, whereby AI models 
are so complex that even their developers struggle to explain their decisions. The standard 
emphasizes the importance of explainable AI (XAI), recommending the use of interpretable 
models and techniques like LIMExxxiv  (Local Interpretable Model-agnostic Explanations) or 
SHAPxxxv (SHapley Additive exPlanations). 211  This focus on transparency could prevent issues 
like the healthcare algorithm's underestimation of Black patients' needs, promoting more 
accurate and equitable AI applications. 212  
 
ISO/IEC 23894 addresses data privacy risks by promoting techniques such as differential 
privacyxxxvi xxxvii and federated learning.  This guidance is crucial in preventing privacy breaches 
like the Cambridge Analytica scandal, ensuring that organizations only collect and retain 
necessary data while protecting user privacy. 213  
 
Importantly, the standard’s guidelines for autonomous systems, including formal verification 
and scenario-based testing, aim to enhance safety in high-risk applications like autonomous 
vehicles. 214  It also highlights the importance of establishing clear liability frameworks to 
determine responsibility in case of an accident. The NIST AI RMF along with NIST SSDF and 
ISO/IEC 23894:2023 serve complementary yet distinct roles in AI risk management. While the 
NIST AI RMF emphasizes adaptability and community engagement for practical risk 
management throughout the AI lifecycle and the NIST SSDF focuses on the risks seen in the 
development lifecycle, the ISO/IEC 23894:2023 promotes global consistency in AI risk 
management, focusing on assessment, treatment, and transparency. 
 
VII. State Regulations 
 
Overview 
 
AI regulations at the US state level are currently fragmented and evolving, with various states 
introducing and advancing regulatory frameworks tailored to their specific concerns. In the 
2024 legislative session, a significant number of jurisdictions, including at least 40 states, 
Puerto Rico, the Virgin Islands, and Washington, D.C., introduced AI-related bills. 215 Of these, 
seven states and Puerto Rico enacted resolutions or legislation addressing AI. 

 
xxxiv LIME is a technique that approximates any black box machine learning model with a local, interpretable 
model to explain each individual prediction. 
xxxv Shapley Additive Explanations (SHAP) is a game theory-based method for explaining the output of machine 
learning models. SHAP values are used to show how much a feature or input contributes to a model's prediction, 
and how each feature affects the final prediction. 
xxxvi Differential privacy is a mathematical definition ensuring that the output of an algorithm analyzing a dataset 
does not reveal whether any individual's data was included, by maintaining almost identical behavior whether 
or not a single individual's data is present in the dataset. 
xxxvii  Federated learning (also known as collaborative learning) is a sub-field of machine learning focusing on 
settings in which multiple entities (often referred to as clients) collaboratively train a model while ensuring that 
their data remains decentralized. 
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Figure 10: Overview of State-by-State AI legislation216 

 
Recent examples of state-level AI regulations include217: 
 

• Colorado: Enacted measures requiring developers and deployers of high-risk AI 
systems to exercise reasonable care to prevent algorithmic discrimination. 
Additionally, the state mandated disclosures to consumers about AI systems. 

• Florida: Allocated grants to school districts for implementing AI technologies to 
support students and teachers, highlighting a focus on educational applications of AI. 

• Indiana: Established a task force to guide AI initiatives and developments in Indiana.  
• Maryland: Adopted procedures governing the development, procurement, 

deployment, use, and assessment of AI systems by state government units. 
• South Dakota: Revised its laws to clarify that possessing child pornography includes 

visual depictions or simulations involving minors, including computer-generated 
content. Violations of this updated law are classified as a Class 4 felony. 

• Tennessee: Mandated that governing boards of public institutions of higher education 
create rules regarding AI usage. Local education boards and public charter schools are 
also required to adopt policies for AI use by students, teachers, faculty, and staff for 
instructional purposes. 

• Utah: Created the AI Policy Act to address some aspects of AI regulation within Utah. 
• West Virginia: Formed a select committee on AI to focus on AI-related issues and 

advise on state-level policies and regulations. 
 
Additionally, California is a leading state in developing and passing data, privacy, security, and 
technology related bills. Often, national legislation follows those of state regulations and 
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especially that of California. California’s state legislature proposed stringent legislation that 
included compliance restrictions for large and powerful AI models, civil and criminal liability 
for developers, 30 new AI-related measures, and more. At the end of September 2024, 
California Governor Newsom vetoed the bill, perpetuating the debate regarding the 
appropriate balance between AI safety and innovation. 218  Appendix D provides further 
information on selected states' AI legislation and the categorization of their approach. 
 
Impacts & Implications 
 
Overall, states are increasingly implementing targeted legislation to address specific concerns, 
as comprehensive federal regulation remains absent. Given the varying priorities and 
stringency of legislation across states, the impacts will differ regionally. However, the growing 
trend towards state-level regulation reflects several common themes: 
 
• Increased Accountability and Compliance Costs: Many states are introducing detailed 

regulations that require businesses to adopt transparency, fairness, and accountability 
measures. This includes compliance requirements for high-risk AI applications, such as 
mandatory disclosures, bias audits, and human review processes. As a result, companies 
may face higher operational costs and legal risks. 

• Enhanced Consumer Protection: Legislation often aims to shield consumers from 
potential AI-related harms (discrimination, privacy breaches, and misinformation).  

• Combatting Discriminatory Hiring Practices: Several states are implementing regulations 
focused on AI in hiring, such as mandatory bias audits and transparency requirements for 
automated decision-making tools used in employment.  

• Promotion of Ethical AI Practices: By setting standards for transparency and ethical use, 
state regulations encourage the development of responsible AI technologies. Rules on 
deepfakes, facial recognition, and political advertising emphasize the importance of 
ethical considerations in AI deployment and content creation and can emphasize 
legislation at the federal level. 

• Regulatory Burdens and Investment: States with more stringent AI regulations, such as 
those mandating extensive bias audits, transparency measures, and "kill switch" 
requirements, may present higher compliance costs and operational hurdles for 
businesses. As a result, AI startups and established companies might be deterred from 
investing in or expanding within these states, leading to slower innovation and 
development in those regions. 
 

C. Summary 
 
Collectively examining the US AI governance approaches, it is clear that the US aims to 
mitigate and safeguard against the five AI-enabled risks reported in the first report. At a high-
level, preexisting cybersecurity and safety approaches can help mitigate against AI-enhanced 
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threats. The AI EO, the AIBoR, and the ISO/IEC 42001:2023 promote ethical use of AI, putting 
some responsibility on the technology users as well. The AI EO and the AIBoR also aim to 
increase workforce AI literacy and public awareness of AI risks which can help empower the 
people to safeguard against threats. Finally, all of the highlighted US governance approaches 
attempt to mitigate AI threats at varying levels of the AI development and deployment 
lifecycle, creating multiple layers of protection. Additional analysis on the strengths and 
weaknesses of EO 14110, NIST AI RMF, NIST SSDF for GenAI, AIBoR, and CA SB-1047 can be 
found in Appendix E. 
 
Furthermore, when mapping the five categories of AI-enabled risks to the US AI governance 
approaches, the approaches lend themselves to cover all five categories to some degree: 
 

Table 16: Coverage of AI-Enable Risks by US Governance Approaches 
 

Threat / 
Governance 
Approach 

EO 14110 AI BoR NIST RMF NIST SSDF for GenAI 

AI-Enhanced 
Traditional 
Cyberattacks 

Well covered—
emphasizes 
cybersecurity, 
including 
measures for 
offensive cyber 
operations and 
guidelines for 
auditing AI 
capabilities to 
mitigate potential 
harm. 

Adequately 
covered—aims for 
safe and secure 
systems which 
would mitigate 
against traditional 
cyberattacks. 

Not covered. Well covered—
Focuses on 
protecting software 
from unauthorized 
access and producing 
well-secured 
software with 
minimized 
vulnerabilities. 

AI-Enabled 
Disinformation 
& 
Misinformation 

Well covered—
focus on safe and 
secure systems as 
well as defending 
against related 
cyberattacks can 
defend against 
false information, 
requires DOC to 
work on 
authenticating 
GenAI content. 

Adequately 
covered—suggests 
human alternatives 
and fallbacks which 
can filter false 
information. 

Well covered—
Confabulation, 
toxicity and bias, and 
obscene content 
risks. 

Adequately 
covered—by 
ensuring a safe and 
secure AI 
development 
lifecycle, 
hallucinations can be 
mitigated which will 
lead to less 
misinformation.  
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Threat / 
Governance 
Approach 

EO 14110 AI BoR NIST RMF NIST SSDF for GenAI 

AI-Enabled 
Disruption or 
Maloperation 
of Systems 

Well covered—
requires agencies 
to coordinate to 
develop 
guidelines that 
ensure critical 
infrastructure 
systems’ resiliency 
suggests red 
teaming and other 
assessments to 
ensure quality AI 
systems, and 
more. 

Adequately 
covered—
algorithmic 
discrimination 
protection, human 
alternatives and 
fallbacks, and safe 
and effective 
systems can help 
mitigate system 
disruptions. 

Adequately 
covered—identifies 
data integrity, 
information security, 
and dangerous 
recommendation 
risks. 

Adequately 
covered—by 
ensuring a safe and 
secure AI 
development 
lifecycle, disruption 
and maloperation of 
systems can be 
mitigated. 

AI-Enabled 
National 
Security 
Threats 

Well covered—AI 
EO is the US’s 
foundational 
strategy for AI 
which is largely 
aimed at 
protecting the 
nation from CBRN 
risks to critical 
infrastructure 
risks to more. 

Adequately 
covered—safe and 
secure systems can 
mitigate national 
security risks, and 
civil rights/liberties 
and privacy can help 
mitigate against 
espionage. 

Adequately 
covered—identifies 
CBRN weapons risk. 

Adequately 
covered—by 
ensuring a safe and 
secure AI 
development life 
cycle, eventually 
impacts national 
security. 

Business Risks 
Due to Misuse 
of GenAI 

Well covered—
much of the 
DOC’s work is 
related to 
securing 
businesses from 
potential GenAI 
risks. 

Well covered—
allowing users 
access to equal 
opportunities and 
resources, 
protecting user data 
and privacy, 
mitigating against 
algorithmic 
discrimination, and 
requiring safe and 
secure systems can 
help reduce 
business risks. 

Well covered—
identifies data 
privacy, intellectual 
property, dangerous 
recommendations, 
value chain 
integration, and 
Human-AI 
interaction risks. 

Well covered—refers 
to risks in the AI 
development 
lifecycle from 
preparing the 
organization to 
responding to 
vulnerabilities. 

 
While it is evident that US AI governance approaches collectively address AI-enabled risks, the 
relative recency of these AI governance measures and the rapid speed at which AI 
technologies evolve can influence the exact mitigation impact of current AI governance 
measures. Furthermore, the lack of comprehensive AI legislation in the US as well as enforcing 
mechanisms on the aforementioned approaches could lead to ineffective safeguarding 
against AI risks and threats that increase confusion. 
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7. Criteria for Effective AI Governance and Framework Measures 

A. Background 
 
Rapid AI advancements have prompted debates about the most effective governance 
measures. Emerging governance approaches reflect the ongoing challenges introduced by 
GenAI technologies' scale, power, and design. Figure 11 below highlights key debates in AI 
governance, focusing on whether to prioritize long-term existential risks or address 
immediate AI harms, and the trade-offs between open-source and closed-source AI. While 
some argue that focusing on existential AI risks could prevent future disasters, others caution 
that this approach may divert resources from addressing current issues. The open-source 
versus closed-source debate weighs the benefits of innovation and accessibility against the 
risks of security vulnerabilities and misuse. These debates underscore the complexity of 
developing AI governance frameworks which must balance innovation, safety, and ethical 
considerations. 

 
Figure 11: Areas of debate in AI governance219 

 
Other emerging debates involve the impact of GenAI on employment, its intersection with 
copyright laws, requirements for data transparency, and the distribution of responsibility 
among various stakeholders in the generative AI lifecycle.220 Furthermore, the potential for 
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GenAI to amplify misinformation and disinformation presents serious challenges. Many of 
these issues stem from data governance concerns, such as privacy, data protection, 
embedded biases, and identity and security risks associated with both the data used to train 
generative AI systems and the data generated by these systems. 221  
 
This section examines the latest research on approaches to US AI governance, including 
insights from expert interviews on various governance strategies and methods for evaluating 
these measures. It explores how emerging debates influence the creation of a governance 
model and criteria to develop AI governance frameworks. The section concludes by analyzing 
how the derived criteria align with existing US governance frameworks. 
 
B. Findings from Research on US AI Governance Measures 
 
Before the EO 14110, the US had a “laissez-faire approach to the governance of AI”, without 
a centralized federal regulatory framework dedicated to general-purpose AI.222  Instead, AI 
regulation was fragmented, with various federal agencies independently developing and 
implementing new policies on AI, tailored to specific needs and contexts, but lacking a unified 
national strategy. This section explores existing research and debates on US AI governance 
measures, highlighting several key themes from discussions around industry self-governance, 
approaches to AI stacks (Section 7.B.II) and general-purpose AI, concerns surrounding 
intellectual property rights, and the call for establishing a separate AI agency.  
 
I. Industry Self-Governance 
 
Despite the growing recognition of AI’s potential risks, comprehensive government regulation 
remains largely absent in the US, necessitating a closer look at industry self-governance as a 
viable alternative. Existing research on industry self-governance has identified the following 
issues and approaches223:  
 

• Industry vs. Organizational Self-Governance and Ethical AI: Industry self-governance 
involves voluntary, collective actions by industry members to address societal 
concerns. This contrasts with organizational self-governance, where individual 
organizations establish their own policies and governance processes. Despite public 
declarations by many organizations of their adoption of trust-enhancing practices, 
there is significant divergence on what constitutes "ethical AI." 

• Evidence-based AI Risk Mitigation: AI developers and implementers should more 
widely adopt evidence-based practices to mitigate risks. However, government 
regulation to enforce evidence-based mitigation practices is largely lacking. 

• Uncertainty in Governance Responsibility: There is ongoing debate over whether the 
government or the private sector is best suited to manage AI risks and maintain public 
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trust. Industry self-governance may be necessary when government actions do not 
sufficiently address public concerns. 

• Multistakeholder Participation: Effective self-governance efforts must involve a 
broad set of stakeholders, including consumers, AI developers, and government 
agencies, to ensure diverse perspectives are considered. 

• Operationalize Program Design: Accreditation and certification programs need to be 
carefully designed. Accreditation might cover adherence to a comprehensive set of 
standards, while certification could be more targeted. The creation of market demand 
and the evaluation of these programs' effectiveness are key to ensuring that they 
contribute to responsible AI development. 
 

When the industry engages in AI self-governance, it must include self-governance measures 
in all phases of the AI implementation cycle. Figure 12 outlines and summarizes key elements 
or standards for AI risk mitigation practices across different stages of AI implementation.  
 

 
 Figure 12: AI Risks and Mitigation Practices across the AI Implementation Cycle224 
 
II. AI Stacks 
 
Another key aspect of AI governance discussion is AI stacks. AI stack is defined as a 
comprehensive combination of tools, libraries, and solutions used to develop applications 
with GenAI capabilities. AI stacks include programming languages, model providers, LLM 
frameworks, vector databases, and more.225  For example, an AI stack can be the process 
where a general-purpose model, such as GPT-4, serves as the foundation for more specialized 
applications like hiring systems. 226  
 
In these cases, both the provider and the user of the AI stack are generally responsible for its 
operation. However, if a specific component within the stack fails, the provider of that 
component may also share responsibility. 227  Experts have emphasized the need for those 
building on general-purpose AI systems to seek detailed information and enforceable 
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guarantees regarding the system's performance for functions. One MIT policy brief highlights 
that regulatory and liability frameworks should aim to clarify situations where user 
responsibility is appropriate, especially when the AI system is used in unintended ways. 228 
Providers are expected to specify proper uses, implement best-practice guardrails, and clearly 
define their legal responsibilities. Users must also be aware of the acceptable uses of AI 
systems. 
 
III. General-Purpose AI Systems 
 
Concerns have arisen over general-purpose AI systems, like GPT-4, regarding their disclosure 
of potential uses and safeguards against unintended applications. Given the broad 
applicability and potential risks associated with general-purpose AI systems, such as chatbots 
with human-like interactions, experts suggest regulations might necessitate that these 
systems disclose their intended uses and implement safeguards to prevent unintended 
applications. 229  Providers may also be required to monitor their AI systems and report issues, 
akin to how pharmaceutical companies track their products. Specific concerns, such as 
realistic deep fakes and advanced surveillance, might require stricter regulations and clear 
labelling of AI-generated content to address risks that are distinct from those posed by human 
actors.230 
 
IV. AI Agency 
 
Although an unpopular opinion, some experts have also discussed the possibility of the 
federal government establishing a new agency specifically for AI oversight. 231 Such an agency 
could have a narrowly defined scope to address the broad applicability and complexities of AI 
regulation, employing technical experts to advise existing regulatory bodies on AI issues. 
Alternatively, an existing agency with a relevant regulatory mission could be tasked with AI 
oversight, provided it is independent. Another option is a self-regulatory organization, like the 
Financial Industry Regulatory Authority (FINRA) in the financial sector, which could develop 
and enforce standards under federal supervision. In this case, regulation of AI systems for 
specific applications may continue to fall under existing agencies.  
 
Currently, various organizations are preparing to mitigate AI-enhanced security threats: The 
MITRE Corporation launched an AI Assurance and Discover Lab 232  in March 2024 and 
collaborated with Microsoft233 on the Adversarial Threat Landscape for AI systems (ATLAS)234 
in 2023. At this time, collaboration between MITRE and CISA or NIST has not been announced. 
 
 
V. Intellectual Property (IP) 
 
Experts maintain that developing beneficial AI systems necessitates a clear framework for IP 
rights to ensure that human creativity remains incentivized.235  Current legal IP standards 
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affirm that only humans can hold IP rights, meaning AI itself cannot own such rights. However, 
the application of existing IP laws to AI-generated content, especially regarding copyright, 
remains uncertain. AI has the potential to significantly increase instances of copyright 
infringement, complicating how creators can protect their work and identify potential 
infringements.236 For example, Microsoft pledged to cover any copyright infringement claims 
against users of its GenAI products, provided users follow the established guardrails and 
content filters. 237 The AI EO attempts to mitigate this issue. It assigned the Under Secretary 
and Director of the United States Patent and Trademark Office to publishing a guide for patent 
examiners as well as to conducting a study that recommended steps to mitigate AI-related 
copyright issues.238 

 
C. Findings from Expert Interviews 
 
Expert interviews with 10 cybersecurity and AI professionals supplemented the report’s 
findings from research. The expert interviews reveal the necessity of developing flexible and 
collaborative approaches to address biases in AI, emerging cybersecurity risks, and the rapid 
advancements in real-time AI content generation. Experts also emphasized the importance of 
balancing innovation with risk management, highlighting the role of public-private 
partnerships and adaptable guidelines. Furthermore, the interviews provided valuable 
perspectives on global regulatory approaches, the evolving nature of AI safety, and the need 
for practical, real-world governance frameworks. Table 17 summarizes these key themes from 
the expert interviews. 

 
Table 17: Key Findings and Implications from Expert Interviews 

 
Theme Implication for Governance Approaches 

Bias in Dataxxxviii Bias in data inputs and outputs can exacerbate barriers for marginalized individuals. 
Governance must ensure fairness, accuracy, and protection against these biases. 

AI-Related Cyber 
Threats and 
Risksxxxix 

AI poses challenges and solutions for cybersecurity, including threats related to social 
engineering, misinformation, election integrity, financial institutions, and supply chain 
vulnerabilities. Governance must address these risks comprehensively. 

Advancements in 
Real-Time AI 
Generationxl 

Significant advancements in real-time AI content creation are expected in the next 
few years, necessitating updated governance frameworks to manage new challenges 
in cybersecurity and content regulation. 

Risk Management 
Frameworks vs. 
Prescriptive 
Regulationsxli 

A risk-based voluntary approach with flexible guidelines is preferred over rigid 
regulations, allowing for innovation while addressing high-risk applications. Public and 
stakeholder engagement can enhance effectiveness. 

 
xxxviii Government Agency 1 and AI Policy Expert 1 interviews. 
xxxix Government Agency 1 interview. 
xl Government Agency 1 interview. 
xli Government Agency 1 interview. 
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Governance 
Oversightxlii 

Board and senior management oversight is key for AI governance, particularly in risk 
management and audit. Like the recent collaboration with the SEC on cyber 
requirements, addressing gaps at the board level is crucial for AI governance. 

International 
Regulatory 
Differencesxliii 

The EU adopts a precautionary approach to protect citizens, exemplified by the 
General Data Protection Regulation (GDPR), and often introduces new regulations 
based on existing ones. In contrast, the UK favors a more liberal approach, focusing 
on regulation only when there is a clear risk to avoid stifling innovation. The US has 
fewer data protection laws to guide AI regulation. The challenge is finding the right 
balance of intervention and regulation to suit market needs and innovation. 

Regulating AI vs. 
Product Safetyxliv 

AI regulation must address ethical considerations and sector-specific challenges 
beyond traditional product safety while adapting to technological advancements. 

Risk-Based 
Regulation vs. Over-
Regulationxlv 

Focus on high-risk AI applications first to establish effective guardrails rather than 
trying to regulate all AI uses simultaneously. This approach, seen in the EU’s shift back 
to a high-risk-first strategy, emphasizes assessing AI applications by their potential 
harm. Regulation should target use cases rather than the technology itself, adapting 
to emerging risks and changes through multi-stakeholder guidance. 

Responsibility 
Across the AI Value 
Chainxlvi 

All parties, including developers and users, share responsibility for AI systems. 
Developers should ensure their models are well-trained, monitored, and 
documented. Accountability should be embedded throughout the value chain, with 
the potential for regulatory approval or self-governance to foster trust. 

International 
Collaboration and 
Multistakeholder 
Approachesxlvii 

Effective AI regulation requires global cooperation and involvement from all 
stakeholders to develop standards that account for diverse ethical considerations and 
societal impacts. Regulatory sandboxes can help test and refine regulations in a 
controlled environment, fostering trust and enabling better regulatory decisions. 

Lessons from Other 
Sectorsxlviii 

Sectors like financial services with experience in model regulation can offer insights 
for managing AI. Other sectors, such as agriculture, may lack this level of expertise. 

US Departments in 
AI Regulationxlix 

US technology-neutral laws allow agencies to regulate AI across sectors. Coordinating 
across agencies poses challenges due to competing regulators. 

NIST's Role in AI 
Governance 

NIST is actively working on AI governance by developing use cases for its RMF and 
establishing the US AISI for red teaming and benchmarking. These efforts aim to 
address technical and regulatory challenges, though the process is still developing. 
The collaboration with international frameworks and focus on public-private 
partnerships are crucial for advancing AI governance. 

Drawing on Existing 
Cybersecurity 
Organizations and 
Regulatory 
Approachesl 

AI model safety evaluation is still evolving, with early models predicting threats like 
early cybersecurity predictions. As AI and cybersecurity share foundational similarities 
but differ in maturity and complexity, AI may develop regulatory strategies akin to 
those in cybersecurity. Understanding AI threats and effective safety evaluations will 
require continuous adaptation as the field matures. 

 
xlii Government Agency 1 interview. 
xliii AI Policy Expert 2 and AI Policy Expert 1 interviews. 
xliv AI Policy Expert 2 interview. 
xlv AI Policy Expert 2 and Data Consultant 1 interviews. 
xlvi AI Policy Expert 2 and Data Consultant 1 interviews. 
xlvii AI Policy Expert 2,  AI Policy Expert 4 and AI Policy Expert 1 interviews. 
xlviii Government Agency 1 and Data Consultant 1 interviews. 
xlix Data Consultant 1 interview. 
l Security Expert1 and AI Policy Expert 5 interviews. 
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Mitigation of AI-
Enabled Mis- and 
Disinformation li 

Effective mitigation approaches include legislation targeting deepfakes specifically, 
investing in content provenance and watermarking, enhancing media detection, and 
improving digital literacy. A layered, adaptive approach is essential as AI evolves. 

Vendor 
Responsibility and 
User Dependence 

Human users, who do not have much experience and practice with evolving AI 
technologies, may be tempted to overly depend on AI tools. Governance approaches 
should include mitigation of risks created from overdependence. Vendors should play 
a role in misuse prevention and potential impact explanation. 

 
D. Approaches to Evaluating and Considering AI Governance Measures 
 
Additionally, several organizations have attempted to provide criteria and evaluation 
approaches to AI Governance Measures, including MIT, the World Economic Forum (WEF), 
and the Centre for Security and Emerging Technology (CSET). This report reflects the critical 
take aways about AI governance approaches and adapts them to propose an AI governance 
criterion in the following sections. 
 
I. MIT: A Framework for US AI Governance 
 
In November 2023, MIT released a policy brief titled “A Framework for US AI Governance: 
Creating a Safe and Thriving AI Sector.” 239  The policy brief was motivated by two key 
objectives: 1) to maintain US leadership in AI, and 2) to ensure the broad development of AI 
in ways that are beneficial across various domains. The policy brief argues that a combination 
of regulation and liability law is essential to ensure AI is developed and used in ways that 
promote its long-term benefits. The report outlines several guiding principles240: 
 

• Alignment with Existing Norms and Regulations: AI governance should develop 
alongside AI technology by extending current regulatory frameworks to cover AI 
applications, rather than creating entirely new regulations, as seen in the EU. 

• Applying Current Regulations to AI: Existing laws governing human activities should 
be extended to AI in relevant domains like healthcare and finance to ensure that AI 
systems are regulated like human actions while addressing risks and preventing 
circumvention of current laws. 

• Extending Legal Frameworks to Government AI Use: Government activities—like 
policing or hiring—should adhere to extended legal frameworks when involving AI. 

• Enforcement by Existing Authorities: AI regulations should be enforced by the same 
entities that govern human actions after the entities develop AI expertise. 

• Stricter Standards for AI Capabilities: AI’s unique capabilities may need stricter 
regulations than those for humans, particularly in areas like pattern recognition. 

 
li Election Analyst 1 and Policy Expert 2 interviews. 
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• Disclosure of AI’s Intended Purpose: AI providers must disclose the intended purpose 
of their systems before deployment, with guidance from regulatory agencies or 
through case law, to ensure transparency and accountability. 

• Defining AI for Regulation: AI should be defined based on its functions (i.e., content 
generation) to determine which systems are subject to regulations. 

• Developing Auditing Regimes: Auditing frameworks should be created to assess AI 
systems for issues like bias with standards set by appropriate entities like NIST. 

• Auditing System Development: An auditing ecosystem might develop through 
mandatory audits by government or users, or organically through market demand and 
legal liability, ensuring intellectual property protection. 

• Prospective vs. Retrospective Audits: Different types of audits, like prospective (pre-
use) or retrospective (post-use), have distinct limitations and requirements, 
necessitating clear guidelines and accountability. 

• AI Interpretability Over Explainability: While full explainability of AI decisions may not 
be possible, systems should be made more interpretable to provide insights into how 
outcomes are reached, with regulatory encouragement. 

• Training Data Quality: The quality of training data is crucial, and AI systems should be 
designed to mitigate issues like bias and inaccuracies. Testing, monitoring, and 
auditing can help address problems stemming from flawed data sources. 
 

II. WEF: Presidio AI Framework  
 
In January 2024, The WEF presented the Presidio AI Framework which provides a structured 
approach to the safe development, deployment, and use of GenAI. 241  The framework 
underscores the importance of shared responsibility of four key actors—AI model creators, 
adapters, users, and AI application users--for early identification of risks, proactive risk 
management, and timely implementation of effective guardrails. The Presidio Framework 
includes three core components242: 
 
1. Expanded AI Life Cycle: Establishes a comprehensive view of the entire GenAI life cycle, 

highlighting the different actors and responsibilities at each stage. 
2. Expanded Risk Guardrails: Outlines robust guardrails to be implemented throughout the 

AI life cycle, with a focus on prevention rather than mitigation. 
3. Shift-Left Methodology: Advocates for applying guardrails at the earliest stages of the AI 

life cycle, adapting a software engineering concept to promote broader GenAI adoption. 
 
The framework focuses on foundation models and integrates risk mitigation strategies across 
the entire AI life cycle, from creation and adaptation to eventual retirement. Grounded in 
extensive research on the AI landscape and informed by input from a diverse community of 
stakeholders and practitioners, the framework emphasizes the importance of established 
safety guidelines and recommendations, especially with technical details. 
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Expanded AI Life Cycle 
 
The expanded AI life cycle combines elements from data management, foundation model 
design and development, release access, the use of generative capabilities, and adaptation to 
specific use cases. Figure 13 below illustrates the Presidio AI Framework’s expanded AI life 
cycle, and each phase is detailed below243: 
 
• Data Management Phase: Establishes the foundation for responsible AI ranging from data 

access to data type cataloguing to navigate laws in model creation. 
• Foundation Model Building Phase: The model progresses through stages from design to 

internal audit, each with specific guardrails.  
• Foundation Model Release Phase: Focuses on responsible dissemination and risk 

mitigation, classifying models by access levels, from fully closed to fully open. Each access 
level has distinct norms, standards, and challenges.  

• Model Adaptation Phase: This phase describes stages, techniques, and guardrails for 
adapting a pre-trained foundation model to perform specific generative tasks. 

• Model Integration Phase: Involves integrating the adapted model with an application and 
developing APIs downstream.  

• Model Use Phase: Users interact with hosted models via natural language prompts, 
emphasizing the need for robust guardrails established during earlier phases while 
adapters may add further safeguards based on specific use cases. 

 
Figure 13: Presidio AI Framework’s expanded AI Life Cycle244 
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Unexpected model behavior at any phase can harm users and lead to reputational or legal 
consequences for both the user and the model creator or adapter. The likelihood of misuse—
such as plagiarism, intentional non-disclosure, IP violations, deepfakes, generation of 
malicious content, and misinformation—grows as model access shifts from fully closed to fully 
open if vigilant oversight is not maintained. The Presidio Framework outlines some of the 
safety benefits and challenges of different model release types, as seen in Figure 14. 

 

 
Figure 14: Safety Benefits and Challenges of Model Release Types245 

 
Guardrails Across the Expanded AI Life Cycle 
 
The framework’s second component provides technical and procedural guardrails for distinct 
phases of the AI life cycle, emphasizing that a combination of both types is needed to ensure 
safe systems. Technical guardrails ensure the technical quality and consistency of AI systems, 
whereas procedural guardrails maintain process consistency and control. The framework 
provides some examples of guardrails and their placement, shown in Figure 15.  
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Figure 15: Select Guardrails and their Phase Placement246 

 
Model Building Phase  
In the model-building phase, the framework asserts that early red teaming is crucial to ensure 
model safety and address vulnerabilities, including prompt injection and toxic content. This 
approach addresses vulnerabilities and ethical concerns early in the AI lifecycle, building trust 
among stakeholders. For foundation models, tests should include prompt injection, data 
leakage, jailbreaking, hallucinations, and toxic content identification. Although red teaming 
effectively addresses known vulnerabilities, it may not identify unknown risks before mass 
release.247  Notably, the NIST RMF refers to various aspects of this model building phase, 
highlighting risks from information security, intellectual property management, bias in 
outputs, and more. The NIST SSDF also included recommendations for protecting AI-related 
resources and data from AI-specific attacks such as data poisoning. 
 
Incorporating RLHF early in the process provides a strategic advantage by facilitating efficient 
learning and faster iterations, which improves model performance and alignment with human 
objectives. 248 RLHF involves training a reward model to fine-tune the primary model, resulting 
in more desirable responses and a reliable iterative feedback loop involving human raters, a 
trained reward model, and the foundation model. While RLHF enhances performance, it risks 
introducing new biases and raises data privacy and security concerns. 
 
Novel methods for implementing these guardrails include “red teaming language models with 
language models” and reinforcement learning from AI feedback (RLAIF), which use language 
models to generate test cases or provide safety feedback. 249 These techniques automate the 
process, reducing the time needed for implementation, and can be applied in later phases as 
well. Using them early allows for adjustments to model hyperparameters, though they may 
introduce new, unidentified vulnerabilities. 
 
Model Release Phase  
In the model release phase, guardrails include protective measures for downstream actors. 
Transparent documentation involves detailing decisions, processes, and data related to the 
AI model. This transparency allows downstream users to understand the model’s limitations, 
assess its impact, and make informed decisions. Best practices include developing persona-
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based templates, gathering information throughout the life cycle, and using tools like 
datasheets, data cards, and model cards to improve documentation and auditing. 250 
Automation can enhance efficiency, though challenges include determining the most relevant 
information and balancing proprietary versus required disclosures.251 
 
Use restriction focuses on limiting the model's application to prevent misuse and unintended 
harm, such as harmful content generation and inappropriate model adaptation. Effective 
practices include implementing restrictive licenses (e.g. responsible AI licenses), tracking 
model use, providing clear usage guidelines, and incorporating feedback and incident 
reporting mechanisms. 252  Additionally, the framework maintains that moderation tools 
should be used to filter or flag undesirable content, prevent harmful prompts, and block 
misaligned responses. 253 Challenges in this area involve developing comprehensive licensing 
standards and high-quality tools to manage model responses. 254 
 
Model Adaptation Phase  
In the model adaption phase, a key objective is to ensure that the modified model continues 
to be effective and aligned with its intended use case. Model drift monitoring is essential for 
maintaining performance as it involves regularly comparing post-deployment metrics to 
address issues such as evolving data, adversarial inputs, and noise.255 Best practices include 
employing data, algorithms, and tools to track data drift, as well as defining protocols and 
adaptation techniques to manage model performance and uphold customer trust. 256 
Watermarking of model outputs is another important consideration, with its application 
depending on factors like the use case, model type, and watermarking objectives. 
Watermarking embeds hidden patterns to help detect and mitigate the mass production of 
misleading content. 257 It assists in identifying AI-generated content for policy enforcement, 
attribution, legal action, and deterrence. However, workarounds like removing watermarks 
or paraphrasing can undermine its effectiveness. Thus, while watermarking can be 
implemented earlier in the model creation phase for ownership purposes and adapted later 
to control visibility, various layers of AI risk management approaches must be implemented 
throughout the AI model lifecycle.  
 
Shifting Left for Optimized Risk Mitigation 
 
The WEF applies the shift-left concept to GenAI models and expands with the following258: 
 
• Rising Interest in Foundation Models: As foundation models become prevalent, model 

creators and adapters can be different entities, requiring early-stage safeguards. 
• Increased Model Accessibility: With powerful models accessible to users with varying 

technical skills, there is a greater demand for transparency and clear documentation. 
• Elevated Risks: Users face risks from using factually incorrect outputs without validation, 

potential misuse in disinformation campaigns and adversarial attacks (e.g., jailbreak). 
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For GenAI, the shift-left approach suggests implementing guardrails earlier in the life cycle to 
mitigate risks at each phase. Depending on the model’s purpose, there may be a trade-off 
between guardrails and safety. Figure 16 shows shift left steps for GenAI model creation:  
 

 
Figure 16: Presidio AI Framework with shift-left methodology for generative AI models259 

 
The shift-left methodology, demonstrated by the arrows arching to the left, proposed in the 
Presidio framework includes three key steps260: 
 
• Release to Build Shift: The AI model creator proactively incorporates guardrails 

throughout the foundation-building phase and collects necessary data and models facts 
and transparency surrounding these instead of beginning these mitigation methods in the 
foundation model release phase. 

• Adaptation/Use to Release Shift: The AI model creator, instead of the adapter, 
incorporates additional guardrails, establishes norms and standards for use, and creates 
comprehensive documentation to help downstream actors understand and make 
informed decisions regarding model use during the foundation model release phase. 

• Application to Adaptation Shift: The AI model adapter, instead of the AI application user, 
proactively incorporates guardrails considering the use case and considering the 
documentation from AI model creators about the foundation model During the model 
adaptation and usage phase.  

 
III. CSET: Report on Flexible Approach  
 
In July 2024, CSET released a report advocating for the US to take a flexible approach to AI 
governance. The report offers three principles for US policymakers to follow261: 
 
• Know the terrain of AI risk and harm: Use incident tracking and horizon scanning from 

industry, academia, and government to assess AI risks and harms, and gather data to 
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inform governance and manage risks effectively. 
• Prepare humans to capitalize on AI: Educate policymakers and the public on AI 

opportunities, risks, and harms to ensure responsible and lawful use of AI applications. 
• Preserve adaptability and agility: Create adaptable policies that can evolve with AI 

advancements, avoiding overly restrictive regulations and preventing regulatory capture 
that could stifle innovation and competition. 

 
Know the Terrain of AI Risk & Harm 
The first principle to “know the terrain of AI risk and harm” outlines a few approaches:  
 
1. Capture data on AI harms through incident reporting. 
2. Invest in evaluation and measurement methods to strengthen our understanding of 

cutting-edge AI systems. 
3. Build a robust horizon scanning capability to monitor new and emerging AI developments, 

both domestically and internationally. 
 
Capture Data on AI Harms through Incident Reporting 
The report asserts that regulators should prioritize the collection of data on AI incidents to 
inform policy and ensure innovation isn't stifled. This comprehensive approach involves 
incident reporting, evaluation science, and intelligence collection. AI systems should undergo 
rigorous testing to identify potential issues such as drift or malicious misuse. The authors 
conceptualize AI harm on a spectrum of minimal to existential risks and provide four 
categories that lawmakers can use in AI governance262: 
 

1. Demonstrated harms  
2. Probable harms involving known risks in deployed AI systems 
3. Implied harms where studies could uncover new weaknesses  
4. Speculative harms, including existential risks 

 
Incident reporting would involve gathering data from AI-related accidents and harms through 
mandatory, voluntary, and citizen reporting. A public incident reporting system would exclude 
military and intelligence AI incidents, which would have separate, secure reporting channels. 
Federal agencies like the Securities and Exchange Commission (SEC) could oversee mandatory 
and voluntary reporting while citizen reports might be collected through government systems 
or NGOs. 
 
Invest in Evaluation & Measurement Methods 
The authors of the report note that evaluating AI systems is still in its early stages; however, 
they advocate for public, private, and academic investment in basic research to advance this 
field and develop standardized methods and toolkits for AI developers and regulators. 
Understanding the trustworthiness properties of AI systems, such as robustness, fairness, and 
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security, is crucial for policymakers to create effective governance mechanisms. 263  The 
establishment of the US AISI is a promising development, but it may currently lack the 
resources needed to fully meet its objectives as outlined in EO 14110 and related policy 
guidance. 264 
 
Build a Robust Horizon Scanning Capability to Monitor New Developments Globally  
The report also suggests effective horizon scanning can aid US legislators and regulators in 
adapting to new risks and potential harms by providing early insights into emerging AI 
technologies and trends. A key component of this strategy is the establishment of an open-
source technical monitoring center. 265  This center would support the US intelligence 
community and other federal agencies by tracking AI progress across commercial, academic, 
and government sectors. It would facilitate better integration of open-source and classified 
information, enhancing overall intelligence gathering and interpretation.266 For intelligence 
agencies, the focus might be on technologies that impact military systems, while other 
agencies might monitor AI applications with significant implications for economic 
competitiveness and societal well-being. 267  By staying informed on new capabilities, US 
policymakers can more effectively respond to emerging challenges, particularly in 
competition with nations like China or other states with potentially harmful AI applications. 
 
Prepare Humans to Capitalize on AI 
 
The second principle for AI governance aims to improve use and education of AI and has two 
objectives—to develop AI literacy among policy among policymakers and the public. 
 
First, developing AI literacy among policymakers is crucial to have a foundational 
understanding of various AI models, their strengths, limitations, and potential biases. 
Policymakers should be aware of how AI systems can fail unexpectedly and the challenges of 
transparency and explainability. This knowledge will help them identify suitable uses for AI 
and understand how AI inputs can influence human decision-making. 268  Training and 
curricula designed for policymakers can enhance their AI literacy skills and prepare future 
leaders to address emerging regulatory challenges. 269 
 
Similarly, the public’s AI literacy is equally important for ensuring responsible interaction with 
AI systems. Educating citizens from an early age and continuing through adulthood will help 
them understand AI's potential and limitations, especially in fields where AI is increasingly 
applied. Awareness of when to trust AI outputs or remain skeptical is essential as is familiarity 
with risks like plagiarism or copyright issues. Looking at successful public AI literacy programs, 
such as those in Finland, can provide valuable insights. 270  Additionally, educating the public 
about the dangers of AI-generated disinformation can serve as a defense against its misuse, 
protecting democratic processes and societal integrity. AI developers should be mindful of 
the risks related to integrating models into products.271 
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Preserve Adaptability & Agility 
 
The report’s third principle asserts that policymakers must adapt and incorporate new 
knowledge into governance efforts, allowing the flexibility to iteratively update policies as 
technology evolves.272 Thus, the authors outline three key recommendations:  
 
1. Consider where existing processes and authorities can already help govern AI if certain 

implementation gaps are addressed. 
2. Remain open to future AI capabilities that may evolve in new and unexpected ways. 
3. Consider the costs and tradeoffs involved when planning AI governance approaches. 

 
Consider Where Existing Processes & Authorities Can Help Govern AI 
AI governance may require new regulations, but existing laws can often be adapted for AI-
related issues, offering advantages in speed and familiarity for lawmakers.273 For instance, 
current regulations under bodies like the FTC or the US Food and Drug Administration may 
already address some AI concerns, such as copyright infringement or discrimination. 
Policymakers should identify gaps in existing legal structures and assess where new resources 
or procedural changes are needed to effectively manage AI's impact. 274 
 
When existing frameworks are insufficient, developing flexible and adaptive regulations is 
crucial. The report notes that NIST’s AI RMF serves as an example of an adaptable policy.275 
Additionally, leveraging state and federal regulations to gather data and try experimental 
governance approaches can help address emerging AI challenges effectively. 276 
 
Remain Open to Future AI Capabilities that May Evolve Unexpectedly 
Policymakers should stay adaptable to the evolving landscape of AI capabilities as future 
advancements may not follow the same trends as past developments. Recent progress in 
LLMs has largely been driven by algorithmic improvements and significant increases in 
computing power, which has been costly. However, future advancements might emerge from 
novel algorithmic innovations or improvements in data processing that require less 
computational power. As the growth in computing usage for training large models appears to 
be slowing, policymakers should remain attuned to emerging trends through sources like 
open-source collection, incident reporting, and horizon scanning to ensure effective 
regulation of new AI developments. 277 
 
Consider the Costs and Tradeoffs in Planning AI Governance Approaches 
When designing AI governance frameworks, lawmakers need to weigh the costs and tradeoffs 
of different approaches. Accurate estimation of the labor and resources required is crucial to 
selecting a feasible strategy. One key concern is regulatory capture where agencies designed 
to serve the public interest end up favoring the commercial interests of the industries they 
regulate. This bias can lead to policies that benefit the regulated entities rather than the public. 
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While input and cooperation from AI companies are valuable for identifying trends and risks, 
lawmakers must be cautious of potential biases these companies may bring. Regulatory 
capture is a significant risk, and avoiding it requires maintaining a large, skilled government 
workforce for tasks such as risk assessment and testing. 278 This effort can also be challenging 
and costly. Alternatively, shifting responsibility for testing and risk mitigation to firms could 
reduce government costs but may lead to standards that favor large companies. Lawmakers 
must balance these considerations and decide if a high-intensity, government-focused 
approach is needed to mitigate risks or if a less stringent approach is sufficient.279 
 
E. Criteria for AI Governance Approaches 
 
AI governance aims to mitigate the risks associated with AI technologies while ensuring 
innovation and maintaining fairness, transparency, and accountability. AI risks vary 
significantly across applications, leading to conflicting priorities. For example, addressing 
socioeconomic risks like bias and discrimination may require different strategies than tackling 
cybersecurity threats such as data breaches or misinformation. Therefore, the effectiveness 
of governance frameworks depends on the specific use of AI, necessitating a hybrid and 
phased approach that accommodates different use cases, outcomes, and sectoral differences. 
 
Findings from the investigation into US AI regulations, research of AI framework, and 
interviews informed the development of the following criteria for AI governance approaches.  
 
Three pillars are essential—foundational principles, higher-level strategies, and sectoral use 
case-based—in the order listed. Figure 16 outlines a proposed framework for developing AI 
governance approaches and regulations. Expert interviews and research findings indicate that 
all three are needed to form effective and practical approaches to AI governance. An optimal 
approach will combine principles-based guidance with prescriptive measures, including 
regulation tailored to specific use cases and industries, as this detailed focus has been less 
explored in current frameworks. 

 
Figure 17: Pillars to Develop Effective AI Governance 
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First, all regulations should adhere to the foundational principles such as multi-stakeholder 
involvement, explainability, and adaptability, including mechanisms for periodic risk 
reassessment. Second, higher-level strategies should focus on robustness, international 
harmony, and comprehensive risk management, areas where the US has already made 
progress. Finally, sector-specific prescriptive regulations are crucial for addressing particular 
use cases and outcomes, an area where the US will need to invest further, drawing parallels 
with the approach used in cybersecurity.  
 
I. Pillar 1: Foundational Principles 
 
Pillar 1 seeks to establish foundational principles that all AI regulations follow to ensure a 
consistent and equitable governance approach. This pillar includes three key components: 
 

• Multi-Stakeholder Involvement: Engage stakeholders—civil society, industry, and 
policy experts—to contribute to the development and oversight of AI regulations. 

• Explainability: Mandate that AI systems operate transparently, providing clear 
explanations for their decisions and actions. 

• Adaptability: Implement mechanisms for updates to regulations with periodic risk 
assessments and adjustments based on evolving AI technologies and emerging risks.  
AI governance should be built on established frameworks related to privacy and 
security rather than treating AI as new. In looking forward, AI technologies will 
continue to change, and AI foundational principles should be able to adapt to apply to 
evolved AI capabilities. For instance, in the US, AI governance has been built upon 
adaptable foundational principles such as the NIST Cybersecurity Framework. 
 

II. Pillar 2: Higher-Level Strategies 
 
Pillar 2 provides components to guide the development of broad strategies to address key 
risks and ensure international alignment in AI governance. This pillar has three components:  

• Robustness: Create strategies aimed at minimizing all types of AI-related risks, 
including bias, cybersecurity threats, and other operational vulnerabilities. 

• International Harmony: Align with global standards and collaborate with international 
bodies to create harmonized frameworks across jurisdictions, avoiding fragmentation 
and enabling companies to effectively navigate global regulations. 

• Comprehensive Risk Management: Prioritize AI risk management across the AI life 
cycle, emphasizing human centricity, social responsibility, and sustainability.  
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III. Pillar 3: Sector-Specific Prescriptive Regulations 
 
Pillar 3 seeks to develop detailed, use case-specific regulations tailored to different AI 
applications and sectors. This Pillar contains three components: 
 

• Sectoral Focus: Implement regulations that address the unique risks and requirements 
of specific industries, such as healthcare, finance, and transportation. 

• Use and Outcome-Based Guidelines: Create prescriptive rules based on the particular 
use cases and outcomes of applications of AI within each sector, ensuring that 
regulations are relevant and effective for different scenarios. A use case and outcome-
based approach tailors AI regulations to the specific impacts of each application, 
rather than relying on broad, uniform rules. 

• Long-Term Development: Recognize that developing these sector-specific regulations 
will take time, drawing from approaches used in other fields like cybersecurity to build 
a robust regulatory environment. 
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F. Assessment of Current US AI Governance Measures 
 
While one way to assess AI governance approaches is to map the coverage of AI-enabled risks 
to the measures—as done in Section 6.C’s Table 16—given the layered and hybrid US 
approach, assessment may be against the criteria proposed in Section 7.E. The following 
section assesses four US AI governance approaches—AI EO, AIBoR, NIST RMF 1.0, and NIST 
SSDF—with the proposed three-pillared approach derived from the research and interview 
findings detailed in Sections 7.B through 7.D.  
 
The analysis is presented on a color-coded table. Green indicates strength in the pillar. Yellow 
indicates that the pillar’s components are included in the governance approach but with gaps 
such as weak implementation, lack of specificity, exclusion of applications. Red indicates 
weakness in the pillar or the lack of the pillar’s components. 
 
The AI EO demonstrates strength in Pillar 1: Foundational Principles. However, the wide 
breadth of the EO makes it a weak high-level strategy or sectoral use case-based approach.  
 

Table 18: Assessing the AI EO Against Proposed Governance Criteria 
 

Pillar 1: Foundational Principles Pillar 2: Higher-Level 
Strategies 

Pillar 3: Sectoral Use Cases 

Multistakeholder Engagement: 
integrated feedback from civil 
society and companies. 

Robustness: defines AI systems 
broadly including GenAI and 
neural networks, focuses on 
harms overall. 

Sectoral Focus: distributes entities 
across government entities which 
may be sector-focused, i.e., DOE. 

Explainability: directs 50 federal 
entities with more than 150 
requirements.  

International Harmony: 
developed a US vision in AI 
governance, signaling to the 
international community the 
US approach. 

Use and Outcome-based: none. 

Adaptability: focuses on safety, 
security, privacy, equity, civil 
rights, workforce development, 
competition, and responsible 
government use. 

Comprehensive Risk 
Management: Focuses on 
resulting rights and risks more 
than the development phase or 
other phases of the AI lifecycle. 

Long-term Development: none. 

 
The AIBoR also demonstrates strength in Pillar 1. In terms of its strength as a higher-level 
strategy, the AIBoR supports comprehensive risk management but fails to cover a robust set 
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of risks by excluding industrial and operational applications of AI. In terms of its strength as a 
sectoral use case-based guidance, the Bill of Rights does include sector-specific guidance and 
some use and outcome-based guidance. Finally, there are no explicit indications of the AIBoR 
being updated according to a set timeline. 
 

Table 19: Assessing AIBoR Against Proposed Governance Criteria  
 

Pillar 1: Foundational Principles Pillar 2: Higher-Level 
Strategies 

Pillar 3: Sectoral Use Cases 

Multistakeholder Engagement: 
collaboration between the OSTP, 
academics, human rights groups, 
the general public and even large 
companies like Microsoft and 
Google.280 

Robustness: excludes many 
industrial and/or operational 
applications of AI 

Sectoral Focus: includes sector-
specific guidance with a focus on 
most high-priority algorithmic 
harms across healthcare, financial 
services, education and housing. 
 

Explainability: clarifies that the 
AIBoR should only apply to 
automated systems that have the 
potential to meaningfully impact 
the American public’s rights, 
opportunities, or access to critical 
resources or services, expands on 
specific examples as well.  

International Harmony: USAID 
launched an AI Action Plan to 
embed risk mitigation in AI and 
support responsible technology 
worldwide, provides a 
foundation for future AI 
regulation internationally. 

Use and Outcome-based: 
coordinated across the government 
to publish inventories of non-
classified government AI use cases 
to adhere with civil rights and 
privacy laws (OMB, OSTP, Federal 
Chief Information Officers Council). 

Adaptability: emphasizes safety, 
fairness, privacy, civil liberties and 
rights, covers a wide range of 
issues and federal actions that can 
be leveraged to expand capacity in 
the future and provides a 
foundation for future AI regulation 
in the US and internationally 

Comprehensive Risk 
Management: covers 
algorithmic discrimination, 
data to mitigating risk at the 
hiring level and process. 
 
 

Long-term Development: no 
specific plans for update. 

 
The next two tables evaluate the NIST RMF 1.0 and NIST SSDF. Overall, the NIST RMF appears 
to be a strong foundational document, higher-level strategy, and sectoral use case-based 
guidance. The NIST RMF demonstrated strength in eight of the nine components and only 
showed weakness in long-term development; however, NIST tends to publish follow ups and 
updates to their documents and guidelines.  
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The NIST SSDF is not the strongest governance approachlii to AI risks, likely because it focuses 
on AI and software development. The NIST SSDF does incorporate multistakeholder 
engagement and is appropriately explained. However, it is not as robust or applicable as other 
guidance due to its foundation in software development practices. The NISF SSDF does not 
include sector-focused nor use and outcome-based guidance. Despite the lack of inclusion of 
the proposed nine pillars, the NIST SSDF is still an appropriate and unique approach to 
mitigating AI risks.  
 

Table 20: Assessing NIST RMF 1.0 Against Proposed Governance Criteria 
 

Pillar 1: Foundational Principles Pillar 2: Higher-Level Strategies Pillar 3: Sectoral Use Cases 
Multistakeholder Engagement: 
developed through collaborative 
approach with workshops and input 
opportunities. 

Robustness: flexible with 
relevance across diverse use 
cases 

Sectoral Focus: companion 
document (NIST AI 600-1 AI 
RMF) includes cross-sectoral 
profile. 
 

Explainability: developed through 
transparent process with Request for 
Information, drafts for public 
comments, and workshops 

International Harmony: 
resonates with frameworks 
form EU, Singapore, and OECD. 

Use and Outcome-based: 
companion document (NIST AI 
600-1 AI RMF) includes use-
case profiles by function and 
category, tailored to 
requirements, risk tolerance, 
resources. 

Adaptability: includes issues such as 
mitigating hallucinations, data 
privacy, environmental impact, 
information integrity, and more; 
builds on previous knowledge on 
privacy and security. 

Comprehensive Risk 
Management: covers the 
different stages of AI lifecycle as 
well as business risks. 
 
 

Long-term Development: NIST 
tends to publish follow ups and 
updates to their documents. 

 
 
 
 
 

 

 
lii Another framework like the NIST SSDF that is not focused on AI but mentions AI-related components, is the 
WEF’s Data Equity Framework. This Framework emphasizes the need to identify and mitigate bias throughout 
the data life cycle from AI model testing to training. The Framework suggests various methods including 
embedding model and system traceability and accountability and disclosing non-human interactions as good 
ways to mitigate bias. The WEF specifically proposes that AI models and data processes be audited with clear 
documentation to ensure that the analytical process can be reviewed—this approach aligns with the NIST’s focus 
on auditability and traceability of AI systems. The document is a good high-level guidance to start discussions 
and guide strategic decisions on AI model testing but lacks technical details such as model performance metrics, 
robustness of adversarial attacks, and specific testing protocols. 
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Table 21: Assessing NIST SSDF281 Against Proposed Governance Criteria  
 

Pillar 1: Foundational Principles Pillar 2: Higher-Level Strategies Pillar 3: Sectoral Use Cases 
Multistakeholder Engagement: NIST 
typically engages various stakeholders 
for its publications, and the EO 
required NIST to solicit private sector, 
academia, and public sector input. 

Robustness: covers various risks 
at the software development 
level, aimed at software 
producers and acquirers only. 

Sectoral Focus: none. 

Explainability: aligned with business 
mission requirements, organizational 
goals, risk tolerance, and available 
resources; helps identify gaps and 
guide a prioritized action plan. 

International Harmony: refers 
to ISO documents. 

Use and Outcome-based: only 
defines risks at a high-level, not 
use case focused. 

Adaptability: based on software 
development practices (BSA, OWASP, 
SAFECode) 

Comprehensive Risk 
Management: focuses on 
software security but spans the 
AI model development process 
(data sourcing to training to 
software integration); does not 
include AI deployment or 
operation 

Long-term Development: NIST 
tends to publish follow ups and 
updates to their documents. 
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8. Conclusion 
 
Building on the phase 1 report on AI-enabled cyber risks and through this investigation of AI-
enabled risks to elections, the two reports highlight that AI will exacerbate existing risks from 
disruptive attacks to information operations. In the US, the various governance approaches 
have led to potential confusion and inefficiencies; yet, as shown in Table 16, the multi-layered 
approach has enabled mitigation measures against the AI-enable risks. At a high-level, the US 
approach covers all five AI-enabled cyber risks to a certain degree: 
 

• AI-enhanced traditional cyberattacks are covered by preexisting cybersecurity 
regulations as well as the AI EO’s focus on ensuring security of AI technology.  

• The three bills that have passed the markup stage in the Senate Committee on Rules 
and Administration—Protection Elections from Deceptive AI Act, AI Transparency in 
Elections Act, and the Preparing Election Administration for AI Act—are aimed at 
regulating deepfakes and AI-enabled disinformation. Furthermore, the AIBoR 
promotes the ethical use of GenAI which is an attempt to prevent malicious actors 
from spreading AI-enabled disinformation.  

• In terms of AI-enabled disruptions and maloperations of systems, the AI EO is 
extensive on mitigating inherent biases of AI models and systems and the AIBoR 
focuses on safe and effective systems. 

• AI-enabled national security threats from military applications of AI, AI-enabled 
terrorism, AI-enabled bioterrorism is accounted for by the NIST AI RMF as well as the 
NIST Plan for Global Engagement on AI Standards that can encourage international 
allies to implement a standard for AI. 

• NIST SSDF for GenAI focusing on secure development practices for GenAI and dual-
use foundation models can help mitigate against vulnerable code generation and 
dissemination as well as other AI-enabled business risks.  

 
However, this report’s in-depth research into and interviews of US AI governance measures 
reveal that the currently existing AI governance approaches are better categorized into three 
pillars: 1) foundational principles, 2) higher-level strategies, 3) sector-specific prescriptive 
regulations. The report emphasizes the importance of having all three pillars for a voluntary-
base, multi-layered approach informed by various stakeholders. Foundational principles 
should an explainable and adaptable baseline for strategies and sector-specific regulation to 
build upon. Higher-level strategies should be robust, pursue international harmony, and 
include comprehensive risk management. Finally, sector-specific prescriptive regulation 
should address the unique risks and requirements of a sector, be use and outcome-based 
guidelines, and be developed in the long-term. 
 
Based on this categorization, this report proposes a criterion for effective AI governance and 
framework measures. In assessing a select number of the US AI governance measures 
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according to the proposed criteria, the report concludes that the NIST RMF is a strong 
documentation of foundational principles, higher-level strategies, as well as use-case and 
sectoral-based guidance.  
 
Furthermore, all of the US AI governance approaches demonstrated strengths in including 
public-private partnership and multistakeholder engagement. The private sector, such as 
OpenAI and Anthropic, is in formal collaboration with US AISI and NIST regarding AI safety 
research.282 Beyond this level of coordination and the private sector’s general compliance 
with US government guidelines, additional details are not typically publicized. 
 
To further strengthen AI governance approaches, the public private partnership should focus 
on the following: 
 

• Research Coordination: Public and private stakeholders should actively work to design 
incentive structures that facilitate greater coordination between academic 
researchers and the private sector throughout the technology development lifecycle.  

• Support Open Innovation and Transparent Knowledge Sharing: Policymakers and AI 
providers should contribute to frameworks to democratize AI through responsible 
sharing of resources, including data, source code, models, use cases, and research 
findings. Also both the public and private sectors should encourage the sharing 
certification processes, ensuring transparency and trust among stakeholders.  

 
At this time, the US AI governance approaches all face an implementation challenge as well 
as lacks a binding enforcement mechanism. The AI EO is allegedly fully implemented, but 
researchers were only able to find evidence of around 80% implementation. The AIBoR calls 
upon various federal agencies to address AI-related issues, but only some agencies have 
adequately responded. As mentioned, the Department of Labor limited its focus to 
surveillance related to labor organizing, neglecting broader employee surveillance concerns. 
Similarly, the AI EO, AIBoR, NIST RMF, and NIST SSDF are nonbinding principles that request 
voluntary adoption which can limit the impact and effectiveness of the governance 
approaches. There needs to be a mechanism for monitoring and evaluation that measures 
the implementation progress and evaluate impacts of governance measures. This monitoring 
can help make adjustments as necessary to address emerging challenges and opportunities. 
 
Finally, as AI technologies continue to evolve, long-term development of AI governance 
approaches need to be incorporated to ensure that the governance evolves with the 
technology.  
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9. Expert Interviews 
 
AI Policy Expert 1 
 
AI Policy Expert 1 is Lead in the Data Policy team (Centre for the Fourth Industrial Revolution) and Lead 
of the "Resilient Governance and Regulation" working group of the AI Governance Alliance. The expert 
is passionate about exploring the ways in which AI, data and technology in general can promote digital 
transformation of governments, cross-sector collaboration, user-centered services, and inclusive 
development around the world. Prior to joining the Forum, The expert worked at the Inter-American 
Development Bank (IDB), supporting digital government and statistical capacity building projects. 
Before that, she worked at the World Bank, OECD, Ashoka Changemakers, and the Mexican Ministry 
of Foreign Affairs. The expert holds a master’s degree in International Affairs, and bachelor’s degrees 
in political science and in International Relations. 
 
We are beginning to see AI-related framework and governance measures such as the Biden EO and 
the NIST AI Risk Management Framework. What are the strengths and weaknesses of US AI 
regulations and frameworks? 
 
I think in the absence of more binding overarching regulation in the US, the executive order and the 
work that NIST has been doing are sending a message in the right direction. It's saying, 'We want to 
address this and ensure we develop technology responsibly.' It's also about bringing all key players 
into the conversation to make it more of a dialogue. I think there's an emphasis on responsible AI 
development across all stages of the AI development cycle, which sends the right message. There's a 
focus on protecting individual rights and privacy. When GDPR came out, Europe was perceived as 
more rights-based, whereas the US was seen as more market-based, favoring companies. With the EO 
and what NIST is doing, there's an understanding that we need to assess risk and issues of 
responsibility and protection to safeguard individuals. This, in my opinion, is changing the perception. 
 
The approach the US is taking aims to balance the promotion of innovation—empowering companies 
to experiment and develop solutions—while emphasizing responsibility, accountability, and 
transparency. It's an important balance, though achieving perfect alignment in practice may be 
challenging. One inherent weakness is the absence of a comprehensive national AI policy in the US. 
It's complex with federal and state levels having their own regulations, but there's a need for 
alignment and harmonization to cover citizens across the entire territory. 
 
Another aspect that countries, including the US, should aim for is promoting multinational 
collaboration to align risk metrics and standards with other nations. This involves navigating different 
national AI priorities, security issues, data localization, and governance approaches. It's not an easy 
task, but striving for alignment with other countries, finding minimal common ground, and fostering 
interoperability are crucial, considering data, technology, and talent flow across borders with varying 
political ideologies. Regulations should also consider the practical realization that perfect alignment 
may never be achievable. 
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Considering the challenges of harmonizing regulations across the US and globally, what would you 
suggest as the factors that must be included in a comprehensive AI approach? 

 
I want to emphasize that when I talk about alignment, I understand that there won't be a single 
regulatory approach or a universally accepted set of principles, especially not around AI. It's more 
about fostering collaboration across countries and advancing that type of alignment. However, there 
are limitations and inherent fragmentation due to specific national interests. Thus, collaboration 
across standard-setting organizations is crucial. In the absence of a specific national AI strategy, 
countries could still collaborate to develop softer regulatory frameworks and align with others. 
Understanding the needs of the private sector and other actors, and how these translate into cross-
border issues, is also key. Consulting with different sectors and actors, understanding specific use 
cases and the unique regulatory challenges they pose, is essential. Recognizing self-regulation or self-
governance innovations in the country, and how they align with international practices, is relevant. 
 
It's not about making exceptions or making things easier just because we don't want to lower 
standards. We want to ensure that technology is developed responsibly by establishing clear 
regulations, codes, and guidance that provide incentives for actors to comply. It also involves providing 
training, building capacity, allocating funding, and supporting open research. Access to resources such 
as computing power and data is essential to facilitate the development of these technologies. 
 
Therefore, any conditions or incentives that the public sector can create to empower different actors 
to comply with regulations and develop technology responsibly will ultimately benefit everyone. This 
approach ensures that companies can effectively meet regulatory requirements and respond to the 
demands of responsible technology development. 
 
What are factors that hinder AI governance frameworks currently? 

 
Technology moves so fast, and regulators are often steps behind. Keeping regulators updated on 
technological advancements is crucial. It involves capacity building and transparency from companies 
in their development processes. Flexible regulatory mechanisms are essential due to ongoing 
technological progress. New solutions could include self-governance with government collaboration, 
and regulatory sandboxes for testing regulations in controlled environments. This approach avoids 
delays in advancing regulations, aligning with agile methodologies. National AI policies are crucial 
anchors alongside soft guidance and best practices. Maintaining a constant dialogue with diverse 
stakeholders is challenging but vital.  
 
Could you just explain how a regular sandbox would work, especially in the context of AI? 
 
Although I'm not an expert in the topic or directly involved in development, I can provide an example. 
Regulatory sandboxes allow companies and governments to collaborate in testing specific regulations 
and product development. It's an iterative process where they assess feasibility within project cycles, 
ensuring compatibility and clarifying requirements. Countries like Singapore, UAE, Brazil, and the UK 
have pioneered these sandboxes. 
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How effective are AI safety practices and measures by NIST and CISA in suppressing AI misuse? 
 

Concerning NIST, the organization has been proactive in developing guidelines and frameworks that 
extend beyond the US. For example, I recall a recent discussion with a government official who leads 
AI initiatives where they highlighted collaborative efforts with NIST in Singapore. Together, they've 
crafted robust risk management frameworks. There's also been alignment noted with the UK in similar 
endeavors. They incorporate crucial elements such as fairness, accountability, transparency, 
trustworthiness, and security, which are essential. They're setting a standard for the responsibility 
that should be upheld. In this regard, I believe they're effectively conveying this message. 
 
Can you expand on some of the work you do around the socioeconomic factors of AI, and how AI 
governance approaches seek to regulate those impacts? 
 
At the AI Governance Alliance, we collaborate extensively with our community, which comprises over 
300 members. In the working group I lead focusing on regulation and governance, we have about 130 
members. Our approach aims to incorporate diverse perspectives on a global scale, emphasizing best 
practices and regulatory recommendations that extend beyond just economic or social impacts of AI. 
We strive to consider how regulations affect entire societies and various stakeholder groups while also 
exploring ways to make regulations more agile. I would say our work not only covers the issues you 
mentioned but goes a step further. However, given the rapid evolution of the topic, it can be 
challenging to track every specific development at the country level. Instead, we focus on 
understanding broader trends and approaches to AI governance, aiming to strike a balance between 
providing overarching insights and actionable recommendations applicable across different countries. 
 
How can AI models be governed or tested to make sure they consider all these impacts? 
 
That’s a tricky one. Safety and security are key, so there should be regular audits and privacy 
assessments. Assessing consent, ensuring effective initial consent is respected, and addressing 
traceability issues regarding data integrity and mutation within systems are important for privacy 
protection. Another challenging aspect is testing for biases and ensuring fairness, especially given that 
many models are inherently biased due to historical data biases. We attempt to correct these biases 
through adjustments in models, assessments, and weight corrections, although these assessments are 
often conducted at the end of the data lifecycle. Ideally, such assessments should occur throughout 
the entire AI development cycle, integrating perspectives beyond just engineers and developers to 
encompass diverse team viewpoints. In practice, overcompensation for bias can lead to models that 
do not accurately reflect historical facts. Incorporating sociologists, psychologists, and bias training for 
team members is essential, alongside implementing procedures for continuous bias assessment 
throughout processes. Establishing partnerships among stakeholder groups for consultation and 
testing is crucial, facilitating iterative learning and system refinement. Transparency, accountability, 
and traceability in addressing these issues are paramount, along with establishing clear, measurable 
criteria for assessing and addressing safety and security. Continuous monitoring should not be merely 
corrective but preventive, leveraging user feedback and model outcomes. Open communication with 
stakeholders is essential for accountability—both internal and external processes and reporting to 
governmental bodies on issues like data breaches and other concerns are crucial. 
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Do you think there is sufficient support and effort directed towards establishing criteria for the 
entire lifecycle of data? 
 
I think there's an intent. I don't know if there are enough resources devoted to it—perhaps due to 
aggressive product launch timelines and pressure to respond to political correctness or issues. I think 
there could be a lot more efficiency if there was an exchange of these practices, more transparency 
about how companies conduct these assessments and where they stand, and the metrics they're 
measuring and exchanging those experiences. But I feel like there are still a lot of barriers to open 
conversation for many reasons, including business secrets, intellectual property, and the risk of giving 
away sensitive information to the competition. So, in that sense, maybe academia, society, and 
government could help build those bridges, have more alignment, and promote more effective and 
aligned measurements that can help test models for privacy, security, safety, biases, inclusion, all of 
that. An active strategy involves assessing these companies to allocate financial resources for 
designing metrics, running them, and collecting data to assess impact. Collaboration with other 
sectors in different countries should focus on developing metrics that are more relevant for the 
models throughout the AI development cycle, rather than just corrective measures at the end. 
 
Security Expert 1 
 
Security Expert 1 is Chief Executive Officer of a security consulting firm, a global cyber security advisory, 
training, consulting, and media services company supporting hundreds of major organizations across 
the world. The expert recently retired from a telecommunication company after thirty-one years of 
service, culminating as Senior Vice President and Chief Security Officer from 2004 to 2016. The expert 
was elected a Fellow in 2010 and  is a Research Professor in the Computer Science Department at the 
NYU Tandon School of Engineering, and a Senior Advisor at the Applied Physics Laboratory at Johns 
Hopkins University. The expert is the author of six books on cyber security, and dozens of major 
research and technical papers in peer-reviewed journals and conference proceedings. The expert has 
also been Adjunct Professor of Computer Science at the Stevens Institute of Technology for the past 
twenty-nine years, where he has introduced over three thousand graduate students to the topic of 
information security. The expert holds the BS degree in Physics, the MS/PhD degrees in Computer 
Science and is a graduate of the Columbia Business School. He holds ten patents in cyber security 
technology, and he served previously on the Board of Directors for a bank and the NSA Advisory Board. 
The expert’s work has been highlighted on CNN, the New York Times, and the Wall Street Journal. The 
expert has worked directly with four Presidential administrations on issues related to national security, 
critical infrastructure protection, and cyber policy.  
 
How should AI model safety evaluation be approached or tested? 

 
We don’t know yet what the AI threats really are. There are some preliminary situations that hackers, 
researchers, and academics are trying to get a sense of through model projections. Early models 
predict that AI threats would include data source pollution, making algorithms come to the wrong 
conclusion, and hallucination. This is similar to the early days of cybersecurity: we had predictive 
models for risks, and some predictions were correct while others were not. We are going to have to 
wait and see what the threats are to really identify the approach to AI model safety evaluation. 
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What are the key differences between traditional cybersecurity approaches and the regulatory 
needs emerging with AI technologies? 

 
The biggest difference is maturity. There is a lot in common between the two fields in how they 
originated. When cybersecurity became an issue, people initially tried to find similarities with 
standards, commercial products, and best practices, but we learned that cybersecurity needed a 
different approach. I believe that after these early days of AI, we may go down the same route as well 
especially in terms of safety and security. Another difference is that AI is dealing with algorithms and 
technique’s that we don’t understand as much as cybersecurity. For example, what really happens 
when we fire neurons in a neural network. This means that forensics will be different as well. 
  
What do you think are the weaknesses of current AI frameworks and governance measures? 

 
The current ones are too academic right now. For example, there is a presumption of what a machine 
learning operation pipeline looks like in business, but if you asked a business about that pipeline, you 
will get a lot of different answers. The idea that there is a standard way to build models is just not true, 
and that is what MITRE, NIST, and the AI EO are missing. Also, day-to-day practitioners can’t change 
what Google, for example, is doing. Practitioners just must use the output. The best that a framework 
can do is to work with technology providers to ensure that the output is somewhat clean. In the early 
days of cybersecurity, there was the orange book—it was a framework for cybersecurity that 
eventually became defunct and completely thrown out. We must be willing to take such steps with AI 
framework when they don’t work. We must be flexible and open to change. 
 
What changes would you make to current AI governance measures? 

 
Right now, most of the governance measures are principles. What is missing is practical experience. 
Companies that use AI daily need to be in tune with the challenges and use cases—both the good and 
bad use case. Most of the time, AI is not necessarily bad. It’s just that there is bad security. AI can help 
expose risks, but then we need a framework to deal with this as well as guardrails. Jumping too quickly 
to regulation and legislation may stifle innovation, especially when there is so much potential for 
healthy AI use. To have people use AI for good use cases, we need to avoid overregulation, be 
intentional about international agreements, and make key societal decisions with the good use cases 
in mind. 
 
A majority of the experts are highlighting the importance of having use cases. What are some efforts 
on this front? 

 
Professor Fei-Fei Li at Stanford invented ImageNet which trains databases and machine learning to 
match good training examples or use cases. There needs to be a common language for some kind of 
use cases repository. For example, having a score of 1 to 10 with 10 being a terrible outcome. We also 
need to avoid over concluding from use cases and using that conclusion to dictate policy. The next 10 
years will be a lot of balancing the good and bad use cases, and the cybersecurity community needs 
to allow for mistakes to happen instead of blocking everything. 
 
  



98 
 

What are some AI-enhanced election risks? 
 

There are a few different dimensions or layers to this. There is the base layer which includes the 
infrastructure that moves votes and reports to election servers. The infrastructure is dependent on 
networks, systems, cloud, computers, and software. A thousand things can go wrong there, but we 
did a good job in 2020 under the leadership of Chris Krebs to keep the base layer secure. Then, there 
is the fake news later that can influence votes without dealing with the election infrastructure. Then, 
there is the actual voting that uses software to tally votes, keep a voter database, and more. We are 
still using old technology and processes for these layers. The one factor that keeps us safe is that the 
US has distributed elections. If we had a centralized election, one collapse or risk can breakdown the 
whole election. With our 50 different elections, problems don’t cascade from one to another.  
 
AI Policy Expert 2 
 
AI Policy Expert 2 is the Policy lead for Artificial Intelligence and Machine Learning - AI Governance 
Alliance at an international organization.  Prior to her role at the organization, the expert held the 
position of Head of EU Corporate Affairs at a software company from 2022 to 2024. From 2020 to 
2022, the expert was the Head of Policy and Operations for Technology and Advanced Manufacturing 
at the Department for International Trade (DIT) in the United Kingdom. Earlier, The expert managed 
the Telecoms and Trade EU Exit strategies at the Department for Digital Culture, Media, and Sport 
(DCMS).  The expert's policy journey began as a Senior Policy Adviser at the Broadband Stakeholder 
Group, followed by the expert’s role as a European Affairs Executive at the Architects Registration 
Board. With a robust background in guiding cross-sectoral policy frameworks and a deep commitment 
to advancing the responsible integration of AI technologies into global markets, the expert continues 
to be a leading voice in AI governance and policy innovation. 
 
Can you tell us about your background and current work at the WEF? 
 
I joined the forum about two months ago. My background is in policy development and strategy, and 
I've been working on behalf of a multinational organization that specializes in developing AI 
applications across various sectors. As part of that work, I was deeply involved in the negotiations of 
the EU AI Act. Currently, I serve as the policy lead on AI within the AI Governance Alliance at the World 
Economic Forum. I’m managing two distinct projects. The first focuses on regulatory governance and 
aims to establish best practices across different regulatory frameworks, providing guidance for 
policymakers and industry leaders. The second project is broader and centers on what we refer to as 
"Inclusive AI for Growth and Development." This initiative explores how countries in the Global South 
can develop national AI strategies while integrating effective governance mechanisms. 
 
Based on your work at the AI Governance Alliance, how does your work seek to balance innovation 
and regulation in its approach to shaping AI policies? 
 
That's a big question, but I want to start with a caveat. The World Economic Forum's role in this context 
is not to determine the best regulatory framework for AI or to advise policymakers on a single 
approach. Instead, we examine the various existing regulatory frameworks for AI. Our focus is not just 
on the pros and cons of each but on understanding why so many different approaches exist and in 
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what contexts they were developed. We also explore potential areas for convergence on regulatory 
issues at the global level. I can’t definitively say which regulatory approach is the best. However, I can 
outline the different levels of regulatory intervention. For instance, we have principle-based 
approaches, rule-based frameworks like the EU AI Act, and other horizontal regulations from different 
nations. Then, there’s the UK model, which deliberately chose not to regulate AI across all sectors. 
Other countries have opted out of regulating AI altogether, fearing it could stifle innovation. 
 
Addressing your question about the impact of regulation on innovation is complex. It really depends 
on the regional context and the underlying regulations that apply to various uses of AI. Taking the EU 
as an example, it is currently the most interventionist in terms of AI regulation, being the first attempt 
at a comprehensive horizontal framework. This includes establishing rules for AI system development, 
implementation, and risk assessment. Initially, the EU’s approach was risk-based, but it has become 
more ambitious over time. Industries are concerned that such regulation might hinder innovation. 
While that concern is valid, we need to consider the purpose of regulation in this context. 
 
In the EU, regulators adopt a precautionary approach to protect citizens, reflecting a broader cultural 
attitude towards regulation. This is evident in various digital regulations, with GDPR being the most 
prominent. Existing regulations often justify the introduction of new ones despite challenges. In 
contrast, the UK government made a conscious choice not to impose extensive regulations on AI to 
avoid negatively impacting innovation. The UK's regulatory culture is more liberal, focusing on 
intervention only when there is a clear risk, unlike the EU’s precautionary stance. In the U.S., the 
context is different again, with relatively few data protection regulations that could serve as a 
foundation for AI regulation. However, what we have observed over the past two or three years is 
that AI regulation is now a priority for governments worldwide. They are all seeking to develop 
appropriate guardrails. The challenge remains: how much intervention is necessary and what level of 
regulation is suitable for the specific market context, the ways AI is used, and its potential impact on 
innovation? 
 
What are some of the specific challenges associated with rule-based and principle-based 
frameworks, as well as any other approaches you've encountered? 
 
There are several challenges associated with regulating AI, and from my perspective, the most 
significant one is the inherent uncertainty surrounding the technology. Unlike product safety 
regulations, where we can often predict worst-case scenarios, assessing the risks of AI is far more 
complex. Many risks remain unknown and difficult to anticipate. 
 
One challenge regulators face is whether to regulate AI in the same manner as product safety or to 
adopt a different approach altogether. It’s essential to recognize that AI regulation extends beyond 
product standards; it intersects with ethics and various aspects of life and different sectors. This 
complicates the regulatory landscape significantly. For example, we need to consider how data is 
collected, used, and processed, as well as the specific risks associated with AI models themselves. Can 
these models become autonomous? Can they behave in ways we cannot foresee? These questions 
highlight the need for tailored regulatory responses. 
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The biggest challenge, therefore, is the sheer number of unknowns related to AI. Creating regulations 
that can endure over time is virtually impossible given the rapid evolution of technology and its 
applications across various industries and societal contexts. Regulators must continuously monitor 
emerging risks and advancements, which requires a substantial amount of information and analysis 
to inform effective decision-making. Furthermore, there are challenges related to the policy goals of 
regulations. While many regulators focus on AI safety as the primary reason for regulation, others, like 
the EU, consider the implications of AI on fundamental rights. This divergence in focus creates 
additional complexities. In summary, the key challenge is that AI is an evolving technology with many 
unknown risks attached, making effective regulation a difficult task. 
 
In the past two years, how has the understanding of generative AI's risks and benefits evolved, 
particularly regarding the need for democratization and regulation? 

 
I would say there have been various developments in the last two years. AI has existed for 30 years 
and was already regulated, primarily in areas like data protection and finance. However, generative AI 
became publicly accessible, which sparked panic regarding its potential effects. This was the primary 
experience regulators faced. Of course, generative AI has numerous applications that are extremely 
beneficial for industries and small businesses. Nevertheless, the fear and uncertainty about how 
generative AI could impact lives and society have dominated the conversation, leading to a rush 
toward regulation. I believe that if we take a step back and consider generative AI more carefully, we 
need to slow down and weigh the risks to the public alongside the benefits. It's essential to ensure 
that our regulations do not unintentionally limit applications that could be extremely useful for 
economic growth and societal development.   
 
What is your view on the need for regulatory frameworks or guidelines for users of AI? 

 
I think you need to establish some guardrails when it comes to AI regulation. The most effective 
approach is to begin by identifying the highest risks to society, focusing on potential harm and the 
dangers of specific uses of AI. By prioritizing the regulation of high-risk applications first, we can create 
a solid foundation for determining which AI systems should be prohibited and which ones require 
scrutiny from regulators. 
 
What I meant by "panic" is the tendency to try to regulate all possible uses of AI simultaneously, 
regardless of their risk levels. This mindset was evident during the EU's negotiations on the AI Act, 
where there was a prevailing notion that AI was inherently unsafe because its applications were still 
largely unknown. However, industry representatives highlighted the many beneficial uses of AI across 
various sectors. This ultimately led the EU to revert to a high-risk-first approach, emphasizing the need 
to regulate the most concerning AI applications first. Broadly speaking, regulating specific technologies 
may not be the most effective strategy. Instead, we should start with use cases. By analyzing how AI 
will be applied across different sectors, we can better identify high-risk and low-risk situations. Low-
risk AI systems, which pose little threat, generally do not require regulation. 
 
It's important to avoid regulating AI simply because it’s a new technology. Technology evolves rapidly, 
and in the near future, we might be discussing entirely different innovations. Thus, regulation should 
focus on how systems will be used rather than on the technology itself. Although we can't predict all 
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risks, incorporating mechanisms to assess and anticipate them within the regulatory framework is 
crucial. This should be an ongoing exercise for all regulators, and I believe this reflects both the EU's 
and the UK’s approach: forming multi-stakeholder groups to guide regulators in identifying emerging 
risks. This allows for ongoing reclassification of risks, adapting to changes and different uses. 

You’ve stated that it makes sense to regulate use cases instead of technology as a whole—do you 
foresee a need to regulate both providers of harmful AI models and users who misuse AI? 

 
I believe everyone along the value chain has a responsibility. For instance, generative AI developers 
have a responsibility to ensure that their AI systems are properly trained, monitored throughout their 
lifecycle, and that all development processes are documented. It’s easy to assume that once an AI 
model is deployed, the developer is no longer responsible for its usage—placing that burden solely on 
the user, but I don’t think that’s correct. Developers, particularly those working with generative AI, 
must ensure that their models are both developed and used appropriately. They also have a 
responsibility to communicate these guidelines to their users, which include not just individuals but 
also businesses that fine-tune or create new versions of the models. This principle of accountability 
should permeate across the entire value chain and is crucial to embed in our practices. There are 
various ways to enforce this accountability. For example, developers could be required to follow 
specific steps and obtain regulatory approval before bringing an AI system to market. Alternatively, 
we could encourage self-governance, urging companies to adopt transparency and accountability 
principles to foster trust in the absence of stringent regulations. Ultimately, the primary responsibility 
lies with the developers. 
 
Could you elaborate on how international collaborations or frameworks can enhance public-private 
cooperation and partnerships in this context? 

 
When discussing international collaboration or cooperation, we automatically and rightly think about 
the development of AI standards. This effort requires the involvement of the entire ecosystem—
industry, civil society, and all stakeholders—because it’s no longer just about product safety; it’s about 
understanding how AI systems impact society. Different regions may have varying ethical 
considerations, which must be considered when creating these standards. Additionally, regulators 
need a foresight function to anticipate the implications of AI. In establishing a foresight function—
whether through the EU AI office or another organization—it’s essential to have full participation from 
all sectors of society. Industry plays a pivotal role here; when developing models, companies must 
understand their potential uses. Their insights are vital for informing policymakers about effective 
regulations. Regarding public-private partnerships in AI, regulatory sandboxes come to mind as a way 
to test different approaches before formal regulation. This requires the public sector to be fully 
engaged, allowing companies to pilot AI models under controlled conditions. This approach helps build 
trust with the private sector, demonstrating that regulation doesn’t have to happen immediately and 
that there is room to evaluate products under the right conditions. 
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Can you expand on the private-public partnerships in AI regulation? 
 

When considering the EU framework or even the UK, they have established expert working groups. 
These groups consist of experts in AI development from various sectors, including specific companies, 
trade associations, civil society organizations, and consumer organizations. Their goal is to replicate 
societal dynamics and create long-standing expert groups that continuously inform regulators. 
 
At the WEF, we aim to do something similar. We have over 208 organizations globally, with about 350 
to 360 members in our community. We strive to be as representative and diverse as possible, not just 
within the AI ecosystem but also from a global perspective. This is challenging, yet it has led to many 
positive outcomes, such as fostering innovative solutions and addressing problems more swiftly. 
 
I believe that as AI regulation evolves, we will increasingly see this multi-stakeholder approach, where 
governments rely on diverse input to inform their regulatory decisions. This method is not only faster 
but also more reliable than having the government make decisions without testing them in real-world 
scenarios. 
 
Can you discuss how government regulators select stakeholders from the AI value chain to ensure 
effective collaboration and innovation? 

 
I believe it’s essential for governments to carefully choose the sectors they engage with. Typically, 
you’d examine the value chain across AI, focusing on the major generative AI developers—of which 
there are only a handful. You always need to have them, or you need to consult them, because they 
are the ones driving innovation. Next, you have large players who may not develop AI models 
themselves but are fine-tuning them. Additionally, it’s important to include businesses that use AI in 
both B2B and B2C contexts. Ultimately, it’s the responsibility of the government and regulators to 
ensure they select the right stakeholders for a diverse group. Sometimes they succeed in this, but at 
other times, they miss the mark. This has certainly been the case in the EU, where it has been hit or 
miss. However, I believe that everyone is improving in this regard.  
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Policy Expert 1 
 
Policy Expert 1 currently serves as Director of Information Integrity for an ICT solution vendor’s 
Democracy Forward Program. The expert is a former non-resident policy fellow with the Stanford 
Internet Observatory. The expert served as Senior Cybersecurity Advisor at the Department of 
Homeland Security, where the expert focused on election security issues. The expert previously served 
as a Commissioner at the Election Assistance Commission, including serving as the Commission’s 
Chairman. Prior to that, the expert held staff positions with the Ohio Secretary of State’s office, where 
the expert oversaw voting-system certification efforts and helped develop an online voter registration 
system. The expert holds a law degree and BS and BA degrees. 
 
How have election-related threats evolved from 2016 Cambridge Analytica Era to the 2020 Twitter 
era to the 2024 generative AI era? 
 
The threat environment changed drastically. I led the election security work within the Department of 
Homeland Security (DHS) starting in 2018 but had already been working on the issue in 2016 as well. 
In 2016, the experience we had in the US was one in which Russia specifically targeted both campaigns 
and election infrastructure—the websites and voter registration databases of election authorities. 
They stole data, and in some cases, used that information for an information operation with troll farms 
and bots that were employed to spread false information about candidates and the election process. 
The tactic they used involved building their own audiences with fake accounts to disseminate 
misinformation independently. This operation was orchestrated by the Russian government as 
detailed in reports from the US Senate Intelligence Committee. They also organized or had Americans 
organize competing rallies on divisive issues such as racial politics, where opposing groups would 
converge to generate anger and frustration. As election time approached, the Russians shifted focus 
to political and electoral matters, aiming to bring the generated emotions and attention into the real 
world through news articles, media coverage, and actions by citizens. 
 
Moving to 2018, my experience indicated a decrease in such direct engagement. Instead, within the 
US, social divisions and political polarization worsened, primarily manifesting as heated debates on 
platforms like Twitter. Similar tactics involving bots were employed, but the emphasis shifted to 
amplifying existing domestic controversies rather than creating new ones. 
 
By 2020, the tactics had changed significantly. While some cyber activities persisted, the primary 
challenge in the information environment during the election was the widespread dissemination of 
claims about election fraud, ballot manipulation, and other electoral irregularities. These claims were 
amplified by both large domestic accounts and foreign state actors, exacerbating divisions within the 
country. For example, in Arizona, controversy arose over the use of Sharpie pens on ballots. A simple 
query on social media about the pens bleeding through ballots was exploited to sow doubt and 
suspicion about the election process. This tactic was not limited to Arizona but spread to other states, 
creating a narrative that Sharpies were being used to invalidate ballots and rig the election. 
Throughout 2020, narratives often emerged organically from smaller accounts and gained momentum 
until they were seized upon by larger influencers who validated and amplified them. This bottom-up 
approach to narrative development made it challenging to respond effectively, akin to a game of 
whack-a-mole for social media companies and election officials trying to moderate false information. 
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Ultimately, the sheer volume and speed of these narratives overwhelmed the information space, 
making it impossible for election officials to address every claim simultaneously. This pollution of the 
information space capitalized on existing online discussions rather than executing a pre-planned 
narrative by adversaries, demonstrating the evolving nature of information warfare tactics. 
 
How do you think the recent assassination attempt of former President Trump will affect AI-enabled 
influence operations? 
 
If we look at what we’ve observed with AI-enabled influence operations, there’s been extensive 
concern about AI's impact on election information environments, prompting significant efforts by tech 
companies, nonprofits, and governments to understand and mitigate risks. 
 
From what we've seen in recent elections like those in the EU, UK, India, and France, AI has been used 
in a couple of ways. First, there have been attempts to generate images, videos, and in some instances, 
manipulate audio, but the impact of these efforts has been limited. For example, during the Taiwanese 
election, the Chinese government attempted to use AI-generated content to influence discussions 
around election-related issues and candidates. Despite these attempts, interaction with such content 
was minimal and did not significantly influence the electorate. Similarly, in the EU and UK elections, 
AI was used sparingly and locally, primarily to provoke reactions or emotions rather than to deceive 
through deepfakes or falsified actions attributed to individuals. 
 
In the United States, there were isolated incidents such as the use of AI-generated audio imitating 
President Biden in New Hampshire, suggesting election-related misinformation. However, these 
attempts were swiftly debunked and had little to no impact. Thus far, the widespread concerns about 
AI-driven deepfakes or deceptive AI have not materialized on a large scale. Instead, adversaries have 
utilized AI to amplify existing narratives and gain attention or emotional responses, albeit without 
overwhelming impact in most cases. In India, for instance, AI was observed in private chat groups but 
did not significantly alter the election discourse as anticipated. 
 
Moving to the question of misinformation around the assassination attempt, there's been widespread 
speculation and conspiracy theories across the political spectrum. AI has played a minor role, mainly 
in creating exaggerated imagery. The greater concern remains mis/disinformation spread through 
traditional manipulative tools and platforms, like image editors. Therefore, whether or not it's AI-
manipulated content, the strategies to mitigate their impact remain consistent. It is crucial to 
proactively flood the information space with trusted and authoritative sources, such as election 
officials' communications. For example, during the EU elections, public campaigns directed voters to 
verified sources like the EU Commission's website for reliable election information. 
 
Learning from experiences in 2020, the key lesson is the continuous dissemination of trusted 
information well before and during elections. This proactive approach not only reduces the likelihood 
of misinformation going viral but also encourages critical scrutiny from the public when confronting 
dubious claims. In conclusion, whether addressing AI or traditional media manipulation, maintaining 
information integrity through proactive measures is paramount. 
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What are the most effective methods for mitigating AI-enabled disinformation and information 
operations? 

 
We approach this similarly to cybersecurity. There's no one solution to tackle AI and information 
environment challenges. Instead, it requires a layered approach. First, we focus on providing 
indicators of trust to customers and voters regarding information. This involves directing them to 
trusted election official websites or reliable news outlets. We've heavily invested in content 
provenance—labelling media to indicate its origin, ensuring transparency in its creation and 
distribution. This approach allows media and voters to question authenticity if provenance is absent, 
which is crucial for enhancing trust. Additionally, we invest in watermarking for hidden metadata, 
which strengthens our verification capabilities. This hidden metadata serves as a digital fingerprint, 
enabling us to verify the authenticity of images and videos, even if the visible content is altered.  
 
The second layer of our approach focuses on improving the detection of manipulated media. While 
this remains a significant challenge due to evolving AI technologies, we continuously enhance our 
detection capabilities. Our goal is to differentiate between trustworthy information and potential 
manipulations, providing clear labels to help voters navigate the digital landscape effectively. Lastly, 
we emphasize media and information literacy through comprehensive education campaigns. These 
initiatives empower voters, including demographics less familiar with technical aspects of media 
sourcing, such as older populations. By promoting critical thinking and responsible sharing practices, 
we aim to equip voters with the skills needed to assess online content accurately. This proactive 
approach is essential in safeguarding the integrity of elections and combating misinformation. 
 
Do you think that our society is doing enough to invest in digital literacy? 
 
I think we could always do more, so no. We need to understand that in media and information literacy 
space, the responsibility can't just fall on tech companies or civil society that don't have enough 
support. We are working with OpenAI and the Coalition on Content Provenance, and we've also 
collaborated with other civil society groups to fund their media and information literacy efforts. But 
there's also a role for government to play in this. We know that there's been consideration of adopting 
curriculum for media and information literacy. Some countries have done this effectively. I think 
government, civil society, and tech companies can work together to build an understanding within the 
population of how to interact with information on social media and on the web. Greater investment 
is needed, but it's not just money; it's the investment of time, educational resources, and government 
prioritizing this for their population. This is a long-term effort in media and information literacy. You 
can't just do it for a year and hope that it takes hold, it requires sustained effort and understanding. 
 
We have heard about the liar’s dividend often in the context of AI-enabled influence operations. 
Could you speak about that and how you view the risk? 
 
This topic is quite critical, especially given recent events. During the 2020 US election cycle, we saw a 
troubling trend where many voters felt overwhelmed and unsure about what information to trust. 
This sentiment was pervasive at various stages of the election process, reflecting a broader challenge 
in our information ecosystem. When we think about the impact of AI on these issues, it's clear that AI 
has the potential to worsen these existing challenges. Mis/disinformation can spread more rapidly 
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and convincingly through AI-generated content. The real risk here is the erosion of trust among the 
electorate, leading to apathy and disengagement from civic discourse. To address these challenges, 
it's crucial to empower individuals with reliable sources of information. This means not only combating 
false narratives but also providing clear, transparent indicators of trust. Our commitment to enhancing 
content provenance is central to this effort. By offering verifiable information about the origin and 
authenticity of content, we aim to equip people with the tools they need to navigate today's media 
complexities. At its core, this is about ensuring that our democratic processes remain robust and 
resilient. When people have access to trustworthy information, they can engage meaningfully in 
debates, make informed decisions, and hold elected officials accountable. This foundational trust in 
information sources is essential for the healthy functioning of our democracy, safeguarding against 
the divisive impacts of misinformation and fostering a more informed electorate. 
 
What do you think is more likely to be a risk or threat for the US: foreign threat actors (Russia, China, 
and Iran) or domestic influence operations similar to those seen in the EU elections? 
 
It's hard to say because they are so intertwined at this point. We know that our foreign adversaries 
use our domestic divides to their advantage. I read an article today about the assassination attempts 
on former President Trump and how the Russians jumped to amplify circulating conspiracies. From 
2016 to 2020, they realized they don't have to generate a lot of their own content; they can just 
amplify what's already out there. So, they go hand in hand. We're going to continue to see a pattern 
where our adversaries identify that content and play both sides against each other, as they have over 
the years, to create division and distrust. Their clear purpose is to portray American democracy as 
weak and to use this to message to their own population: 'You don't want this; you don't want 
democracy. It's not healthy. Look how it's playing out in the United States. 
 

AI Policy Expert 3 
 
AI Policy Expert 3 is the policy research manager at a university’s Institute for Human-Centered 
Artificial Intelligence (HAI), where the expert develops and oversees policy research initiatives. The 
expert is passionate about harnessing AI governance research to inform policies that ensure the safe 
and responsible development of AI around the world—with a focus on research on the privacy 
implications of AI development, the implementation challenges of AI regulation, and the governance 
of large-scale AI models. Prior to joining HAI, the expert worked as a China-focused consultant and 
analyst, managing and delivering in-depth research and strategic advice regarding China’s 
development and regulation of emerging technologies including AI. The expert holds a Master's in 
International Policy and a Bachelor's in Chinese Studies. 
 
Your piece "Transparency of AI EO Implementation: An Assessment 90 Days In” emphasizes the 
importance of implementation and transparency. Can you speak on why these two factors are so 
critical and how they can help AI governance more effectively? 

 
When Biden’s EO on AI came out, it was a massive document with lots of different tasks assigned to 
different agencies. We wanted to make sense of that in a somewhat methodical way and be able to 
track how the government is implementing it. Previously, HAI and Standford’s law school had done 
work on previous AI-related legal documents: two EOs and one AI in government act. Retroactively, 



107 
 

HAI tracked the implementation of the three measures and found inconsistent and poor 
implementation. Additionally, finding public evidence of implementation was difficult. Reporting 
implementation allows external stakeholders to provide informed advice to the government. 
Furthermore, weak and inconsistent implementation implies that leadership was not sufficiently 
empowered or lacked the resources to implement the regulations. This previous work showed us the 
importance of tracking implementation, if at least to pressure the government to make improvements. 
 
In the last eight months since the Biden EO was put out, we are seeing a better and proactive 
implementation approach and progress reporting. The White House is putting out regular fact sheets 
and proactively talking about what it is doing; agencies set up websites to show what they are doing 
on the EO. Most importantly, things are being implemented. A variety of road maps are being created. 
Major policies, task forces, AI safety boards are being created. Clearly the full range of tasks are in 
motion. We are generally positive about this momentum, and we can see the AI EO is a government 
priority. Agencies are empowered, have resources, and are pressured to meet the deadlines. 
Government is better at reporting. One weakness is that we still cannot find all the information on 
implementation completion even though the US government claims 100% implementation. HAI was 
only able to confirm 70-80% of task completion.  
 
In examining the implementation of the Biden EO on AI, which tasks did you find most impactful 
and effective? 

 
In focusing on implementation, there is risk in making the process a box ticking exercise. There is a 
pressure to meet the deadlines from the EO but some activities were already underway or, for 
example, there is a requirement for each agency to assign a Chief AI Officer—for the most part, 
agencies are doing this, but perhaps, the new Chief AI Officer was the Chief Information Officer 
beforehand. It is hard to assess, but some significant activities include OMB’s new policy on the use of 
AI in government which came out a couple months ago. It is a large and comprehensive effort. NIST 
came out with some documents. Various agencies like DHS and HHS now have roadmaps that feel 
meaningful and substantive. It is important to note, however, that the early requirements of the EO 
were foundational tasks: set up task forces, boards, and working groups or get stakeholder input. This 
groundwork lays the foundation for more meaningful work down the road.  
 
How are agencies working together, aligning, and/or collaborating for AI regulation, especially in 
the context of the Biden AI EO? 

 
Generally, I am not sure if there is a strong mechanism in place for this process and collaboration, but 
the predominant approach is to avoid making new agencies/departments/units. There is a question 
across the globe regarding whether AI should be dealt with under new regulatory agencies or if the 
existing organizations should adapt to cover AI. The EO approach is that AI work sits with every single 
part of government and that everyone has to work and input from their perspective. The teams and 
offices likely do have the right people who can take on the new AI tasks. The EO is also prescriptive at 
points telling which agency to work on what or with whom. The main mode for pushing forward this 
work has been to create task forces—not a new entity like department but identifying point people 
and empowering them to work on cross-cutting work. There is not much public information on this 
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yet, but the cross agency board of all Chief AI Officers will be an interesting mechanism for 
collaboration. However, it is too early for an external party to say how that is functioning so far. 
 
Are there any other criteria needed for measuring the effectiveness of AI governance/framework 
besides implementation and transparency? 

 
One factor to focus on is the AI talent within the government. Any AI governance framework is only 
effective and possible for implementation if you have the right expertise in government to implement 
and drive it forward. AI talent is a real issue all around the world. All these governance frameworks 
with hundreds of requirements and deadlines and thoughtful risk frameworks can exist, but if we don’t 
have the technical or other talent to be able to implement or constantly iterate on it, you are going to 
just run into roadblocks, especially because AI technology evolves so quickly. This EO was great, 
comprehensive, and bold, but the government can only do it if there is talent. This means we need to 
look at immigration policies, internal policies for how you get people into government and what the 
pipeline is, rotate people in and out of government, or be able to pay people more to compete with 
the private sector. The EO was more foundational, so it didn’t need the specific AI talent yet. Now, the 
government is reaching out to external technical advisors for input which is okay about public sector 
talent is highly necessary. 
 
What are the immediate next steps to further the effectiveness of AI governance measures? 

 
Ultimately the EO is not an actual legal framework, meaning it does not regulate. The EO mobilizes 
the federal government to think about how to tackle AI, create roadmaps, and think about policies. 
The clear next step is what concrete regulation will come out of this. Will there be binding regulations 
and requirements that the private sector must abide by? All we have thus far are voluntary 
frameworks and commitments. In the US, we are now going into political and unstable times where 
not much is going to happen in the election months or even before. But there is a dynamic range of 
bills being proposed by various senators that are all sitting there waiting to be moved through later. 
Ultimately, the EO built capacity in the government as a wakeup call to force agencies to consider how 
AI relates to their work? The EO emphasizes that departments need to build up teams/task forces and 
publish reports/guidance, but the interesting next step is what concrete regulatory tools will be 
created that will put requirements on companies and developers. 
 
One thing to note is the tension between what is technically feasible and what we can realistically do. 
Specific implementations that are more technical are ongoing in the technical parts of the government 
like NIST and NTIA. NTIA looks at specifically how to govern open foundation models compared to 
closed models. NTIA has already engaged in stakeholder consultation on this and came out with a 
report.  
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AI Policy Expert 4 
 
 AI Policy Expert 4 is a research fellow at a university. The expert’s work as a technologist for the 
university’s AI and Progress program focuses on AI regulatory design and measurement, critical 
infrastructure and cybersecurity, and the national AI talent base with the goal of ensuring that 
emerging AI technologies yield a net benefit. The expert edits and writes for Digital Spirits, a newsletter 
on AI policy. The expert’s writing has appeared in The Hill and Noema Magazine and has been cited 
by the New York Times, Bloomberg, Foreign Policy, and Politico. Before joining the university, he was 
a research fellow at the Institute of Security, Policy, and Law in another university. He holds a BA in 
economics, an MPA, and an MS in cybersecurity. 
 
We are beginning to see AI-related framework and governance measures such as the Biden 
Executive Order on AI and the NIST Risk Management Framework. What are the strengths and 
weaknesses of such measures? 
 
I personally think the US approach is based on trial and error. We should not make the mistake of 
believing that we have a well-oiled machine because we are not super coordinated so far. The 
Executive Order is over 100 pages with almost every agency being called on. This Order is critical 
because it is a voluntary standard setting guidance which light regulatory pieces. Most of it is non-
regulatory with a sort of “hands-off” approach. Following the Executive Order, various other 
documents are being released, either sector specific or ones that point to a smaller subset of issues. 
There is a standard setting guidance document in progress as well. CSIA is putting out an initial 
guidance on how critical infrastructure owners and operators should be approaching AI and AI risk 
management as an attempt to apply the NIST Risk Management Framework.  
 
The NIST Risk Management Framework is a premier document that the US government has been 
spearheading, and the document is already on version 2. This shows the intention that the document 
is to evolve over time and match the state of risks. The best point of this Framework is that it is 
committed to being a living guidance that updates over time and even includes a timeline to update 
every two to five years. This document is also a non-regulatory guidance that helps you think about AI 
risks, socioeconomic factors when using AI, AI utilization, and how to govern AI risks internally. It walks 
through various factors to what makes a trustworthy system and use, and it implements four functions 
as a list of activities that organizations can follow for situational awareness. There are details on 
implementation and metric gathering processes as well to measure success. Again, the Risk 
Management Framework has a list of problems to consider and actions to follow—all voluntary. The 
problem with this document is that there is not much evidence on whether the Framework has made 
an impact. We don’t know how many people and organizations are using the Framework, yet it is a 
good starting point to think about risks.  
 
The US approach—from the Executive Order to the Risk Management Framework—wants people to 
follow the approach, and the government is taking policy action; however, many areas have 
unsupported mandates and provisioned asks. There needs to be a way to sort missing information, 
understand gaps, and have the public sector spearhead the actions related to filling the gaps.  
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What else is NIST doing in the AI frontier? 
 
NIST has its hands full laying the groundwork to AI governance. NIST is also trying to compile some use 
cases to help use and understand NIST Risk Management Framework applications, but there is no 
mandate to measure the impact and applicability of the Framework.  between the Japanese 
framework and NIST Risk Management Framework which may be useful to look at. About three 
months ago, NIST also set up US AISI with a strategic plan for red teaming and benchmarking. The US 
AISI is in the US Department of Commerce and was established from the 2020 AI Initiative Act and 
funding. Gina Raimondo, the Secretary of Commerce, is involved. The intent is for US AISI to work with 
the reporting requirements of the AI Executive Order on things like red teaming. A coalition of private 
sectors—civil society and companies—will work with AISI to inform how to do red teaming, and all the 
major AI labs and think tanks are involved to answer questions regarding technical aspects, social 
controls, and regulatory difficulties. However, NIST and the US government have never done this 
before, so everyone is making the approach up as we go. For example, we are trying our best to red 
team for certain risks, but we don’t know much about the risks. Red teaming can help secure models, 
but we will unlikely see a restriction on AI models as stringent as those in China. 
 
Other countries’ AISIs need to think about what information the private sector needs to solve 
problems. The public sector should provide resources and information to support the private sector 
on this front. Furthermore, technical assistance models and the development process can be a good 
place for public-private partnership. 
 
[Email addition] NIST revealed “Test, Evaluation & Red Teaming” in regards to the AI EO and DoC 
publicized a new NIST draft guidance from the US AISI for AI safety. What are your high-level 
thoughts and comments on these two announcements? 
 
At a high-level, I have two comments: there are unreasonable safety management expectations, and 
AISI’s need to avoid cybersecurity mission creep. 
 
Like what I expressed in our meeting, I believe a lot of the asks are beyond the scope of reasonable 
expectations for most private organizations. A couple points stand out. On the risk management side, 
I think it’s highly unlikely that an organization will have the time, resources, or knowledge to 
adequately assess threat actors of concern. This is especially true given the broad range of misuse 
risks (the development of chemical, biological, radiological, or nuclear weapons, automation of 
offensive cyber operations, or generation of CSAM or NCII) mentioned in the report. Regarding those 
specific risks, it’s unlikely organizations will have subject matter expertise in each risk. It’s also unlikely 
they will have access to the intelligence needed to properly understand and mitigate each risk given 
classification constraints.   
 
If managing threat actors and these risks is the concern, safety institutes will need to provide resources 
to make that happen. For threat actors, the institute needs to compile profiles and, to make that 
happen, consider a centralized information sharing and analysis center. For specific risks, safety 
institutes need to either provide classified red teaming or build processes that could enable the 
sharing of relevant risk intelligence to companies so they can properly test. 
 

https://www.nist.gov/aisi/strategic-vision#:%7E:text=The%20AISI%20will%20focus%20on,and%20coordination%20around%20AI%20safety.
https://www.nist.gov/artificial-intelligence/executive-order-safe-secure-and-trustworthy-artificial-intelligence/test
https://www.nist.gov/news-events/news/2024/07/department-commerce-announces-new-guidance-tools-270-days-following
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Also, safety institutes need to avoid cybersecurity mission creep. I was struck by the deep focus they 
place on preventing model exfiltration from organizations. While certainly related, it’s my view that 
AI safety organizations should focus on challenges unique to AI. Cyber theft is a general challenge and 
therefore a tempting focus for research. Institutes need to avoid cyber mission-creep as ‘yet another 
set of cyber best practices’ is going to be counter-productive. In their planning documents, 
organizations should clearly delineate the bounds of their mission and what ‘pieces’ of cybersecurity 
(and other tangential challenges) are within their mandate. This will help keep work focused and 
effective. 
 

Government Agency 1 
 
Government Agency 1 is the Deputy Superintendent, Innovation Policy at a State Department of 
Financial Services (DFS). The expert is a cybersecurity and technology expert whose experience spans 
across the private sector and government. The expert most recently served as the Senior Vice 
President for Cybersecurity Coordination and Advocacy at a financial company. In this role, the expert 
was responsible for coordinating cybersecurity matters across the company’s business units and 
departments, as well as the company’s global safety, security and technology advocacy efforts. 
Previously, the expert was the Senior Vice President for Public Policy and Data Protection at the 
company  where he was responsible for policy efforts in the areas of cybersecurity and global data 
management, while also leading the company’s industry partnerships on technology policy issues. 
Prior to joining the company, the expert was Director of Cybersecurity Policy on the National Security 
Council at the White House, where he focused on efforts to advance the Administration’s 
cybersecurity, technology, and trade policy priorities. He also served as Chief of Staff to the U.S. 
Intellectual Property Enforcement Coordinator, where he helped coordinate the U.S. Government’s 
intellectual property policy and enforcement strategies. 
 
Before joining the White House, the expert was Counselor and Senior Advisor to the Commissioner of 
U.S. Customs and Border Protection at the Department of Homeland Security. In this role, he worked 
extensively on international trade policy and operations and global supply chain security. Earlier in his 
career, the expert worked in the litigation department of a law firm. The expert holds a Doctor of 
Jurisprudence degree and a Bachelor of Arts in political science. The expert currently serves on the 
executive board of the Cyber Peace Institute and the Center for Cybersecurity Policy and Law. 
 
The interview was also accompanied by two policy managers and a policy specialist of DFS: 
 

• Innovation Policy Manager, DFS 
• Innovation Policy Manager, DFS 
• Innovation Policy specialist, DFS 

 
Can you describe your current work at DFS and how it is related to AI governance? 

 
Other than US Treasury, in the Fed, DFS, the largest supervisor in the country, particularly regarding 
financial services and policy. We have roughly 3,000 employees, and we oversee everyone from 
Goldman Sachs to much smaller financial institutions in New York, and we also focus on virtual 
currency and crypto issues. We also have a unique role as a dual regulator of the insurance industry, 
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which we work and focus on quite a lot right now. Currently, we are in the process of finalizing our 
public guidance on the use of AI in insurance, particularly regarding underwriting and pricing. This 
guidance is designed to help the insurance industry better understand the parameters we have around 
four areas with a focus on data inputs and outputs.  
 
We’ve approached this from two angles: data inputs and outputs. First, on data inputs, the insurance 
industry is increasingly utilizing external data sources, going beyond traditional methods in areas like 
health and property and casualty insurance—insurance types that we all encounter at various points 
in our lives. Our primary concern is the potential for bias in the data itself. While this isn’t about racism 
or inappropriate content, it highlights inaccuracies in the information used in the insurance process, 
which can be perpetuated further during underwriting.  
 
For data outputs, we are concerned about bias in a more direct sense—specifically, the risk of creating 
barriers for individuals who are already underserved in this country. We fear that AI could exacerbate 
these issues, making it even more challenging for these individuals to access the information they 
need and engage with insurers. This is a significant protection concern and poses a broader challenge 
to the growth of the market. We believe our guidance will be the first of its kind to address these 
categories comprehensively.  
 
Additionally, we are developing guidance on AI-related cyber threats and exploring how AI can be used 
to mitigate these risks. We want to provide a balanced view, showing that while AI poses challenges, 
it can also offer valuable solutions. We recognize that a variety of enhanced cyber issues are emerging, 
particularly related to social engineering and misinformation. These threats impact various areas, 
including election integrity and the oversight of financial institutions, which are increasingly targeted 
and vulnerable. Additionally, there are concerns about supply chain risks and third-party 
dependencies as companies integrate more AI into their operations. What’s particularly interesting is 
that we believe technology is reaching a tipping point. In the next two to five years, we anticipate 
significant advancements in real-time AI generation that will create highly engaging content, including 
video. This evolution is on the horizon and will change how we approach these issues. 
 
How does the DFS coordinate with other bodies in the United States (whether at the state or federal 
level)? 
 
At the state level, we are working with counterparts in California, the Department of Financial 
Protection and Innovation (DFPI) on a variety of issues. At the national level, we are engaged with the 
CFPB, the Federal Reserve and the Treasury. 
 
The Treasury recently released a report on ‘Managing Artificial Intelligence – Specific Cybersecurity 
Risks in the Financial Sector’, what is your perspective on how this impacts the work you’re currently 
doing? 
 
I think they did an excellent job with that report; it really sets a marker for many state regulators. 
While the Biden Administration’s EO 14110 covers a broader range of topics, the Treasury’s actions 
are among the most important and specific. My understanding is the EO called out for the 
departments and agencies to do those sorts of stuff and the Treasury was one of the first to respond.  

https://home.treasury.gov/news/press-releases/jy2212#:%7E:text=Treasury's%20report%20provides%20an%20extensive,AI%20within%20the%20financial%20sector.
https://home.treasury.gov/news/press-releases/jy2212#:%7E:text=Treasury's%20report%20provides%20an%20extensive,AI%20within%20the%20financial%20sector.
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In the context of AI governance, how important do you think risk management frameworks are 
compared to more prescriptive regulations? 
 
In our work, we prefer to provide guidelines. Notice on our work around the insurance industry and 
cybersecurity issues, we talk about guidance rather than regulation and we took a purposeful 
approach here. Instead of being overly prescriptive at this stage, we can leverage our existing laws 
and regulations to provide clear but flexible guidance to our regulated institutions. We have 
successfully implemented this approach in both cases, and I fully support it. At some point, we may 
need to establish regulations for valid reasons, but particularly in the context of AI, I find this approach 
crucial because the field is evolving so rapidly. As regulators, we must avoid creating barriers that 
could stifle innovation. Also, on the macro approach, we take a very proactive stakeholder 
engagement approach in terms of regulations and guidance. For instance, our teams spent over a year 
focused on the insurance guidance, engaging both informally with industry experts and formally 
through public comments after we released the initial guidance. It’s rare to see proposed guidance 
include public comment periods, as this is typically more common in regulatory contexts.  
 
Which agency seems to have central role (i.e. role to implement regulations/guidelines) from 
enterprise viewpoint? CISA?  MITRE? 
 
I believe CISA prefers frameworks and guidelines rather than prescriptive regulations. However, I have 
limited insight into the institutional relationship between CISA and MITRE in developing these 
guidelines. Relatedly, on non-government efforts, I know the OWASP Top 10 has played a role in 
developing a set of issues around AI and cyber. 
 
Japan, so far, does not have a specific AI office or department yet and all AI-related regulations have 
been broad and overarching. What do you think about this approach? Do you think there needs to 
be a specific AI office or department? 
 
I recently had a discussion with the Superintendent after our first meeting, where we established an 
AI steering committee that includes our executive leadership teams. This committee, which I chair, 
will meet every two months to discuss emerging issues across our divisions. We will identify areas that 
may require departmental actions or regulations. I don’t believe it’s necessary to have a Chief AI 
Officer for every division. Instead, we should focus on an enterprise-level approach. Everyone is 
grappling with the challenges and opportunities that AI presents. I’ve observed this in both 
corporations and government; a steering committee approach is more effective than appointing a 
Chief AI Officer. 
 
In organizations, it’s important to involve various roles such as the Chief Data Officer, Chief Privacy 
Officer, CTO, and CIO. I anticipate that as we move up through government levels, we will see similar 
debates as we did in cybersecurity. While we have Chief Information Security Officers (CISOs), there 
isn’t a dedicated Department of Cybersecurity. Instead, we rely on the improving interagency 
processes. As part of our stakeholder engagement approach, our steering committee will invite an 
external expert on AI for each meeting. The next session will feature a guest speaker who will brief us 
for about 45 minutes to an hour, followed by internal discussions. This approach is crucial for building 
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expertise and comfort within our agencies as we develop policy work. Engaging early with 
knowledgeable individuals is critical, especially on this issue. Early engagement also helps shape the 
government's role and develop effective policies, while also fostering buy-in for those policies. 
 
Recognizing that the steering committee just met for the first time and will soon hold a second 
meeting, what are your thoughts on which expert to bring in or which topics to focus on. Do you 
envision sticking to more specific issues, or something broader? 

 
Actually, while specific topics are important, I believe we should emphasize the use cases of AI within 
the service sector. This is crucial because AI is already impacting regulated industries and could create 
barriers for small and medium-sized businesses. We saw similar challenges in the cybersecurity space, 
where under-resourced and understaffed small and medium businesses struggled to compete. 
 
The divide is even greater now compared to previous years; it feels like a significant gap between 2024 
and 2014 in terms of cybersecurity access. Today, small and medium businesses face greater 
difficulties in accessing effective cyber defenses, despite increased awareness since 2014. The tools 
and cost structures for cybersecurity have become much more complex and expensive. I believe this 
challenge is already emerging in the context of AI, and as a regulator, I’m quite concerned about it. 
Small and medium-sized businesses are vital contributors to economies at every level—city, county, 
state, and country—both from a revenue perspective and in terms of fostering innovation and 
competition. 
 
What is a factor that should be prioritized when developing AI governance measures? 
I would say governance itself is key—having board and senior management oversight related to risk 
management and audit is crucial. It shouldn’t be overly complicated to apply those governance 
principles to the AI context. We’ve seen significant collaboration in recent years, particularly with the 
SEC on cyber requirements related to board expertise. There was a notable gap in understanding cyber 
issues at the board level, and I believe we’ll encounter similar challenges with AI governance. So, for 
me, governance is fundamental. 
 
Policy manager: I think it’s essential to communicate effectively with those new to this field and have 
a board that knows more about it. Bringing in expertise from other areas of policymaking can be 
beneficial.  
 
Policy manager: I believe that effective policy helps drive market competition and pushes larger 
market participants to take on the cost of complying in order to avoid the risks.  
 
Policy manager: Regulatory risk is a significant concern for large corporations. Regulating AI is not so 
different in what you do for model management and internal processes. The industry has received 
many warnings, such as from the Bank of England, emphasizing that if you can't explain your model, 
it might be best not to use it at all. It's crucial to understand what regulators expect from the industry 
to deploy models effectively. Establishing a feedback loop with regulators in-house can help facilitate 
this understanding. 
 



115 
 

Both Japan and the US are trying to figure out testing mechanisms for AI safety. Some are 
engineering based, some are social sciences based, but this is very difficult depending on viewpoints. 
What is your insight into AI testing, how important is it? 
 
I think it’s hard to do. There are some cases where there are life safety impact elements where you 
could probably have stronger guidelines that are clearer. However, addressing socio-economic 
developments is much more challenging. Take TikTok as an example. The platform’s algorithms are 
perpetuating certain perceptions, particularly around issues like age and identity. This week, we saw 
a specific instance where its AI is shaping narratives that could influence public opinion and potentially 
impact elections. The question is: how do we implement AI-specific guardrails in cases like this? 
 
On your point about AI perpetuating narratives, or in some cases fake news, in democracies it is 
hard to prescribe what crosses the boundary and therefore address it. What is your perspective on 
how to approach this? 
 
The challenge we face with fake news mirrors our issues with fairness and defining truth. If you believe 
in free speech, it’s tough to determine what crosses the line. However, there are safe ways to address 
these concerns. For example, our team tried using an insurance model with a "five-foot data" 
approach, examining both data inputs and outputs. Each had different testing components, focusing 
on outputs in the context of U.S. law, particularly regarding disparate impact. We asked whether there 
are less discriminatory alternatives that are still effective. I believe we can borrow from other 
technological regulations and standards rather than relying on a single set of AI guidelines. Integrating 
different elements is essential; otherwise, it becomes challenging to navigate. 
 
Policy manager: This complexity resembles climate change discussions, and ESG frameworks, as firms 
now view these issues as enterprise wide. They want to implement solutions across all areas.  
 

Election Analyst 1 
 
Election Analyst 1 serves as counsel for the Brennan Center’s Elections & Government Program, where 
the expert’s work focuses on election reform, election security, governance, voting, truth and 
information. The expert was previously an attorney with Earthjustice, a nonprofit organization, where 
she engaged in a wide range of federal litigation and policy work. The expert served as counsel for 
Native American Tribes challenging the U.S. Army Corps of Engineers’ approval of the Line 3 pipeline 
and was counsel for the NAACP in a lawsuit seeking stronger federal standards for lead in water. The 
expert also served as lead counsel on a federal Civil Rights Act matter, successfully guaranteeing the 
right for Spanish-language and other immigrant communities to participate in environmental decision-
making in the state of Texas. 
 
Prior to Earthjustice, the expert was an Equal Justice Works Fellow at the Natural Resources Defense 
Council where the expert helped lead the organization’s work on post-disaster environmental and 
governance issues in Puerto Rico and contributed to efforts to abate severe drinking water pollution 
nationwide. The expert’s writing has been published in the New York Times, the Washington Post, 
CNN Opinion and NBC News. The expert has co-authored nationally recognized reports and the 
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expert’s writing has been entered into the Congressional Record in Congress. The expert holds a J.D 
(Juris Doctor). 
 
How have election-related threats evolved from 2016 Cambridge Analytica Era to the 2020 Twitter 
Era to the 2024 Generative AI Era? 

 
Generative AI exasperates pre-existing risks. Disinformation existed prior to generative AI, and the 
growth and explosion of social media have changed the landscape. Microtargeting certain populations 
to spread information faster and more widely is happening more. Generative AI changes the speed, 
scale, and scope of this kind of disinformation. It’s also cheaper to produce more sophisticated content 
now. Threat actors can combine generative AI with other kinds of AI like bots to perform very 
sophisticated microtargeting which can be particularly problematic. 
 
How would you describe the severity of AI-enabled disinformation and information operations in 
the 2024 elections around the world? 

 
We must see how it plays out, but in the US context, we see less deployment of generative AI by 
campaigns and that is in part because there is an emerging norm driven by laws and policy discussions 
on more careful and thoughtful use of generative AI. Outside of campaigns and political committees, 
generative AI is being created and spread by private actors, but the impact is not clear yet. An 
underexamined risk is the use of large language models (LLM) in disinformation campaigns. We have 
seen encrypted platforms likes WhatsApp spread disinformation that impact Indian American 
communities and Latino communities. Threat actors use LLMs to produce continuous interactive 
conversations with voters through AI-generated robocall or messages. AI is responding to voters and 
adapting to the situations, and sometimes we don’t have enough visibility into these platforms to find 
evidence. Historically, we have seen cyberattacks on election infrastructure as well as phishing attacks 
against election officials. Generative AI can exasperate these risks as well as generating phishing emails 
will get easier and faster. Voice synthesis AI also increases the risk. Phishing attempts have increased 
over the past couple of years. 
 
What are the most effective methods for mitigating AI-enabled disinformation and information 
operations? 

 
We have had several states pass deepfake laws in the US. There are also bills in consideration, but 
passing laws on technology in the US is difficult. The laws that have passed generally fall into two 
categories: laws that focus on visual or audio generative AI-created deepfakes. There is little focus on 
LLMs, but political communications from campaigns and committees underscore deepfakes a lot. The 
Brennan Center did tabletop exercises with election officials at the state and local level to help them 
run through AI-related threats and risks to game out potential responses. This sort of exercise is also 
helpful. We published recommendations online as well. 
 
How is marking AI-generated content being approached? 

 
The Biden Executive Order instructed federal agencies to create standards around content providence 
and that will be used in the context of federal agencies using AI, but the idea was to create a blueprint 

https://www.brennancenter.org/our-work/research-reports/how-election-officials-can-identify-prepare-and-respond-ai-threats
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for states and local governments as well for providence standards and information verification for 
official content. Watermarking and providence standards are things we find critical but complicated 
to implement. The California bill has done work with this element: establishing watermarking 
standards as well as labeling certain chatbot conversations. 
 
Is most AI-enhanced disinformation domestic or foreign in origin for the US? 

 
Both in the US. Microsoft has reported on China being an actor in this front, and Meta reported that 
the disinformation in the European Union election was mostly domestic in nature. 
 
Will generative AI make us question what is fundamentally true versus fake? 

 
There is the liar’s dividend for sure as seen in the War in Gaza. This is the idea that true or authentic 
content becomes easier to smear as fake, and this will affect elections across the world as well. People 
will definitely distrust authoritative information more, and information will be easier to discount. Thus, 
there is imperative to introduce digital literacy initiatives. 
 
What are some use cases of AI in election that we have seen thus far or will see—both the good and 
the bad? 

 
Non-generative AI has been used in elections before. Election administration uses AI to maintain voter 
registration databases, verify mail ballot signatures, and more. These uses support election 
administration, but they also create produce risks, meaning there needs to be regulation. Officials use 
generative AI to simplify language and edit documents to make them more accessible. Officials also 
are interested in language translation, but these uses need to have guardrails in order to mitigate 
potential inaccuracies. We need to use AI as a supplement, not a substitute. Generative AI can also 
help under-resourced campaigns compete more effectively and help level the playing field. 
 
There is potential for interactive disinformation campaigns driven by LLM is troubling and need to be 
addressed through regulatory mechanisms. Older populations and certain demographic groups are 
vulnerable to this technique. Finally, some cybersecurity risks are exasperated with sophisticated 
spear phishing attempts that use generative AI-produced visuals and audio. 
 
What are some laws and tools that can help regulate AI risks? 

 
There is now a stronger push to have a comprehensive privacy law to mitigate AI risks. Regulation 
focused on platform more than the user could also be helpful. Generative AI detection tools work 
sometimes, but there are flaws and inconsistencies. Using fact checkers that are transparent and have 
information on their confidence level of analysis are helpful as well.  
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AI Policy Expert 5 
 
AI Policy Expert 5 is a computer scientist who most recently served as the first Director of Artificial 
Intelligence for New York City and is currently Adjunct Associate Professor in the School of 
International & Public Affairs at a university, where he teaches a course on AI for policymakers. 
Previously, he co-founded a technology startup, which was acquired after 10 years in operation, was 
Inaugural Fellow at a policy incubator of a think tank and worked as a senior quantitative analyst at 
an investment bank. He received his Ph.D. in computer science, focusing on large-scale machine 
learning and convex optimization. His research has received over 20,000 citations in academic 
literature and is widely used in industry. 
 
What was the approach for and focus of the NYC comprehensive Artificial Intelligence Strategy?  

 
Ultimately the NYC Comprehensive Artificial Intelligence (AI) Strategy provides findings and 
opportunities across different themes. The first purpose was pedagogical. There is pedagogical 
content about AI itself, which is not specific to New York. That’s separated out in an appendix that we 
released separately, called the New York City AI Primer. This Primer can be used beyond NYC any 
government, business school, corporate leadership, or activist organization. It is around 30 pages long 
and is intended to be readable by practitioners as well as senior executives and senior agency officials. 
It has two parts: one explaining how AI works and another discussing ethics, governance, and policy. 
The document goes into more detail about what we mean when we say something is unfair and how 
that can manifest. That’s the core AI part. Then there’s the ecosystem component, where we mapped 
out five thematic areas. These areas are partly technical and partly governance: 

• Data Infrastructure: substrate on which all machine learning and AI is built.  
• AI Applications: cases where an agency might be using an AI system. 
• AI Governance/Policy: applications within public and private sectors that the city regulates. 
• Partnerships: discussion on how NYC could/should partner with stakeholders for projects. 
• Business and Economic Development: labor workforce issues such as talent pipelines.    

 
In the ecosystem mapping component, we identified all the different agencies in the city government 
that relate to any component in these five thematic areas, resulting in dozens of different agencies. 
Some agencies use AI but are not part of its governance, and vice versa. We also conducted an exercise 
to map out the different civic institutions and city institutions that relate to AI. These institutions are 
diverse and include everything from community boards and neighborhood associations to industrial 
research labs. An industrial research lab might be housed in a large tech company, but it is distinct 
from the company itself, with different priorities and roles in the city infrastructure. 
 
We completed this ecosystem mapping and included a section on findings, where we examined what 
has been happening in each of these thematic areas related to the overall strategy. Many people did 
not necessarily think of their work as AI-related, but it can be viewed in that light, and we identified 
various opportunities for further development in each area. All of this was informed by a substantial 
number of interviews conducted with individuals from both the city government and the broader 
community, including corporations, non-profit leaders, think tanks, and universities. This is 
documented in another appendix of the report. 
 

https://www.nyc.gov/assets/cto/downloads/ai-strategy/nyc_ai_strategy.pdf
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This report was released near the end of the de Blasio administration. It is deliberately non-
prescriptive about next steps; instead, it aims to identify various opportunities and provide a 
conceptual framework for the subsequent administration to build upon. The goal is to allow them to 
establish their priorities while working within the existing framework. The new administration has 
pursued this approach and the AI Action Plan, which outlines more concrete strategic and tactical 
objectives. This document is not a pedagogical framework but rather a more action-oriented initiative. 
 
What are the criteria for effective AI governance measures? 

 
The AI Strategy avoids being prescriptive about certain aspects. Some of it is simply factual, 
highlighting what governance measures should consider such as the diversity of applications, agencies, 
purposes, and so on. Even though the strategy does not specifically mention large language models 
(LLMs), nothing in there is made irrelevant by them. While there may be additional aspects to consider, 
LLMs or generative AI do not contradict anything in the strategy. Some people have attempted to 
create very prescriptive frameworks, but a significant mistake people make is trying to adopt a one-
size-fits-all, monolithic approach. This will never work. Whether it’s the NIST AI RMF or any other 
similar system, it simply doesn’t work. 
 
In the second findings and opportunities section, we go through six AI applications in city government 
and make it clear that there are qualitatively different kinds of applications. Even if you're not involved 
in AI, it should be obvious that any governance measure applicable to one application would not 
necessarily apply to another. For instance, one application involves criminal justice, which directly 
affects people; the input is a person in a case. They conducted significant community engagement and 
interviews with people in the criminal court system regarding the criminal justice application. In 
contrast, this approach would be completely inappropriate for a cyber defense system that operates 
behind the scenes on city infrastructure. This system does not interact with people at all; it functions 
automatically hundreds of thousands of times a second. Issues like social fairness are irrelevant here. 
 
Thus, having a single governance framework would result in something so vague that it wouldn’t be 
useful as it would need enough flexibility for those enforcing it to selectively apply or ignore parts 
based on the specific application. The questions that arise are very application- and domain-specific. 
I think it’s critical to start from the bottom up—pick a clearer area that has relevance and work through 
that before expanding further, rather than adopting a top-down approach with a broad AI governance 
framework that will ultimately fail. 
 
Another important consideration is the purpose of the governance measure. Many governance 
measures lack a clear stated objective. For example, the AI registries that some governments have 
developed require substantial effort to catalogue. Advocates pushed heavily for this, but interest has 
waned after governments produced these registries. While I find them useful for teaching—providing 
examples of societal applications—they are not worth the effort. Some of this initiative parallels the 
open data movement, but open data is different because it has tangible uses; various agencies, 
researchers, and companies utilize it. In contrast, these registries often serve merely as disclosure 
forms. For instance, the New York City Department of Health has a machine learning model that 
analyzes Yelp reviews to serve as an early warning signal for food safety. This system is straightforward 
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and flags restaurants where people report feeling sick. While it's interesting to know about, it doesn’t 
raise significant government secrecy, privacy, or disclosure issues. 
 
So, why establish a huge infrastructure to disclose such trivial information? Much of this was 
motivated by a paranoid view that advocates believed AI was being used in numerous controversial 
contexts. They anticipated that disclosing these systems would reveal many contentious applications. 
However, the reality is there are only about 20 applications, most of which are mundane, and the 
more interesting ones are generally known to those in the relevant departments. I would suggest 
starting with a clear understanding of the purpose of any governance measure rather than jumping 
on the bandwagon of doing something about AI simply because others are doing it. 
 
How effective do you think AI safety practices measures by NIST and CISA are in suppressing misuse 
of AI? 
 
I don’t think they do much. One thing is that it’s not mandatory to use. The people who choose to use 
it will likely be conscientious individuals with applications that are irrelevant. For instance, there might 
be someone from the parks department saying, “I did the RMF,” but they’re just addressing how busy 
each park is so that people can go to the less crowded playground. It’s great, and it’s a perfectly nice 
application. However, the RMF is not really designed for this. More concerning departments likely 
have their own systems, and it’s important to avoid balkanization. There are initiatives at NIST, the 
White House, the National Telecommunications and Information Administration (NTIA), and the 
Department of Defense (DOD), among others. Are these entities all communicating? Not really. When 
push comes to shove, is any project likely to be delayed for compliance? Likely not. Are they going to 
refuse to procure a system because of it? Probably not. In cases where they might, those are not 
typically high-stakes situations. The controversial systems, like automated weapons systems, will 
proceed as planned. There needs to be real enforcement in regulation to prevent issues like that. 
There are significant competitive pressures at play, both interagency and from other priorities. 
 
I don’t think it’s an easy task, but I would try to build on something like cybersecurity, where people 
have internalized the understanding that, even if it causes delays in rolling out some projects, it’s just 
too risky to implement insecure systems. Part of the problem is that some AI safety and ethics 
concerns have reached a similar level of urgency, while others have not. By pushing the narrative 
about AI ethics, largely driven by activist groups, we’ve seen some useful outcomes. However, it has 
also started to backfire, undermining the importance of genuinely safety-critical systems. One critical 
aspect is simply whether the system functions as intended. Sometimes you buy an AI system, and it 
doesn’t perform as claimed, or it works initially but degrades over time due to model issues or other 
factors. I would suggest building on frameworks that already work. However, whenever you introduce 
more red tape, more bureaucracy, more delays, or increased costs, you need to consider how these 
conflicts with other priorities will be resolved and who will make those decisions. 
 
Despite the lack of mandatory regulation in cybersecurity, how did organizations get to the point of 
internalizing the need to comply voluntarily? How does this apply to AI? 

 
Constant huge disasters. There are incidents like the AT&T breach and other significant breaches that 
introduce substantial financial and reputational costs for the company. When you have one of these 
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breaches, a whole series of internal actions must take place. You might even get called in front of 
Congress. Even then, people cut corners. They try to avoid it because it creates more overhead. The 
issues with AI are much worse because, while cybersecurity is hard, it is much more rigorous. They 
have proofs in place—essentially, cryptographic protocols that ensure security. AI, on the other hand, 
is not like that. There are a few areas where you might have a more rigorous understanding of 
correctness and ways to test for it, but when it intersects with socio-political issues, it becomes 
subjective and debatable. There is no definitive answer, and you must make a value judgment. 
 
AI governance is about trade-offs. Officials must accept that there is no way to satisfy all objectives. If 
you increase the fairness of a system, you may render it unusable in situations like medical diagnosis. 
You don’t want to compromise on medical diagnoses’ accuracy either though. Similarly, there are 
trade-offs between fairness and privacy. One reason for this unfairness could be the lack of data on 
minority groups, but collecting more data can be perceived as surveillance. I’ve seen this happen in 
the Bronx. These issues are fundamentally in tension with one another, and the governance 
framework must acknowledge this at a deep level. This is why the domain-specific approach is so 
critical. The way these trade-offs are navigated will necessarily differ in each situation. In some cases, 
privacy is a huge issue; in others, it’s not an issue at all. 
 

Data Consultant 1 
  
Data Consultant 1 is a policy and tech translator, product consultant, and long-term digital strategist 
guiding the intersection of emerging technologies, culture, governments, and policy. Equipped with 
degrees in both computer and cognitive science, the expert focuses on data governance, data security, 
artificial intelligence (AI), and privacy in the digital age. The expert is a subject matter authority who 
has written extensively about AI and other data driven topics for over a decade. The expert is also a 
member of the Washington Post's The Network, "a group of high-level digital security experts" 
selected to weigh in on pressing cybersecurity issues. 
 
An information privacy professional, the expert has led standards and policy efforts around emerging 
technologies throughout the expert’s career. The expert regularly collaborates with stakeholders and 
policymakers in Washington, DC, and with global product and policy teams, to help steer the 
conversation on the role of AI in society and its impact on privacy and security. The expert previously 
served as the director of the privacy policy team at one of the world's largest social technology 
companies, leading policy development around the company's work to develop privacy-protective 
product experiences, building policy frameworks that create accountability, and promoting privacy-
protective decision making across the company. 
 
Earlier, the expert helped found the public policy team at a website performance and security 
company and served as the global and federal privacy and security issue expert on a multinational 
technology company's public policy team. The expert started the career working on government 
technology, privacy, and identity management at a public interest group focused on the rights of 
individual users in relation to technical policy. 
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We are beginning to see AI-related framework and governance measures such as the Biden EO and 
the NIST AI Risk Management Framework.  What are the strengths and weaknesses of these AI 
regulations and frameworks? 

 
The AI risk management framework is robust for several reasons, notably its flexibility and applicability 
across various use cases. It recognizes that risk is highly context dependent. By addressing questions 
not only about development but also about how AI systems are used, it enables much better 
governance compared to some other frameworks we’ve seen proposed. One of its key strengths is 
that it builds on existing knowledge around privacy and security from established frameworks and 
global discussions, rather than treating AI as entirely novel. Many have approached AI as something 
completely new, attempting to reinvent the wheel, but that perspective is fading as similarities 
become more evident. The AI RMF was ahead of its time in recognizing that much of what we need to 
do to manage AI risk closely resembles practices for other applications. 
However, one limitation is that it can be quite technical and detailed, which may be challenging for 
those not deeply familiar with the subject. While it serves as a useful guide for practitioners seeking 
detailed insights, it may be less accessible for policymakers who prefer higher-level information that 
is easier to understand and promote as a viable solution.  I’m a big fan of the AI RMF. Its multi-
stakeholder approach has been notably successful, fostering goodwill among industry players who are 
actually building these tools. 
Moving on to the AI EO, I find it impressive. The White House's work has produced a range of individual, 
discrete actions, some more detailed than others, including studies, reports, and concrete initiatives. 
Each action can be assessed individually, though I won’t attempt to cover them all here.  
 
The sheer breadth of the executive order is both a strength and a potential weakness. While all actions 
are productive and contribute to progress in various ways, their impacts will vary significantly. For 
instance, Section Four, which focuses on security and safety, has yielded concrete outcomes, 
particularly concerning advanced AI models—referred to as frontier models and dual-use foundation 
models. This section has demonstrated swift results from a governance perspective. In contrast, the 
civil rights components address existing laws or highlight the absence of comprehensive privacy 
legislation, relying instead on individual sectoral laws. This unevenness exists, but overall, I find the 
ambitious set of actions commendable, and I’m impressed with how the administration has 
consistently moved these initiatives forward. 
 
Are there specific priorities within the EO’s 100+ actions that you consider most important? Could 
you identify the key sections or initiatives that stand out to you? 

 
To clarify, my personal focus is on making AI a secure, safe, and trusted tool that can be widely used 
across various entities. This perspective informs my priorities. Within Section 4, I see several high-
priority elements, though they may not align with the Department of Commerce’s Bureau of Industry 
and Security (BIS) pieces that are concentrating on regarding dual-use foundation models. I believe 
that the work NIST is doing to clarify and expand on various frameworks, including the AI RMF and the 
Secure Software Development Framework (SSDF), is incredibly important for advancing this initiative. 
While I recognize that these are voluntary frameworks, they provide essential guidance for individuals 
in day-to-day roles who are evaluating whether to adopt this technology. These tools will significantly 
enhance people's comfort and confidence in using AI. 
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Do you see the development of AI risk management evolving in a way similar to the cybersecurity 
framework, particularly in terms of becoming a global standard through voluntary adoption and 
private sector input? 

 
I completely agree. I believe that cybersecurity was somewhat easier—though that’s a complex 
statement—to internationalize. In contrast, AI has become much more polarized and politicized. That 
said, I truly hope that the AI Risk Management Framework (RMS) can play a similar role to the 
cybersecurity framework. Having wildly divergent frameworks around the world doesn't benefit 
anyone; it risks fragmenting the technology in ways that are unhelpful. I think there's arguments that 
there are differences in what every region or country needs, or even community. There are a lot of 
ways to break this down, but I do think that coming up with a largely consistent framework would be 
incredibly helpful to everyone. 
 
What do you believe are the factors or criteria needed for effective AI framework/governance? 
 
I believe several key aspects are necessary for these frameworks to be effective and impactful. Firstly, 
they must be risk-based, which surprisingly seems to be a controversial point. For instance, the EU AI 
Act aims to be risk-based, yet it includes provisions that are not risk based. Some elements declare 
certain uses off-limits regardless of the context or actual risk involved, while other sections of the act 
are indeed risk-based. 
 
Effective frameworks and governance must be contextual and risk-based because these tools can be 
used for a wide range of purposes. You cannot impose a one-size-fits-all governance model on a 
general-purpose AI system. For example, using a language model to summarize song lyrics is 
fundamentally different from summarizing medical records for healthcare professionals—both tasks 
may seem similar but carry vastly different risks. Thus, the emphasis on being risk-based and 
contextual is crucial. Any framework or governance model must be grounded in practical realities; any 
governance model needs to function effectively in real-world scenarios rather than remaining at a 
hypothetical level. High-level, non-contextual governance simply doesn’t work. 
 
How do you view the challenge of placing the burden on enterprises to contextualize their use of AI 
and assess associated risks? What steps do you think are necessary to ensure that these 
organizations have the right expertise to conduct effective risk analyses? 

 
It's challenging, but there's room for figuring out what can be specified. When I refer to the supply 
chain, I mean the entire deployment process—from development to implementation. We should 
assess whether adequate governance was in place throughout the process, while recognizing that 
some evaluations need to occur at the end. If I step back and consider my biggest concern regarding 
AI, it’s not that super powerful AI will malfunction and pose a threat to humanity. Instead, I'm more 
worried about the misuse of AI that isn't suited for critical tasks. For example, if you were to ask 
ChatGPT to manage a waste management plant, it would genuinely try its best, but it simply isn’t 
designed for that role. It’s crucial to ensure appropriate use of technology. While there are general-
purpose models that could be suitable, ChatGPT isn’t one of them. I don't know how to move that up, 
frankly, the expertise chain, where people are more knowledgeable about the technology and the 
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development of the model itself. I do think that's something we can figure out and I do point at 
explainability a lot as a tool that can really help here. 
 
Can we draw lessons from other sectors, like financial services, to gain better control over the 
models they use, and how can we effectively integrate AI into model management systems? 

 
I agree, there are a few sectors that are ahead of the curve. Financial services, for example, have been 
working with complex models and have been regulated. In contrast, the agricultural sector, for 
instance, lacks that level of expertise. 
 
What are the challenges in implementing the NIST AI RMF compared to the NIST Cybersecurity 
Framework? 

 
There are very few areas where the AI RMF and the cybersecurity framework significantly diverge in 
their implementation and learnings. The key point is that the cybersecurity framework benefits from 
a much broader knowledge base. During a panel I moderated with several experts using the AI RMF—
some of whom were consultants from firms like EY—everyone agreed that the biggest challenge was 
that participants had jumped in with enthusiasm but were starting from a point much further ahead 
than their audience. They realized the need to rewind and help build the foundational knowledge 
required to effectively implement the AI RMF. This involved level-setting to avoid assuming that 
everyone is at the same stage with both frameworks. It’s crucial to assess where people currently are 
and then identify how to bridge that gap. We’re now seeing this massive knowledge transfer from 
folks in IT towards folks in business and leadership and that is going to be process.  
 
What are US departments and agencies’ roles in regulating AI-related risks?  

 
I think one of the reasons AI is already being effectively regulated in the US, particularly in certain 
sectors, is due to our existing technology neutral laws. These laws allow various agencies to implement 
regulations without Congress explicitly granting them authority over AI. Obviously, the financial sector 
is one major example. think the health care sector, eligibility, and civil rights, all of those are tech 
neutral. I believe that this approach is significant, and I support it. However, an AI regulator will face 
substantial challenges in coordinating across agencies. As you mentioned, these agencies often don’t 
collaborate effectively. For example, the FTC and CFPB are both very eager to regulate AI, and they 
frequently compete over their respective roles, particularly in the consumer-facing financial sector, 
which both view as their territory. 
One of the challenges of the US approach to cybersecurity and AI regulation is the existence of 
multiple independent regulators and quasi-coordinating bodies. Based on the US model, what 
challenges might arise for the Japanese AI Safety Institute? 

 
I do think it will be a challenge for the Japanese AI Safety Institute (AISI) is to define the boundaries of 
regulation. I can’t think of anything I use daily—aside from maybe a water bottle—that doesn’t have 
some AI aspect to it. For instance, my chair doesn’t, but many everyday items, like a smart heating 
mug for coffee, clearly incorporate AI. This integration makes it difficult for an agency to regulate AI 
effectively across various use cases. If that’s the structure in place, the biggest challenge will be 
ensuring that the AISI collaborates well with others and avoids the pitfalls seen in the US 
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administrative structure. I would love to see improvements in that area, but figuring out how to foster 
effective collaboration will be a significant hurdle. 
 
What is your perspective regarding the responsibilities of developers versus users in AI governance? 

 
I think there are three categories to consider: AI developers, deployers and integrators who build AI 
into tools, and end users. If you focus on only one category and overlook the other two, you won't 
effectively manage the overall approach. 
 
You’ve written about the role of a Chief AI Officer within federal agencies, where do you think this 
role should report within an organization for optimal oversight and collaboration? 

 
This project is ongoing, and one reason we wrote that blog post was to gather input from those with 
strong opinions. Personally, I believe we need a slightly different structure than what currently exists, 
particularly with the need for a chief risk officer. Currently, the chief AI officer often falls under one of 
several departments: the CISO's office, the CIO's office, the chief product officer's office, or the general 
counsel's office. Each of these placements has its shortcomings. On the other hand, many 
organizations are forming kind of AI councils to address coordination issues across these groups, but I 
feel there should be a designated individual responsible for this area. The chief AI officer's role, 
especially in terms of addressing risk, should be integrated into a broader risk management structure 
rather than just an AI management structure. While it remains to be seen if we can develop new and 
interesting ideas, I'm increasingly convinced that all governance and risk management roles should 
roll up to one person overseeing risk—not solely from a legal perspective. 
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10. Appendix 

Appendix A: Case Studies of AI in Recent Elections 
Country Date Description AI Use Impact, Concerns, and 

Suggestions 
Taiwan 2024 Chinese Disinformation Campaign 

in Taiwanese Elections:283 
• Falsified political documents and 

incidents, including DNA tests and 
"hacked" military documents, to 
influence the Taiwanese election.  

• Used AI-generated avatars to 
amplify disinformation 
campaigns, particularly against 
DPP candidate Lai Ching-te, 
accusing him of corruption and 
embezzling military funds.  

AI-generated 
fake avatars 

• Despite efforts to sway 
voters, there was no 
significant impact on the 
election outcome.   

India 2024 Deepfakes in Elections: 
• A viral video featuring a 

Bollywood actor mocking the 
Bharatiya Janata Party (BJP) for 
not fulfilling election promises 
and calling for support for the 
opposition party emerged.  

• Later the actor denounced the 
video as a deepfake. 

AI-generated 
deepfakes 

• Deepfakes and voice 
cloning have contributed 
to increased costs.  

• Increased production of 
digital content requiring 
growing investment in 
technology to check 
emerging risks faced by 
party leaders.284 

India 2020 Deepfakes in Elections: 
• The BJP party released 

manipulated videos featuring one 
of their party’s elected officials 
speaking in two different 
languages to appeal to different 
electoral blocs. 

AI-generated 
deepfakes 

• The party defended the 
use of deepfake videos 
in this case, but public 
criticism was heated, 
contributing to anxieties 
over the use of GenAI 
technology.285 

• Though experts have 
described the potential 
for such use cases to 
help reach voters in far-
flung areas and from 
various social and 
linguistic backgrounds, 
they are also concerned 
over the transition from 
election strategies which 
emphasize physical 
rallies and speeches 
toward an environment 
in which digital 
narratives are more 
important. 



127 
 

Country Date Description AI Use Impact, Concerns, and 
Suggestions 

Indonesia 2024 Deepfakes in the Election: 286 

• The Indonesian General Elections 
Commission took a relatively 
hands-off stance about AI-
generated content used in 
campaigns. The country had been 
plagued by deepfakes ranging 
from fabricated health claims 
supposedly made by the former 
Minister of Health to a political 
deepfake video of the late 
Indonesian President Suharto 
urging voters to vote for Golkar 
candidates. However, there has 
been no evidence of widespread 
disinformation campaigns in the 
election of Prabowo Subianto. 

• There is high social media 
penetration in Southeast Asia, 
making it a fertile ground for AI-
driven disinformation. 

AI-generated 
deepfakes and 
news stories 

• Improved public literacy 
around AI, empowering 
media practitioners and 
journalists to share 
tools, skills, and 
implementing practices 
in combating 
disinformation are all 
mitigation tools that 
experts explain can be 
utilized to address 
concerns.  

• Integrating AI policies 
with the interests of the 
electorate is another 
suggested solution for 
future issues. 287 

US288 2024 Disinformation in the New 
Hampshire Primary:  
• AI-powered robocalls 

impersonating US President Biden 
circulated discouraging 
Americans from voting. 

• There is a misconception that 
these attacks only influence 
voters from less-educated 
backgrounds. This contributes to 
the “dumb voter” trope, which 
marginalizes certain populations 
and contributes to the appeal of 
populist candidates. 

• Incidents involving CEOs of large 
companies falling prey to voice-
generated deepfakes have also 
emerged in recent years, 
demonstrating that similar 
threats endanger voters of all 
social classes and educational 
backgrounds.  

AI-generated 
robocalls 

• While a smaller fraction 
of voters participates in 
primary elections, 
primary elections decide 
who appears on general 
election ballots. 

• GenAI used to 
exacerbate confusion 
about the electoral 
process and influence 
outcomes. 

• Safeguards targeting the 
use of such technologies 
are necessary, including 
equipping voters with 
more robust media 
literacy skills. 
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Country Date Description AI Use Impact, Concerns, and 
Suggestions 

US289 2024 Biden Death Rumors: 
• Rumors spread on X in July 

purporting that President Biden 
was mortally ill or already dead. 

• No information supported these 
claims, but X recommended posts 
to users that failed to question 
the veracity of these claims.  

• When the platform was known as 
Twitter, trending topics and posts 
were vetted by humans to curtail 
disinformation, but since Elon 
Musk’s purchase of the platform 
in 2022, summaries of trending 
topics are now provided by the 
platform’s AI software. 

AI-vetted 
Disinformation 
on X 

• Experts have called into 
question the neutrality 
of the X platform and its 
vetting processes for 
information featured in 
trending topics. 

 

US290 2024 AI-Generated Fashion Show 
Featuring World Leaders: 
• Social media platform X’s owner 

Elon Musk shared an AI-
generated video featuring world 
leaders walking in a fashion show. 

• The video included images of Joe 
Biden in a wheelchair and Donald 
Trump in a suit.  

AI-generated 
deepfake 

• The video went viral and 
sparked media attention 
around the world. False 
images of world leaders 
may contribute to biased 
perceptions or more 
broadly to “Liar’s 
Dividend” threats. 

US291 2024 Biden Cursing Videos: 
• An AI-generated video featuring 

President Joe Biden cursing 
spread across social media 
platform X following his official 
announcement to drop out of the 
2025 presidential race. The clip 
appears to show Biden using anti-
LGBTQ slurs and curse words. 

• The video featured the logo of 
American public broadcaster PBS. 

AI-generated 
deepfake 

• The viral video prompted 
the media to 
disseminate alerts that 
the speech from Biden 
was not real. 

• PBS denounced the 
video as a deepfake and 
opposed the use of 
misleading fake videos. 

• Could broadly 
exacerbate the “Liar’s 
Dividend”. 

US292 2024 Anthony Hudson Endorsement 
Video: 
• Michigan Republican 

congressional candidate Anthony 
Hudson’s TikTok account posted a 
deepfake video featuring the 
voice of Martin Luther King, Jr. 

• The impersonation included an 
endorsement of the Republican 
congressional candidate. 

AI-generated 
deepfake 

• Candidate Anthony 
Hudson responded that 
a volunteer posted the 
video without his 
campaign’s knowledge.  

• Several democratic 
politicians expressed 
dismay at the video, 
calling into question the 
Republican Party and its 
supporters. 
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Country Date Description AI Use Impact, Concerns, and 
Suggestions 

US293 2024 AI Chatbots and Election News: 
• Recent reports indicate that 

when asked about basic election 
information—such as polling 
locations or voter registration 
requirements—popular AI 
chatbots provided incorrect 
information 50% of the time. 

• A study by the AI Democracy 
Projects indicated that “51% of 
the answers provided by chatbots 
were inaccurate; 40% were 
harmful; 38% included 
incomplete information; and 13% 
were biased.”294 

AI-enabled 
misinformation 

• AI firms responded with 
criticisms of the study's 
methodology and noted 
that their products may 
perform differently 
when accessed through 
an API. 

US 2024 Kremlin-Generated Kamala Harris 
Deepfake Video: 
• The Kremlin allegedly spread a 

deepfake video claiming Harris 
hit a 13-year-old girl, left her 
paralyzed, and ran.295 

AI-generated 
deepfake video 

• Russia supports Donald 
Trump and is attempting 
to diminish Harris’ 
chances of winning the 
election. 

US 2024 Kamala Harris Deepfake Videos: 
• Elon Musk shared a deepfake 

video of Vice President Kamala 
Harris describing herself as a 
“diversity hire,” in relation to her 
role as the Democratic Party’s 
choice for the US presidency. 

• The post violates X’s policy on 
synthetic video as it did not 
include a statement disclosing the 
video as a parody. 

AI-generated 
deepfake video 

• Lawmaker—including 
Senator Amy Klobuchar, 
Representative Barbara 
Lee, and Governor Gavin 
Newsom—criticized the 
video and called for 
tougher regulation on 
content produced by 
AI.296 

US 2024 Foreign adversaries using ChatGPT 
to influence US elections297 
• Iran, North Korea, Russia, and 

China using AI to influence US 
presidential elections. 

• The ODNI mentioned that 
governments like Russia and Iran 
are changing their influence 
operations strategy. 298 

AI-enabled 
influence 
operations 

• No significant impact 
yet. 

• Iran likely to pose as 
activists that support 
pro-Gaza protests299 to 
exacerbate domestic 
divisions in the future.300 

• In August 2024, OpenAI 
discovered and 
disrupted Iranian groups 
using ChatGPT to 
generate social media 
posts that increase 
political division. 
However, the content 
did not receive  high 
engagement .301 
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Country Date Description AI Use Impact, Concerns, and 
Suggestions 

US 2024 Jailbreaking ChatGPT: 
• Threat actors are using “Skeleton 

Key” attacks to jailbreak OpenAI’s 
ChatGPT and force it to generate 
inappropriate responses. 302 

AI jailbreak • ChatGPT could be then 
utilized to write 
disinformation, share 
sensitive information, 
etc. which can interfere 
with the US election. 

US 2024 AsyncRAT Malware: 
• HP researchers discovered a 

malicious campaign targeting 
French speakers with AsyncRAT. 

• The malware records victims’ 
screens and keystrokes. 

• The structure of the malware 
appears to suggest that the code 
was generated by AI.303 

AI-generated 
malware/code 

• Enhanced microtargeting 
of a specific community 
in the US ahead of the 
presidential election. 

US 2024 Chinese Influence Operation 
“Spamouflage”:304 
• In August 2024, Meta removed 

nearly 9,000 accounts linked to 
Spamouflage. 

• Used AI-generated content to 
sow division in the US, especially 
related to the War in Gaza. 

• Created fake personas of voters 
across social media platforms.305 

AI-generated 
content, AI-
generated fake 
personas 

• Pro-Chinese rhetoric 
trying to support the 
Republican party. 

• Other influence 
operations used 
Spamouflage to gain an 
audience. 

• Pro-China account 
Harlan Report posed as a 
US conservative media 
outlet and influencer 
promoting Trump. IT 
gained an online 
following from 
Spamouflage’s support. 

• Harlan Report mocked 
and criticized President 
Biden and constantly 
switched identities.306 

Slovakia 2024 Russian Interference in Slovakian 
Elections:307 
• Deepfake audios of Progressive 

Slovakia’s candidate Michal 
Šimečka and Monika Tódová 
discussing election rigging 
emerged ahead of elections.  

• The audio, spread during a pre-
election moratorium, was likely 
linked to the Kremlin and 
amplified by Russian state media.  

AI-Generated 
Deepfake 

• Progressive Slovakia lost 
to SMER. 

• SMER campaigned 
against military support 
for Ukraine.   
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Country Date Description AI Use Impact, Concerns, and 
Suggestions 

US/UK 2024 Russian Interference in US 
Elections and UK Parliamentary 
Elections:308 
• Proxy-media websites questioned 

US democracy and promoted 
conspiracy theories with content 
appearing to be altered from 
mainstream US news outlets.  

• The campaign targeted US and 
European elections and included 
themes on politics, migration, and 
border security in France and 
Germany. 

AI-Generated 
Fake Media 
Stories 

• Though these webpages 
appear to still publish 
conspiracy theories and 
other false information, 
major social media 
companies like Meta 
have worked to remove 
content from their 
networks and have 
reported that the 
removal occurred before 
major authentic 
audience engagement 
was gained. 

Moldova 2023 Russian Interference in Moldovan 
Election309 
•  A deepfake video emerged of 

Moldovan President Maia Sandu. 
• It falsely depicted Sandu speaking 

negatively about Moldovans and 
calling George Soros and the US 
the “sponsors” of her 
administration.  

• The video emerged on Russian-
language channels, aiming to 
influence public opinion against 
Sandu. 

AI-Generated 
Deepfake 

• The president denied the 
authenticity of the 
statements made in the 
deepfake video.  

• Major social media 
companies, including 
Meta and TikTok have 
expressed a 
commitment to 
responding to the 
country’s reports of 
disinformation. 

Pakistan
310 

2024 Interference in Domestic Elections 
• Deepfake audio of Imran Khan 

suggesting an election boycott 
and a deepfake video of political 
party Pakistan Tehreek-e-Insaf 
(PTI)-backed independent 
candidate Raja Bashara 
renouncing politics.  

• These deepfakes aimed to 
confuse PTI supporters and 
reduce electoral support. 

AI-Generated 
Deepfake Audio 

• The PTI social media 
team claimed the video 
was constructed based 
on notes from Imran 
Khan while in prison, but 
activists expressed 
concern that even 
though disclaimers were 
present on the video, it 
is difficult for voters to 
understand if the 
comments in the 
deepfake originated 
from Khan or the social 
media team. 

Rwanda311 2024 • ChatGPT was used to 
generated social media content 
about the election. 

AI-Generated 
Posts 

• The posts did not get 
many likes, views, or 
shares. 
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Appendix B: Overview of Recent Global AI Regulation312 
 

Authority and 
Regulation 

Implementation 
Date 

Description Policymaking 
Approach 

European 
Union (EU) 
proposed AI 
Act 

Early 2025 • Stringent rules governing high-risk AI systems, 
transparency, and data governance measures. 

• The latest draft bans the bulk scraping of facial 
images to build databases, social scoring, and 
emotion recognition in the workplace. 

• Financial penalties for non-compliance, of up to 
7% of annual global revenues. 

• Though the act’s jurisdiction is limited to the EU, 
it will have extraterritorial impacts given its 
applicability to all entities with operations in the 
EU. 

• Before the law comes into effect, the EU is asking 
companies to voluntarily commit to adhering to 
key parts of the Act by signing an AI Pact. 

Risk- and 
Rules-Based 

United 
Nations Global 
Digital 
Compact 
Process 

September 
2024 

• Established a High-Level Advisory Body for AI to 
gather experts from states, UN entities, industry, 
academia, and civil society. 

• Seeks to provide recommendations on 
international AI governance. 

• Includes a digital human rights advisory 
mechanism facilitated by the Office of the High 
Commissioner for Human Rights (OHCHR), 
designed to offer practical guidance on the 
intersection of human rights and technology 
issues. 

Principles-
based 

Singapore 
The Model AI 
Governance 
Framework 

May 2024 • Stipulates nine dimensions: Accountability, Data, 
Trusted Development and Deployment, Incident 
Reporting, Testing and Assurance, Security, 
Content Provenance, Safety and Alignment R&D 
and AI for Public Good. 

Principles-
based 

G7 Hiroshima 
Process 

October 2023 • The Hiroshima AI Process Comprehensive Policy 
Framework was established, including guiding 
principles and code of conduct aimed at 
promoting safe, secure, and trustworthy AI 
systems. 

Principles-
based 

UK Bletchley 
Declaration 

November 2023 •  Encourages organizations to practice context-
appropriate transparency and accountability in 
measuring, monitoring, and mitigating 
potentially harmful AI capabilities and their 
effects. 

• Focuses on preventing misuse, control issues, 
and the amplification of other risks. 

• Aims to develop a shared understanding of AI 
risks. 

• Promotes the creation of risk-based policies, 
including transparency requirements, evaluation 
metrics, safety testing tools, and public sector 
scientific research. 

Risk-based 
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Authority and 
Regulation 

Implementation 
Date 

Description Policymaking 
Approach 

China 
New/Next 
Generation 
and 
Submission 
Artificial 
Intelligence 
Development 
Plan and 
Measures for 
the 
Management 
of Generative 
Artificial 
Intelligence 
Services (Draft 
for Comment) 

2017 • Aims for global leadership in AI research by 2030. 
• Promotes AI in sectors like manufacturing and 

healthcare. 
• Seeks to develop a robust ethical AI governance 

framework. 
• Prioritizes AI civil-military integration before AI 

infrastructure. 
• Recognizes the need for AI safety regulation. 
• Enforce content restrictions to align with Socialist 

Core Values. 
• Prohibit content undermining state power, 

inciting separatism, or disturbing social order. 
• Reflect political priorities and concerns about AI’s 

impact on stability and order. 

Rules-based 
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Appendix C: Comparison Between the NIST AI RMF and Japan’s AI GfB 
 

Aspect Similarities Differences 
Focus on 
Trustworthiness 
& Risk 
Management 

Both frameworks emphasize AI systems 
must be trustworthy, focusing on safety, 
security, transparency, and fairness. 

The AI RMF provides detailed 
definitions and criteria, while AI GfB 
integrates these into broader guiding 
principles. 

Safety 
Considerations 

Both stress ensuring AI systems do not harm 
human health, property, or environment. 

 

Transparency & 
Accountability 

Both advocate for transparency, requiring 
relevant information to be available and 
emphasizing accountability. 

NIST defines accountability and 
transparency explicitly. AI GfB 
addresses these concepts more 
broadly. 

Performance 
and Reliability 

Both highlight the need for AI systems to 
perform reliably under defined conditions 
and maintain performance. 

 

Definitions & 
Terminology 

NIST provides detailed definitions for 
validation, reliability, accuracy, robustness. 

AI GfB lacks specific definitions for 
some terms. 

Security & 
Resilience 

NIST distinguishes between security 
(confidentiality, integrity, availability) and 
resilience (withstanding adverse events). 

AI GfB focuses on general security 
measures and acknowledges that 
vulnerabilities cannot be eliminated. 

Bias & Fairness NIST categorizes biases into systemic, 
computational, and human-cognitive. 

AI GfB addresses fairness and bias 
broadly without specific categories. 

Explainability & 
Interpretability 

NIST defines explainability as understanding 
AI mechanisms and interpretability as 
understanding AI outputs. 

AI GfB includes these concepts under 
transparency and accountability 
without specific definitions. 

Privacy 
Considerations 

NIST emphasizes norms and practices to 
safeguard personal data and autonomy. 

AI GfB references privacy protection 
generally but lacks a specific definition. 

Human-Centric 
Approach 

NIST focuses on upholding human rights 
and respect in AI systems. 

AI GfB explicitly incorporates a human-
centric approach, emphasizing human 
dignity and ethical education. 

Resilience NIST defines resilience as maintaining 
functionality and adapting to changes. 

AI GfB does not define resilience but 
focuses more on security and 
acknowledges existing vulnerabilities. 

Context & 
Application 

NIST provides detailed guidance on 
implementing trustworthiness across 
various AI lifecycle stages. 

AI GfB focuses on broader guiding 
principles, emphasizing a human-
centric approach and societal impacts. 
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Appendix D: Table of State-Level AI Regulation 
 

State Legislation Date Description  Approach 
California   
 

Senate Bill 
1047 

February 
2024 

• If passed, the legislation would mandate strict 
compliance requirements for large or powerful AI 
models that are theoretically capable of certain 
harmful capabilities. 

• Developers could face civil and even criminal 
liability for any violation of these mandates. 

• 30 new measures on AI aimed at protecting 
consumers and jobs, deemed one of the biggest 
efforts of regulation. 

• Include rules to prevent AI tools from 
discriminating in housing and health care services, 
protect IP and jobs. 

• Mandates “kill switch” for applicable AI models.313 
• Requires developers to integrate safeguards as 

they develop and deploy what the bill calls 
“covered models.” 

• Many AI companies oppose the bill.314 
• In late September 2024, California Governor 

Newsom vetoed the bill due to concerns that the 
bill narrowly focused on large models, potentially 
leaving smaller but equally risky AI systems 
unchecked and imposing excessive regulatory 
burdens that could hinder innovation. 

• The veto further  sparked debate on the 
balance between AI safety and innovation. 

• Supporters argue the decision delays crucial 
safeguards in a rapidly advancing technology 
field, while critics believe it avoids restrictive 
measures that might stunt AI growth.315 

Rules-
based 

California 
Consumer 
Privacy 
Act316 

2018 • Contains provisions on the use of automated 
decision-making tools (ADMT). 

• California Privacy Protection Agency released 
draft rules on these provisions governing 
consumer notice, access, and opt-out rights 
concerning automated decision-making 
technology.  

• Regulations are still being finalized but will likely 
cover expanded uses of AI. 

• Draft rules – expected to be formalized in 2024 – 
would require significant disclosure about 
businesses’ implementation and use of ADMT. 

Risk-
based 

2020 • California voters approved Proposition 24, the 
CPRA, which amended the CCPA and added new 
additional privacy protections beginning in 2023. 

Rules-
based 

Colorado CO BS 
113317 

2020 • Establishes provisions for government use of facial 
recognition technology.  

• Requires state and local agencies intending to use 
facial recognition technology to file a report 
stating their intent to develop or procure facial 
recognition technology and specify how they will 
use facial recognition. 318  

Risk-
based 

https://carnegieendowment.org/posts/2024/10/california-sb1047-ai-safety-bill-veto-lessons?lang=en
https://carnegieendowment.org/posts/2024/10/california-sb1047-ai-safety-bill-veto-lessons?lang=en
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State Legislation Date Description  Approach 
• Requires agencies to develop a data management 

policy, establish testing procedures, and provide 
information on false identifications.  

CO BS 
205319 

2024 • Deployers must notify consumers when “high-
risk” AI systems influence consequential decisions.  

• Provide disclosures about AI usage. 
• Offers opt-out option for personal data 

processing. 
• Allow corrections to data and appeals. 
• Mandate human review of decisions. 
• Exemption for those with less than 50 employees.  
• Developers of AI systems that interact with 

consumers must disclose that the interaction is 
with an AI system.  

Rules-
based 

Michigan Series of 
bills aimed 
at 
addressing 
deepfakes 
in 
elections320 

2023 • MI HB 5141, which requires disclosure for pre-
recorded phone messages or political 
advertisements generated with AI.  

• MI HB 5143, which defines “artificial intelligence” 
as a machine-based system that can, for a given 
set of human-defined objectives, make 
predictions, recommendations, or decisions 
influencing real or virtual environments.  

• MI HB 5144, which prohibits distributing media 
that manipulates the speech or conduct meant to 
deceive voters within 90 days of an election unless 
a disclaimer is provided.  

• MI HB 5145, which establishes sentencing 
guidelines for election law offenses involving 
materially deceptive media.  

Rules-
based 

New 
York 

NY AB 
8808 & SB 
8308321 

2024 • As part of a broader budget law, lawmakers 
enacted a right of action against non-consensual 
sexual deepfakes and a prohibition on political 
deepfakes without a disclaimer. 

Rules-
based 

NY SB 
1042A322 

2023 • Makes it a crime to intentionally disseminate or 
publish deepfake content that depicts someone 
with "one or more intimate parts exposed or 
engaging in sexual conduct with another person, 
including an image created or altered by 
digitization, where such person may reasonably be 
identified." 

Rules-
based 

Local Law 
144323 

2021324 • Prohibits employers and employment agencies 
from using an automated employment decision 
tool (AEDT) in New York City unless they ensure a 
bias audit was done and provide required notices. 

Risk-
based 

Florida FL HB 
919325 

2024 • Requires political advertising to include a 
disclaimer if it uses GenAI that appears to depict a 
real person performing an action that did not 
occur and was created with the intent to injure a 
candidate or to deceive regarding a ballot issue.  

• Law provides for civil and criminal penalties. 

Rules-
based 

FL SB 
1680326 

2024 • Law created the Florida Government Technology 
Modernization Council to study and monitor the 
development and deployment of AI systems. 

Principles-
based 
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Appendix E: Strengths and Weaknesses of Select US AI Governance Approach 
 

Framework Strengths Weaknesses 
EO14110 • Comprehensive scope: address a wide range of AI 

governance issues  
• Clear directives for federal agencies and private 

enterprises 
• Promotion of innovation through support for AI 

research, technical assistance, and streamlined 
visa procedures for AI talent  

• Privacy protection focusing on protecting 
consumer privacy through guidelines and 
promoting privacy-enhancing technologies (PETs) 

• Focus on fairness, equity, and privacy to address 
societal concerns and enhance public trust in AI 

• Aims to strengthen US leadership in AI globally 
through standardization and cooperation  

• Structured approach to regulating AI across 
various sectors  

• Integration of AI within federal agencies, 
enhancing operational efficiency and service 
delivery 

• Broad scope may lead to 
challenges in consistent 
implementation across 
different sectors/agencies 

• Compliance requirements 
(reporting, cybersecurity 
standards) may be resource-
intensive for smaller 
organizations  

• Potential overreach in 
regulating vs fostering 
innovation  

• Privacy guidelines may not 
keep pace with rapidly 
evolving AI technologies  

AI Bill of 
Rights 

• Provides sector-specific guidance with actions 
that address most high-priority algorithmic harms 
across healthcare, financial services, education, 
and housing 

• Foundation to build capacity as it covers a wide 
range of issues and federal actions 

• Importance of having international AI regulation  

• Nonbinding principles fail to 
keep individuals and 
organizations that do not 
adhere to the Bill of Rights 
accountable 

• No coordination with the AI 
EO or other proposed AI 
governance approaches 

• Uneven progress between 
sectors leaves sectors like 
education and workplace 
surveillance behind compared 
to the health and finance 
sectors 

NIST RMF • Flexible and applicable across use cases 
• Recognizes that risk is context-dependent 
• Builds on existing knowledge around privacy and 

security, rather than approaching AI as totally 
novel  

• Consideration of societal impacts and human 
behavior in AI decision-making processes 

• Alignment with global standards, facilitating 
global cooperation  

• Importance of public input and iterative 
development 

• Multi-stakeholder approach has developed 
goodwill from the industry 

• Early mover advantage that could lead to 
increased uptake and influence in understanding 
how to ensure trustworthy AI in practice  

• Delves deeply into technical 
details which may be 
challenging for individuals 
outside the field to 
understand 

• Less effective for stakeholders 
in the policy domain who lack 
a strong background in 
technology 

• Resource intensive 
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Framework Strengths Weaknesses 
NIST SSDF • Adapts preexisting software development 

practices for AI governance 
• Covers various phases of the AI lifecycle to 

mitigate harms at every phase 
• Aligns the technical pieces with the business 

mission and organizational goals, incorporating AI 
governance into businesses more effectively  

• Aims to increase trust and transparency, 
enhancing the credibility of AI-generated content, 
as well as contributing to AI digital literacy. 

• One framework provided 
across all industries which may 
not be functional in certain 
sectors 

• Difficult to implement due to 
the lack of specific actions and 
guidance 

• Not easily accessible and 
understood by non-technical 
teams and individuals 

California: 
CA SB-
1047327 

• New regulatory framework specifically for 
advanced AI systems, setting a threshold based 
on computational capacity (1026 FLOP). 

• Establishes a regulatory precedent for AI 
governance, potentially influencing federal policy 

• Addressing foreseeable risks associated with 
advanced AI systems 

• Offers two compliance pathways for developers: 
a limited duty exemption and implementation of 
specified safeguards. 

• Incentives for compliance: preventative measures 
(restraining orders, injunctions) for imminent 
threats, compensatory and punitive damages for 
actual harm caused 

• Focus on public safety: targets AI systems capable 
of causing significant harm, e.g. facilitating 
cyberattacks or weapons development, ensuring 
that regulatory attention is on high-risk 
applications  

• Limited scope of liability, 
primarily tied to failure to 
adopt specific precautionary 
measures rather than strict 
liability for all harms caused 
by the systems. 

• Bill acknowledges that current 
safety measures may not be 
sufficient 

• Compliance pathways and the 
subjective assessment of 
“reasonable assessment” may 
lead to varying interpretations 
and enforcement 

• Concerns that stringent 
regulations may hinder open-
source AI development, which 
could otherwise contribute to 
innovation  
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11.  Annotated Bibliography 
 
The below annotated bibliography presents an overview of the ten key sources used in this report’s literature 
review as well as their contribution to the report’s analysis and key findings. 
 
1. NIST, Four Principles of Explainable Artificial Intelligence. 2021. https://doi.org/10.6028/NIST.IR.8312 
This report introduces four key principles for creating explainable AI systems: (1) Explanation, (2) 
Meaningfulness, (3) Explanation Accuracy, and (4) Knowledge Limits. These principles aim to ensure that AI 
systems provide understandable and accurate explanations that help users trust and utilize AI effectively. These 
four principles were developed to encompass the multidisciplinary nature of explainable AI, including the fields 
of computer science, engineering, and psychology. 
 
2. NIST, Secure Software Development Practices for Generative AI and Dual-Use Foundation Models. April 
2024.  
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-218A.pdf 
This publication from NIST presents the Secure Software Development Framework (SSDF), which provides best 
practices for generative AI and recommendations for reducing vulnerabilities in software development. The SSDF 
is intended to help organizations integrate security practices into their software development lifecycle (SDLC), 
offering actionable guidance to address risks and prevent vulnerabilities in software systems. 
 
3. The White House, Executive Order on the Safe, Secure, and Trustworthy Development and Use of Artificial 
Intelligence, 2023. https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-
order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/  
This executive order from the Biden administration calls for the safe, secure, and trustworthy development and 
use of AI. The order emphasizes the importance of safeguarding civil rights, privacy, and national security while 
promoting the ethical use of AI technology. Key actions in the order include directives for federal agencies to 
establish frameworks that monitor AI systems' performance, especially in critical sectors such as healthcare, 
education, and law enforcement. The executive order mandates that AI systems used by federal agencies meet 
strict guidelines for transparency, accuracy, and fairness.  
 
4. The White House Office of Science and Technology Policy, Blueprint for an AI Bill of Rights, 2022. 
https://www.whitehouse.gov/ostp/ai-bill-of-rights/ 
This document provides guidance on protecting the public from the risks posed by AI technologies and outlines 
five key principles designed to ensure the safe, equitable, and transparent development and use of AI 
technologies. These principles are: (1) Safe and Effective Systems, (2) Algorithmic Discrimination Protections, (3) 
Data Privacy, (4) Notice and Explanation, and (5) Human Alternatives, Consideration, and Fallback. 
 
5. Carlson, John. Treasury: AI-fueled Cyber Threats Bring New Challenges. ABA Banking Journal, April 11, 2024. 
https://bankingjournal.aba.com/2024/04/treasury-ai-fueled-cyber-threats-bring-new-challenges/ 
This article discusses a report from the U.S. Department of the Treasury on the rising cyber threats powered by 
AI and the challenges they pose to financial institutions. The Treasury warns that AI-driven cyberattacks, such as 
automated phishing and malware, are becoming more sophisticated, making it difficult for traditional security 
measures to keep up. The report highlights how malicious actors are leveraging AI to exploit vulnerabilities in 
banking systems and to target sensitive financial data more effectively. It also emphasizes the need for financial 
institutions to adopt AI-enhanced cybersecurity tools and frameworks to mitigate these emerging risks. 
 
  

https://doi.org/10.6028/NIST.IR.8312
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://bankingjournal.aba.com/2024/04/treasury-ai-fueled-cyber-threats-bring-new-challenges/
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6. Goldston, David, Huttenlocher, Dan, Ozdaglar, Asu. A Framework for U.S. AI Governance: Creating a Safe 
and Thriving AI Sector, November 28, 2023.  
https://computing.mit.edu/wp-content/uploads/2023/11/AIPolicyBrief.pdf  
This framework discusses the ethical implications and governance challenges of AI. It emphasizes the need for 
frameworks that ensure AI development aligns with societal values, promoting transparency, accountability, and 
inclusivity. The brief calls for collaborative efforts among stakeholders—governments, industries, and civil 
society—to create policies that balance innovation with ethical standards, aiming to protect human rights while 
leveraging AI's benefits. 
 
7. World Economic Forum. AI Governance Alliance Briefing Paper Series. World Economic Forum, January 
2024. https://www3.weforum.org/docs/WEF_AI_Governance_Alliance_Briefing_Paper_Series_2024.pdf 
This briefing is comprised of three briefing papers that outline the critical challenges and opportunities in AI 
governance. It outlines principles for ensuring trustworthy AI, including accountability, transparency, and 
human-centric values. The paper advocates for multi-stakeholder collaboration to address the ethical, legal, and 
social implications of AI technologies. It calls for the establishment of international standards and guidelines to 
navigate the rapidly evolving AI landscape, ensuring that innovations benefit society while mitigating potential 
risks. 
 
8. Aspen Institute. Generative AI Regulation and Cybersecurity. Aspen Digital, 2024. 
https://www.aspeninstitute.org/wp-content/uploads/2024/03/Aspen-Digital_Generative-AI-Regulation-
and-Cybersecurity_January-2024.pdf 
 
This report discusses the dual role of generative AI in cybersecurity, presenting both risks and opportunities. It 
calls for balanced regulation to ensure ethical development while encouraging innovation. The report 
emphasizes collaboration between governments and industries, promoting transparency and human oversight 
to mitigate risks. The report also notes details how as generative AI technology rapidly evolves, effective 
governance structures are crucial to address the challenges and maximize its benefits. 
 
9. UNESCO, Recommendation on the Ethics of Artificial Intelligence, November 2021. 
https://www.unesco.org/en/artificial-intelligence/recommendation-ethics 
This report by UNESCO presents a comprehensive set of recommendations aimed at guiding the ethical 
development and deployment of AI technologies. It highlights the importance of aligning AI systems with human 
rights and fundamental freedoms, ensuring that they serve the public good and promote social justice. The 
recommendation covers various ethical principles, including transparency, accountability, fairness, and the need 
for inclusive and participatory approaches in AI governance. 
 
10. Carnegie Endowment for International Peace, Advancing a More Global Agenda for Trustworthy 
Artificial Intelligence. Carnegie Endowment, April 30, 2024. 
https://carnegieendowment.org/research/2024/04/advancing-a-more-global-agenda-for-trustworthy-
artificial-intelligence?lang=en 
This report examines the challenges of AI development and governance, particularly its impact on the "Global 
Majority" - communities in the Global South and marginalized groups worldwide. The report discusses issues 
such as data divides, underrepresentation of Global Majority languages in AI training, and the potential for AI 
systems to undermine trust when they don't consider local contexts. The report calls for more inclusive, context-
aware AI governance to ensure equitable AI development and deployment on a global scale. 
  

https://computing.mit.edu/wp-content/uploads/2023/11/AIPolicyBrief.pdf
https://www3.weforum.org/docs/WEF_AI_Governance_Alliance_Briefing_Paper_Series_2024.pdf
https://www.aspeninstitute.org/wp-content/uploads/2024/03/Aspen-Digital_Generative-AI-Regulation-and-Cybersecurity_January-2024.pdf
https://www.aspeninstitute.org/wp-content/uploads/2024/03/Aspen-Digital_Generative-AI-Regulation-and-Cybersecurity_January-2024.pdf
https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
https://carnegieendowment.org/research/2024/04/advancing-a-more-global-agenda-for-trustworthy-artificial-intelligence?lang=en
https://carnegieendowment.org/research/2024/04/advancing-a-more-global-agenda-for-trustworthy-artificial-intelligence?lang=en
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