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Resumen

El célculo de relaciones binarias fue creado por De Morgan en 1860 para ser posteriormente
desarrollado en gran medida por Peirce y Schroder. Tarski, Givant, Freyd y Scedrov demostraron que
las dlgebras relacionales son capaces de formalizar la 16gica de primer orden, la 16gica de orden superior
asf como la teorfa de conjuntos.

A partir de los resultados matematicos de Tarski y Freyd, esta tesis desarrolla semdnticas denota-
cionales y operacionales para la programacién légica con restricciones usando el dlgebra relacional
como base.

La idea principal es la utilizacién del concepto de semdntica ejecutable, semanticas cuya carac-
teristica principal es el que la ejecucién es posible utilizando el razonamiento estdndar del universo
semadntico, este caso, razonamiento ecuacional. En el caso de este trabajo, se muestra que las dlgebras
relacionales distributivas con un operador de punto fijo capturan toda la teoria y metateoria estan-
dar de la programacién légica con restricciones incluyendo los drboles utilizados en la bisqueda de
demostraciones.

La mayor parte de técnicas de optimizacién de programas, evaluacién parcial e interpretacion
abstracta pueden ser llevadas a cabo utilizando las semdnticas aqui presentadas. La demostracion de la
correccion de la implementacion resulta extremadamente sencilla.

En la primera parte de la tesis, un programa 16gico con restricciones es traducido a un conjunto
de términos relacionales. La interpretacion estindar en la teorfa de conjuntos de dichas relaciones
coincide con la semdntica estandar para CLP. Las consultas contra el programa traducido son llevadas a
cabo mediante la reescritura de relaciones. Para concluir la primera parte, se demuestra la correccién
y equivalencia operacional de esta nueva semdntica, asi como se define un algoritmo de unificacién
mediante la reescritura de relaciones.

La segunda parte de la tesis desarrolla una semdntica para la programacion 16gica con restricciones
usando la teoria de alegorias — version categérica del dlgebra de relaciones — de Freyd. Para ello, se
definen dos nuevos conceptos de Categoria Regular de Lawvere y Y-Alegoria, en las cuales es posible
interpretar un programa légico.

La ventaja fundamental que el enfoque categérico aporta es la definicién de una maquina categérica
que mejora e sistema de reescritura presentado en la primera parte. Gracias al uso de relaciones
tabulares, la maquina modela la ejecucion eficiente sin salir de un marco estrictamente formal.

Utilizando la reescritura de diagramas, se define un algoritmo para el cdlculo de pullbacks en
Categorias Regulares de Lawvere. Los dominios de las tabulaciones aportan informacion sobre la
utilizacién de memoria y variable libres, mientras que el estado compartido queda capturado por los
diagramas. La especificacion de la maquina induce la derivacién formal de un juego de instrucciones
eficiente.

El marco categdrico aporta otras importantes ventajas, como la posibilidad de incorporar tipos de
datos algebraicos, funciones y otras extensiones a Prolog, a la vez que se conserva el cardcter 100%
declarativo de nuestra semdntica.
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Summary

The calculus of binary relations was introduced by De Morgan in 1860, to be greatly developed by
Peirce and Schroder, as well as many others in the twentieth century. Using different formulations of
relational structures, Tarski, Givant, Freyd, and Scedrov have shown how relation algebras can provide a
variable-free way of formalizing first order logic, higher order logic and set theory, among other formal
systems.

Building on those mathematical results, we develop denotational and operational semantics for
Constraint Logic Programming using relation algebra.

The idea of executable semantics plays a fundamental role in this work, both as a philosophical
and technical foundation. We call a semantics executable when program execution can be carried out
using the regular theory and tools that define the semantic universe. Throughout this work, the use of
pure algebraic reasoning is the basis of denotational and operational results, eliminating all the classical
non-equational meta-theory associated to traditional semantics for Logic Programming. All algebraic
reasoning, including execution, is performed in an algebraic way, to the point we could state that the
denotational semantics of a CLP program is directly executable.

Techniques like optimization, partial evaluation and abstract interpretation find a natural place in our
algebraic models. Other properties, like correctness of the implementation or program transformation
are easy to check, as they are carried out using instances of the general equational theory.

In the first part of the work, we translate Constraint Logic Programs to binary relations in a modified
version of the distributive relation algebras used by Tarski. Execution is carried out by a rewriting
system. We prove adequacy and operational equivalence of the semantics.

In the second part of the work, the relation algebraic approach is improved by using allegory theory,
a categorical version of the algebra of relations developed by Freyd and Scedrov.

The use of allegories lifts the semantics to fyped relations, which capture the number of logical
variables used by a predicate or program state in a declarative way. A logic program is interpreted in a
Y-allegory, which is in turn generated from a new notion of Regular Lawvere Category.

As in the untyped case, program translation coincides with program interpretation. Thus, we develop
a categorical machine directly from the semantics. The machine is based on relation composition, with a
pullback calculation algorithm at its core. The algorithm is defined with the help of a notion of diagram
rewriting. In this operational interpretation, types represent information about memory allocation
and the execution mechanism is more efficient, thanks to the faithful representation of shared state by
categorical projections.

We finish the work by illustrating how the categorical semantics allows the incorporation into
Prolog of constructs typical of Functional Programming, like abstract data types, and strict and lazy
functions.






Preface

The use of software is increasing from day to day while more of our crucial needs become dependent
on computers. Unfortunately, software malfunction is also pervasive and causes all types of problems,
ranging from the frustration of the occasional gamer suffering a crash in her video game, to failures in
critical systems that jeopardize human life.

Software malfunction may be caused by a wide variety of factors, from human error to hardware
failure. Preventing and handling all the possible causes of failure is impossible. However, the great
majority of errors can be traced back to human mistakes.

Correctness of program construction is dependent on the correctness of three layers. First, the
programmer is supplied with requirements or specifications that she must convert into code. Such
specifications are commonly written by humans in English. Obviously, specifications themselves are
subject to mistakes and what is worse, a natural language specification is extremely hard to check for
errors.

The second layer is the code itself. Programmers will write code in order to implement the specifi-
cation. With imperative programming languages, the gap between the specification and implementation
is commonly so big that the programmer will have a hard time to produce a correct program. It is
difficult for a human to foresee all the possible execution states of a complex system. However, contrary
to a natural language specification, a computer program has a precise mathematical meaning, so we can
use tools or strongly-typed languages to help detect many common mistakes.

The third layer is the system layer. No matter how perfect our code or specification is, bugs in the
toolchain, runtime environment or operating system may cause our program to crash or return incorrect
results.

It has been argued [Brooks|, [1995] that correctness of computer software is highly dependent on the
skills of a particular programmer. Brooks also argues that team work only makes matters worse in most
cases.

While we consider Brook’s view reasonable at the time, recent advances in programming language
theory make it somewhat obsolete. The use of special purpose programs allows us to check the
correctness of software. Theorem provers, type systems and verifiers reduce the human impact in
software correctness and in some cases the full correctness of a computer system can be asserted.

On the other hand, despite the large amount of progress in the design and implementation of
programming languages in the last 50 years, we should consider it still a young discipline with significant
remaining challenges. At the user level, bugs remain commonplace, and the programmer should be able
to obtain much more help from her tools in order to avoid mistakes. At the language level, formally
proving correctness properties of compilers and interpreters remains very difficult and costly.

The vast majority of programs in widespread use have been written using imperative languages.
Providing direct access to hardware features was an important design requirement, and came at the
cost of safety, expressiveness and re-usability. Thus, software today tends to be efficient, but safety and
correctness problems are often severe.

In the hope of improving this situation, declarative programming languages place correctness
before faithfulness to the underlying hardware model. Originally considered impractical, theoretical and
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practical advances have allowed declarative languages to compete with the imperative world on all fronts.
As previously mentioned, in order to check the correctness of a system we must use a mathematical
framework or theory. Using it, we assign a precise meaning to programs, and formally define our
notion of correctness and mistake. Given that a formal system is defined by a set of rules, building an
automated tool to help us with proofs and reasoning is now feasible. Unfortunately well known results
like the Godel incompleteness theorem, the undecidability of the halting problem or more generally
Rice’s theorem E] mean that we cannot build a general purpose error finder program for most classes of
common mistakes.

A quote from Martin Davis may be appropriate to illustrate the situation we face when trying to
prove the correctness of a system:

As Goedel himself pointed out already in his 1933 lecture, instead of a single system
we are confronted by a hierarchy of systems, and as we rise in the hierarchy, more
and more previously unproved propositions become provable. [...] In this world
what is important is systems that can be used to calibrate the strength of propositions.

No matter what amount of formalism we incorporate into programming languages, some upper layer or
specification won’t be a candidate for mechanization. Fortunately, this doesn’t amount to a problem in
practice, new generation theorem provers and programming paradigms are close to proving correctness
of computer software at a level that can be considered safe.

Declarative Programming

Functional programming is based on the concept of mathematical function. Its theoretical foun-
dations were pioneered by Curry and Schonfinkel, leading to the invention of A-calculus [Barendregt,
1984/ |Cardone and Hindley, |2006] by Church, where each function carries a type. The notion of type
plays today an important role in helping the programmer prevent mistakes. Types contain in a logical
way important information about a function’s parameters and result. Armed with this information, a
compiler may reject ill-typed function composition and application, which undoubtedly signals an error
by the programmer. Different type systems [Pierce, [2002] are possible depending on the logic chosen.
Advanced logics will allow for more safety checks to be encoded in the type system. Other features
such as combinators and higher-order functions are great tools for writing high performance programs
and encouraging code reuse [Hudak and Jones} |1994]).

Functional programming languages like Erlang [Armstrong}, | 2007]], Haskell [Jones and Hughes|
1999] and ML [Milner, 1973, [Leroy et al.,2011]] enjoy wide use and acceptance by the industry. Complex
systems have been implemented, while maintaining strong correctness guarantees, achieving excellent
performance, and using less man-hours than imperative languages. For more details, the interested reader
should consult the Commercial Users of Functional Programming website http://www.cufp.org.

The Logic Programming paradigm (LP) is based on interpreting logical theories as programs and
theorem proving as computation. In particular, Prolog is based on a subset of first order logic [[van
Dalenl [1983]] called Horn Clauses and on the resolution proof method [Robinson, |1965] as the theorem
proving strategy. Running a program amounts to querying the LP system for a proof of an existentially
quantified conjunctive formula. If there exists a proof for it, the answer will often include information
about the instantiations of the existentially quantified variables that were performed during the proof.
For instance, consider a predicate related formalizing the existence of a familiar link between two
persons. Then, the query related(john, X) is interpreted as an existentially quantified formula and
the system will successively return the instances of X, that is to say, persons, that the system can prove

IRecall that Gédel’s second incompleteness theorem states that any consistent formal system with certain complexity cannot
prove its own consistency. The undecidability of the halting problem means that there is no Turing machine that can determine
whether any arbitrary Turing machine will halt for all its inputs. Rice’s theorem states that for any non-trivial property of a partial
function, there is no general and effective method to decide whether an algorithm computes a partial function with that property.
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related to John. In standard semantics, predicates are interpreted as relations on the universe generated
by the program’s signature.

LP is a mature and important paradigm. Prolog [Sterling and Shapirol 1986, (O’ Keefe, [1990] is
the standard language, but multiple extensions and variations exist, such as Constraint Logic Program-
ming [Jaffar and Maher, 1994} Marriott and Stuckey, |1998|], Functional Logic Programming [Hanus
et al.| [2003| | led.| Lopez-Fraguas and Sanchez-Hernandez, |1999]], Answer Set Programming [Niemela,
1999], Higher-Order Logic Programming [Miller et al.l [1991] [Nadathur and Miller]], and Concurrent
Constraint Logic Programming [Shapiro}, 1989 Tickl [1995]] to name a few.

Prolog excels in specialized problems but for medium and large scale programming it doesn’t work
well. The lack of types means that the compiler has a hard time catching bugs. The non-deterministic
nature of proof search hinders modularity. Programmer productivity suffers. Backtracking often causes
bugs to propagate among modules, and makes compartmentalized debugging very hard unless meta-
logical primitives are used. In order to overcome this problem, very interesting proposals have been
developed. [Bueno et al.,|1999] uses program analysis to support types and prove properties of Prolog
programs, but the pervasive use of non-logical features like cuts and meta-predicates takes programs
too far away from their original logical semantics.

Hybrid approaches like Mercury [Somogyi et al.,[1996] or Curry provide types. However, they both
lack standard denotational semantics or advanced type systems, making reasoning over them harder
than over pure functional languages. Although some proposals have been made [Marifio}, |2002], the
formalization of logical variables remains an important problem in the context of these languages.
A-Prolog is an interesting alternative, providing adequate support for logic programming with types and
semantics based on uniform proof systems. But the Prolog programmer suddenly loses source code
compatibility with her previously existing programs. While in research environments, the adoption of
new languages and technologies is quick and even encouraged, expecting industry programmers to ditch
all their existing codebase is too stringent a request and will effectively stop adoption of new technology.

While both functional and logic programming enjoy solid logical foundations, the programming ex-
perience varies enormously. In FP, formulas (types) play the role of specifications, while the programmer
is mainly expected to write a proof. Computation is performed by proof normalization, usually in the
form of reduction. In LP, implicative formulas carry all the computational content, and automated proof
search takes care of building a proof and providing the needed instantiations for it. This differentiation
is rapidly changing with systems like COQ or Agda, which offer the programmer a mixed view. The
boundary between proofs and types is diluted, as types may contain programs. On the other hand,
the programmer is free to write its own proofs or use sophisticated proof search methods, leaving the
programmer in-between both paradigms.

All these systems are based on advanced denotational semantics, where types have a prominent
role from the programmer’s point of view. What is more, FP systems have successfully adapted most of
the advancements of LP systems, like free variables and proof search, without altering compatibility
with previously written programs.

On the other hand, Prolog systems have trouble incorporating in declarative manner some of the
features of FP languages, and many popular implementations are still based on designs derived from the
Warren Abstract Machine.

The work carried out in this thesis constitutes a step towards the enhancement of both the imple-
mentation and semantics of constraint logic programming systems, and to the modernization of logic
programming languages by allowing them to incorporate new features which are convenient for the
programmer without giving up the declarative semantics.
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Structure of the Work

Most of the contributions of this thesis were developed as papers, with chapter [6] corresponding
to [Gallego Arias et al.,[2012b]], chapter [7]to [Gallego Arias et al.,[2011]], chapter [9]to [Gallego Arias
and Lipton|, 2012]] and chapter[I0]to [Gallego Arias et al.| [2012a].

For the sake of readability and extended content we present the thesis as a merged version of the
above papers. The thesis is divided into 10 chapters, with two main parts.

First we introduce the work and survey some needed material. In Chapter [I] we provide an
introduction to the thesis itself. Chapters and[5]briefly introduce programming language theory,
logic programming, the calculus of binary relations and Tarski’s results on the formalization of logic
using relation algebra.

The first part presents the results of the translation of CLP programs to binary relations. Chapter 6]
develops relational semantics for constraint logic programming, while Chapter [7|develops a unification
algorithm fully-within the pure relational theory.

The second part comprises the categorical version of the results of the first one. Chapter ] presents
the necessary concepts about category theory used in Chapters[0)and[I0] where the categorical semantics
are developed.

The dissertation is closed in Chapter[TT} where we evaluate the work and outline general future
work.

Related work, state of the art and specific future work is separately discussed in each chapter.
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CHAPTER 1

Introduction

In this thesis we develop two theories or semantics for Constraint Logic Programming using
relational methods. In particular, the first semantics is built upon a custom distributive relational algebra,
directly based on Tarski and Givant’s work [Tarski and Givant, [1987]. The second semantics uses Freyd
and Scedrov’s allegory theory to improve certain aspects of the purely relational first one.

In general terms, each predicate of a logic program is translated into a coreflexive relation, that is
to say, a relation contained in the identity relation. Coreflexive relations are closely related to the notion
of subset and the set-theoretical semantics of the coreflexive relation resulting from the translation of a
predicate yields a semantics equivalent to the classical set-theoretical semantics for CLP.

The main features and benefits of our relational approach are:

o The necessary meta-theory for CLP is fully captured by the relational theory. Handling of logic
variables and proof search are carried out using a purely relational approach. The compilation
process and tools are able to reason about programs without using any extra-relational theories.

e In addition to an adequate denotational model, the semantics provides a good framework for
program execution. The formalization of the full CLP theory and meta-theory by relations
means that execution is just another instance of equational reasoning.

o The use of category theory opens the door to the development of extensions for Prolog and
the reuse of existing semantic developments, such as types and functions, in a declarative and
backwards-compatible way.

Existing categorical and algebraic semantics for Constraint Logic Programming fail to address the
three criteria outlined above. While the existing semantics constitute an excellent and inspiring body
of theoretical work, in our opinion they are far from becoming the basis of an actual implementation.
Important aspects for programmers, such as efficiency or declarative extensions are often not even
considered, nor is it clear how they would fit in the framework.

The new relational semantics are validated by a proof of adequacy, where it is shown that for any
program, its classical semantics and the set-theoretical interpretation of its relational translation coincide.
The equivalence of the relational machine with classical operational semantics for SLD proof is proven
by an operational equivalence theorem, stating that both systems will return the same answer for any
query and program.

1.1. Relational Methods and Logic Programming

Logic programming languages, at least in principle, are based on the notion of computing directly
with a logical description of a problem, that is to say, with specifications. Computation is reduced to
proof-search in such a way as to ideally separate the programmer from some of the procedural aspects
of computing, to eliminate concerns about how results are obtained and replace them with definitions
that specify what is to be computed. One quickly finds, however, that many procedural concerns must
be taken into account, not only in the choice of definitions, but in the metalogical management of
proof search, including, in particular, treatment of logical variables, avoiding name clashes, etc. This
meta-logical layer lives outside the specification semantics.



Most semantics identify a program-level logical variable with an existential variable in the logic.
This choice may seem harmless to the uninitiated reader, however, it has a big impact, particularly for
building an efficient implementation which can be related to the semantics.

The behavior of logical variables is usually unspecified, with the implementors forced to use a
low-level design in the name of efficiency, a choice which implies the creation of a considerable gap
between the specification of the system and its implementation.

Relation algebras were shown by [Tarski and Givant| [1987] to capture several logical theories,
including set theory. The Tarski-Givant theorems on formalizing mathematics without variables suggest
a way to translate logic programs to variable-free terms in the relation calculus, essentially supplying a
built-in abstract syntax.

Particular relation algebras capture several meta-theoretic issues like proof search, minimal se-
mantics, and existentially quantified logical variables. What is more important, all these previously
meta-logical aspects are now captured equationally. Implementations may be based on rewriting, and
the gap between a particular implementation and its relational specification is smaller than in the
non-relational case.

How to transfer Tarski’s work to real-world logic programming? What would be the advantages
of such an approach? Previous work by Lipton and Broome on variable-free logic programming in
relation calculi [Broome and Lipton, |1994} [Lipton and Chapman) |[1998] led us to formulate our initial
hypothesis: Relation algebra and allegory theory constitute good frameworks for the development
of denotational and operational semantics for constraint logic programming.

Undoubtedly, there is a price to pay for the incorporation of meta-logical concepts into the theory
itself, as the new semantics will be more complex, and the gained benefits may be not worth it. We
believe that we have proven that this is not the case, and indeed, as the second part of this thesis shows,
the formulation of the categorical machine is quite succinct and elegant, captures all the necessary
concepts for an efficient implementation, and displays excellent properties of modularity, adaptability
and extensibility.

Why are the relational semantics well-suited for execution and formalization of logical variables?
We will discuss the issue in depth in the relevant chapters, but the main fact is that relation composition
(or pullbacks in the categorical case) is a good model of existential quantification, and relational operators
capture all the proof search meta-theory; all of this while maintaining a clear and concise set-theoretical
denotational interpretation.

For instance, the fact that a query R has exactly two answers may be expressed as R —' S; U Sy,
assuming —' to be the normalizing rewriting relation in charge of proof search. (Note that the equation
R U R = R shouldn’t be present in our theory to precisely reason about the number of solutions).

The combinatorial — or variable-free — nature of relation algebra stems from the interpretation of
relation composition. Differently from the functional case, the composition of two relations captures
existential quantification, as the relation R; S, “R composed with S”, relates a with b, a(R; S)b if exists
a z such that aRz A zSb.

This carefully chosen example (from [Lipton and Chapman, |1998])) illustrates in a simple way the
use relation algebra to inferpret a logic program and execute a query against it. Consider the Prolog
program for the reflexive transitive closure of a simple graph, and two queries:

edge(a,b).
edge(b,c).
edge (a,l).
edge (1,c).

conn(X,X).
conn(X,Y) :- edge(X,Z),conn(Z,Y).



/ Queries:
?- conn(a,c).
?- conn(X,c).

We introduce the binary relation symbols conn and edge (and let the font difference suffice to distinguish
between program predicates and the new symbols), and translate the program into a pair of relation
equations. The conn identifier stands for a relation defined via an equation and edge stands for an
expression which explicitly describes a finite binary relation on the Herbrand universe H of the program.
For readability, we denote composition of relations by semicolon.

edge = {(CL, b)7 (b’ C)7 (CL, l)’ (l7 C)}

conn = 1dU edge;conn

where id denotes the identity relation.

The first query above is represented by {(a, ¢)} N conn and the second by (1; (¢, ¢)) N conn where
1 is the universal relation. Hence (1; (¢, ¢)) represents the set of all pairs whose second component is c.
A solution to the first query would have be to be of the form {(a, ¢)}, confirming that (a, ¢) € conn,, or
otherwise 0, the empty relation. A solution to the second query should be a more explicit description,
such as {(a, ¢), (b,¢), (c,c), (I,¢)}.

The computation of the second query can be carried out using simple rewriting rules that capture
basic relation identities. A natural first strategy is to unfold the recursive definition of conn:

1; (¢,c) Nconn = (1; (¢, ¢) Nid) U (1; (¢, ¢) Nedge; conn) = (¢, c) U (1; (¢, ¢) N edge; conn)

obtaining the first answer, (c, ¢), given that 1; (¢, ¢) N id is equal to (¢, ¢). We proceed to unfold the
right component of the union in the search for more answers:

1;(c,c) Nedge;conn = 1; (¢, c) Nedge; (id U edge; conn)

= 1 (Cv C)

L; (c,c)

(c,c

N (edge; id U edge; edge; conn)
= N

= (edge U edge; edge; conn)

= (1;(¢,c)Nedge) U (1; (¢, c) Nedge; edge; conn)
= (b,c)U(l,c) U(1;(e, c) Nedge; edge; conn)

Continuing this way, we will eventually obtain the term 1; (¢, ¢) N (edge; edge) which is equal to
{(a,c)}. The next unfolding gives us 1; (¢, ¢) N (edge)®); conn. Notice edge is finite, for any n > 2,
(edge)(™ = 0, thus we are done. The query evaluates to (c,c) U {(b,c), (I,¢)} U {(a, c)} which is
simply {(c, ¢), (b,¢), (I,¢), (a,c)}.

1.2. Objectives and Motivation

In the light of the previous examples, the main objective of this work was to provide a declarative
framework for Constraint Logic Programming covering all aspects that are involved in the definition
of a real world declarative language, from the high level denotational semantics down to an efficient
implementation using a virtual machine.

The typical approach to declarative programming language design is to build operational and
denotational semantics, and then prove their equivalence. Usually, the resulting semantics are too far
apart, requiring difficult proofs of operational correspondence and adequacy of the translation. Even
with recent advances, the gap is there.

In our approach, relational terms are used for both the denotational and the operational representation
of the program, thus we call our semantics “‘executable”, given that computation is an instance of regular
reasoning.



So the initial hypothesis which this work was started under was that using binary relations for
interpreting logic programs would close the specification-implementation gap significantly and allow an
efficient execution engine to be defined by relational rewriting.

The hypothesis, if correct, would bring many benefits. Analyzers, verifiers, and partial evaluators
could be implemented using the same semantic framework, and would share most of the implementation
of the execution engine. Denotational and operational semantics share the same theory, so obtaining
the denotation of a particular execution state would be an immediate and well defined operation. Proof
search strategies and meta-logical operations such as cut could be specified in declarative way. The
problematic notion of logical variable would be removed from the metalevel and fully specified.

The second set of incentives was the exciting possibilities that the use of relations opens in order to
extend logic programming with algebraic data types and functions in the style of [Bird and de Moor;
1996al]. The framework could be adapted in order to obtain a semantics for functional logic programs.

In more technical terms, the precise initial hypothesis could be stated as: the theory of distributive
relation algebras with a fixpoint operator fully captures the theory of logic programming and that a
rewriting system over relational terms would provide efficient execution of SLD queries.

The theoretical part of the hypothesis is proven in the first part of this thesis. However, the
achievement of an efficient execution model was not possible for technical limitations associated with
so-called relational quasiprojections, defined later in this thesis.

So in order to achieve the objective of an efficient execution model, the second part of the thesis
was born. The new hypothesis was that the slightly weaker category theory version of relation algebra —
allegory theory — could be used in order to build an efficient and still declarative execution model. The
use of category theory should allow much simpler proofs, simplifying key structures and allowing them
to be correct by construction.

Briefly, the notion of tabular allegory revealed itself as an ideal foundation for declarative extensions
to the logic programming paradigm. Existing work in types, monads and other constructs typical of
functional programming seemed to fit very well within our developments. Given the exciting possibilities
that the use of categorical tools has had for the functional programmer, we felt obligated to study how
the categorical semantics could accommodate them.

Apart from the primary motivations and objectives, we had a less defined secondary one: the
desire to explore the suitability of computing in general with relations. Studying computation in the
full relational calculus was out of our scope, but we sought some new insights and understanding of
computation within the theory of binary relations. This work was a good opportunity to explore the
appropriate and adequate fragments or relation algebra for use in programming languages and systems
implementation.

1.3. The Thesis

The contents of the thesis are organized in two main sections. The first part deals with the formal-
ization of Constraint Logic Programming in a custom distributive relation algebra. The second part
formalizes Logic Programming using category and allegory theory.

1.3.1. Relational Semantics. In the first part, we interpret Constraint Logic Programs in dis-
tributive relation algebras enriched with quasiprojections, constants for the signature of the program,
primitive constraint predicates, and a fixpoint operator. The fixpoint operator is not fundamental and
may be replaced by adjoining predicate definition equations to the theory.

We study how the theory of distributive relation algebras captures the fragment of first order logic
consisting of =, A, V and 3, notions corresponding to unification, conjunction, disjunctive clauses and
local variable creation. The modular law plays an important role in capturing the notion of predicate
call.



Quasiprojections formalize a quasi-product type, with the difference that a quasiprojeciton hd
relates all sequences of finite length to its first element, whereas a clasical projection has a domain of
fixed-length. Quasiprojecitons were introduced in Tarski-Givant to overcome certain logical limitations.
In our semantics they are used for formalizing most of parameter passing and renaming apart. The union
of all term sequences of finite-length is the carrier of our relational algebra.

In order to capture the definition of recursive predicates, we may use a fixpoint operator. However,
the first order nature of predicate definition means that the fixpoint operator can be accurately replaced
by a set of relational constants and its corresponding equations.

We prove a semantic adequacy result and define a rewriting system for relational terms to simulate
SLD resolution. The rewriting system is proven equivalent to a traditional operational semantics for CLP
using SLD proof search. We define a new algebraic semantics for SLD resolution based on first-order
logic and transition systems in order to carry out the proof.

In our approach, constraint solvers are handled as black boxes. The satisfiability of a constraint is
delegated to a specialized engine.

After the formalization of CLP using relation algebra, we study the implementation of constraint
solvers using the calculus of relations. The problem of first-order unification is given a relational
solution, encoding terms as variable-free relations and developing an algorithm correct and complete
for the original problem.

The newly developed relational theory meets all our requirements but one: we can execute the
semantics but we cannot derive an efficient execution strategy from it. The use of generic projection
relations — also known as quasi-projections — means that the theory doesn’t capture the number of
free variables in use in a given state of the execution of query. This information is a requirement in
order to derive an efficient machine for constraint logic programming. In each predicate call, we may
need to generate new logical variables. Adding a meta-level counter to keep track of the number of used
variables would solve that problem, but this approach would defeat the spirit and purpose of the work.
We develop a fix for this problem using category theory.

1.3.2. Allegorical Semantics. The second part starts by introducing the new categorical construc-
tions able to interpret logic programming. Freyd’s allegories and tabular allegories capture relational
algebra in a categorical way, but some extra structure is needed in order to support the signature of a
CLP program.

We develop the notion of Regular Lawvere Categories, prove them regular and study its models. As
for any regular category, Regular Lawvere Categories generate a corresponding tabular allegory, which
is then completed to define a »-allegory, an allegory where arrows have a tabulation iff they possess a
union-free representation.

The internal logic of X-allegories captures all the theory of CLP save for recursive predicate
definition, which is incorporated externally. Predicates are translated into arrows in a 3-allegory. The
denotational semantics of programs in this setting is studied, with the adequacy theorem being very
similar to the non-categorical case.

The big change from the first part happens when studying the operational semantics of programs
in the categorical setting. A notion of diagram computation is used in order to define an algorithm
for pullback calculation in Regular Lawvere Categories. In a tabular allegory, relation composition is
defined in terms of pullbacks of their tabulations, so we are able to compute composition of union-free
arrows in a Y-allegory.

The categorical machine is then specified, based on diagram rewriting and the primitive of relation
composition, plus some algebraic rules for predicate call and backtracking. We define a compact
representation of its rules and prove it operationally equivalent to classical SLD semantics.

We comment on some implementation details, like the design of a instruction set for the machine
and the notion of memory diagram, which captures memory requirements for term storage.



To end the thesis, we discuss how to enrich our fabular allegories with constraints, data types
and functions. The validity of this approach is shown as these new features are integrated seamlessly
into the existing framework. The newly added structure propagates in two directions: models of the
categories are naturally extended, and the relational composition algorithm is modified to handle the
new constructions in a modular way.

1.4. Contributions

We distinguish two kind of contributions. First, we advocate some particular approaches and
guidelines for programming language design and implementation. Then, a set of technical results and
their development support the philosophical choices previously advocated.

The guidelines defended in this thesis are:

Prolog should be extended with convenient features for the programmer, without losing
compatibility with existing programs.

e Relation algebra is an adequate framework for reasoning about proof search.
e Algebraic semantics and denotational semantics should capture the full theory of a pro-

gramming language, not just a denotation. Execution should belong to regular object-level
reasoning.

Implementations should be straightforwardly derived from the algebraic semantics.
Algebraic semantics that don’t support efficient execution should be avoided.

Category theory is a very good framework for programming language theory and meta-theory.
A particular categorical semantics shouldn’t exclude the reuse of previous results.
Enrichment of categories should be done in an "incremental” fashion. That is to say, for
example, instead of requiring all coproducts to exist in a category, we will strictly require the
minimal amount needed.

And the list of technical contributions is:

New relation theory which captures most of the usual meta-theory of Constraint Logic Pro-
gramming, including first-order variables and terms, Clark’s equality theory and "black-box"
constraints. For convenience, we rely on a meta-theoretical first order name definition to
implement recursion.

New translation procedure for Constraint Logic Programs to relational terms. Theorem:
adequacy of the translation.

New algebraic operational semantics for SLD proof search.

New rewriting system for relation terms simulating SLD proof search.

Theorem: correctness of the system, proof of operational equivalence.

New algorithm for solving the first order unification by rewriting of ground relational terms.
Proof of correctness and completeness.

New notion of Regular Lawvere Categories. Definition, models and proof of regularity.

e New notion of X-allegories. Definition and models.
e New translation procedure from CLP programs to Sigma allegories. Adequacy of the transla-

tion.

e New notion of computing modulo the theory of Sigma Allegories using categorical diagrams.
o Algorithm for the calculation of pullbacks in Regular Lawvere Categories. Proof of correctness

and completeness.

Design of a categorical machine for CLP. Theorem: correctness and proof of operational
equivalence.

New notion of "memory" diagram, allowing the categorical machine to fully capture the
memory usage of the program.



e Extension to the categorical model and machine to include algebraic data types. New type
checking and intermediate code inference scheme.

e Extension to the categorical model and machine to include strict and lazy functions.

e Exploration of other extensions such as monads and residuating operational models.

1.5. Previous and Related Work

Detailed comment on related work is performed individually in each chapter. Here, we review prior
results with similar goals to ours, and justify the differences that led us to take a different path.

1.5.1. Previous Work. We survey previous work that constitutes a direct predecessor of this thesis.

The calculus of binary relations was introduced by De Morgan in 1860, to be greatly developed
by Peirce and Schroder [Pratt, |1992]]. Tarski and Givant [[Tarski and Givant, |1987], and Freyd and
Scedrov [Freyd and Scedrovl |1991]] showed relation algebras were able to capture first order logic, higher
order logic and set theory.

In an attempt to transfer the cited mathematical work to computer science, Broome and Lipton
[1994] applied some of the equivalence results to Logic Programming. In that seminal work, a relational
version of the Mal’cev [Mal’tsev, |1961] quantifier elimination algorithm is presented, together with
some preliminary results on the translation of logic programs. |Lipton and Chapman|[|1998]] focused
in Prolog compilation and execution. Such work was used by the author of this thesis to build a
preliminary implementation [Gallego Arias| 2004]. The implementation effort revealed the need for
several improvements which constituted the starting point for this thesis.

Work by the author on operational semantics and constraint systems [Gallego Arias and Marino),
2005, |Gallego Arias et al., 2007} |Gallego Arias et al.Ll|2007] is a direct predecessor of the approach used
for constraint integration into the relational paradigm.

The category theory part of this thesis has several quasi-predecessors. While the work with the pure
relational calculus part is an improvement of previous existing work, the categorical part is a completely
new formulation. Inspiration for its development came from three areas:

e Category theory: The use of categorical logic [Lambek and Scott, [1986] to capture differ-
ent logical formalisms including A-calculus was considered by the author to be a superior
alternative to other approaches. Freyd and Scedrov’s tabular allegories are the most attractive
framework for a categorical version of relation algebra and provided technical constructions
very useful for the development of this thesis.

o Categorical semantics for Logic programming: Representative works are [Asperti and Martini}
1989, |Corradini and Aspertil|1992, Kinoshita and Power} 1996/ |[Finkelstein et al.| 2003} |/Amato
et al., 2009, /Amato and Lipton, 2001} |Lipton and McGrail, |{1998]]. The fundamental idea
in categorical semantics for logic programming is the representation of a logical variable
as a projection. Lawvere Categories [Lawvere, |1968}1969a, [Hyland and Power, [2007]] and
indexed monoidal categories [Mac Lane, |1998] are two common categorical tools used for
the definition of the semantics.

Specifically, works in [Finkelstein et al.,|1994,|Amato and Lipton, 2001} [Finkelstein et al.}
2003} |Amato et al.,2009] are very close in spirit to the work developed in this thesis. However,
the approach used here is fundamentally different from these works and it becomes difficult to
establish a direct ascendancy.

We couldn’t find any work on categorical semantics which handled the topic of imple-
mentation.

o Efficient abstract machines and categorical abstract machines: Most Prolog implementations
are based on derivatives of the WAM [Warren, |1983] |Ait-Kaci, [1991]]. A very fast machine
for the execution of Prolog, its specification is tied to a particular operational strategy and far
apart from the actual logical semantics. Efforts in other areas like functional programming



have proven that is its possible to build efficient abstract machines whose specification is very
close to the actual mathematical models, like the ones in [[Cousineau et al., (1987, Jones] [1985]].

1.5.2. Related Work. Although originating from a very different context than Tarski’s equipol-
lence result, the work by the Algebra of Programming group [Bird and de Moor, |1996a] should be
seen as the closest related work to this thesis. Their use of tabular allegories to specify and transform
relational programs is very similar to the approach used here, with the important difference of our use
of Lawvere Categories.

We started with the relational interpretation of first order logic developed by Tarski. In the search
of enhancements we settled for the use of tabular allegories. They started with categorical semantics for
functional programming and moved to tabular allegories to get some of the advantages of reasoning
in the relation calculus. Their efforts were continued by McPhee|[[1995]], but unfortunately, McPhee’s
work did not develop an executable model.

Later, Seres et al.|[1999] provided an embedding of logic programs into the lazy functional language
Haskell. Then, valid algebraic reasoning in Haskell can be used to optimize logic programs. There are
many differences with our approach. The embedding relies in the full theory and metatheory of Haskell
in order to reason about logic programs. Implementation details are left to the Haskell compiler. We
consider the embedding too shallow for our purposes, predicates cannot profit from Haskell type system,
and even if this is proposed as future work we cannot see how they could achieve this objective with
their current embedding.

Several algebraic or compositional semantics exist for logic programming. The works of |de Boer
et al.|[1997], van Emden|[2006]] develop an algebraic semantics based on Tarski’s cylindrical algebras,
but no comment on implementation or extensions is given. The same applies for the compositional
semantics of |(Comini and Meo| [1999], Comini et al.| [2001]].

Interesting related work are the linear logic semantics for allowed logic programs of [Cerrito| [ [990]
and|Jeavons|[[1997]). Indeed, in this last semantics, ® distributes over &, mimicking the relational algebra
distributive law for N over U.

A notable and seminal work is the work of |[de Bakker and de Roever|[1972]], |de Roever [[1974],
where a (typed) relational calculus is developed for program schemes. Later, the non-recursive subset
was proven complete in [Frias and Maddux,|1998]]. Without any doubt, the work on relational program
schemes served as an inspiration for the treatment of logic programming started by Lipton and Broome.

1.6. Notation

This thesis studies relationships among several branches of mathematics, logic, programming and
category theory. Thus, notation can be sometimes complex or difficult to follow. Before becoming
thoroughly familiar with the calculi involved the main challenge for the reader may be to determine to
what domain a written expression belongs. We try to shed some light in our choices of notation, with
the hope of simplifying the reading of the thesis.

We have slightly abused and overloaded vector notation throughout the thesis, with the hope to
make it more readable. The use of vectors ranges from simple sequences & = 1, .. ., Z,, to complex ex-
pressions containing lots of subvectors ' = p1 (1), . . . , pn (), where @y, = ug, (tx, ), - - ., ug,, (tx, ),
and the same for t_: etc.

The basic domains involved are:

e First Order Logic First order logic formulas and terms are written using the standard logical
operators, lowercase for variables and terms, and uppercase for metavariables denoting predi-
cates: Vay. P(t(z1)) — Jz. P(t(z1)). Constraints are assumed to belong to the set of first
order formulas.



o Relation Algebra For relation algebra, we can distinguish relational terms, with relational
variables written in uppercase A N (B U C) and equations AN B = BN A. Elements of a
carrier AT of the algebra, are usually super scripted with the carrier name, such as t4.

o Category Theory For category theory, arrows are written in lowercase letters f, g, categories
in calligraphic font C, and objects in uppercase, f : A — B. Functors are written with
uppercase letters, and natural transformations in greek lowercase: 7.

Some expressions — that we call compound — mix notation from some of these basic domains. They
are:

o Constraint Logic Programming CLP programs are written using typewriter font:

nat (o).
nat (s (X)) <- nat(X).

Their associated logical meaning (e.g. Va.nat(x) — nat(s(x))) is written in first order logic
notation. Operational semantics, queries and transitions between them are written in the usual
style, and we’ll usually prefer using the logical meaning of the program to the actual code. In
some examples, we may capitalize variables trying to underscore the connection of the logical
variable with the one in the program.

e Rewriting System We will use a rewriting system for relational terms. For the sake of clarity,
we use the same notation for terms of the rewriting system and relational terms. So, A N B
actually is both a relational term and a rewriting term, distinguished by the context. More
details on the encoding can be found at the beginning of Section[6.4]

e Logical and Relational States We will define several mixed structures, such as logical and
relational states. The definition of these intermediate structures uses notation for several
domains, as they may include a mix of say, first order formulas and relations. For instance,
a very common pattern is the representation of relational terms that from the application of
a translation function K : FirstOrder Logic — Relation. Given a formula ¢, we write
K () for the relational term it denotes.






CHAPTER 2

Programming Language Theory

The objective of this section is to briefly present some notions of theoretical concepts about
programming languages. We use the term programming language theory or semantics to refer to any
formalism able to reason about programs. In this section, we will focus on a very narrow segment
of formalisms with a mathematical base. The reader familiar with general notions of mathematical
semantics of programming languages may safely skip this chapter completely.

A very important use of PL theory or semantics is definition of properties of programs. Some
examples are:

Termination.

Run-time errors.

Space and time consumption.
Order of execution.

Data integrity.

Security properties.
Maintainability.

The number of existing frameworks for the study of those properties is immense, some of them are based
on mathematical principles some not. If our program is given a meaning using a formal or mathematical
system, we may speak about formalization of its properties.

Indeed, a very desirable property of a semantics is that it is akin to mechanization, that is to say,
that the system used is suitable for automated reasoning. This way, we can write programs that can help
us when checking other programs, easing the manual effort and freeing the programmer from often
tedious manual proofs.

Given some semantics and a formalization of some property, there are several approaches to check
whether a program meets it. We may roughly split them into the following non-exclusive approaches:

Program Analysis and Verification: We write programs in a PL that allows them to run re-
gardless of their compliance with the desired property. An external tool then examines the
program or its trace and determines whether the property holds.

Correctness by Construction: Programs are built from pieces that when properly combined,
produce programs that never go wrong with respect to some criterion. Usually, programs are
written in a safe language. The compiler won’t allow the program to run unless it can check
certain correctness properties.

Testing: An automated system generates a set of inputs for a program. Then the program is
run and the system checks the output. Tests usually have a notion of coverage, allowing the
assertion of some property with a varying degree of confidence.

A particular case of the correctness by construction approach is the family of declarative languages,
family to which both functional programming and logic programming belong. A program is declarative if
it specifies “what the desired result is” instead of “how to get the answer”. Usually, declarative languages
include in their definition rigorous mathematical semantics. Ideally, a declarative programming language
should allow the programmer to forget control flow, easing her work towards a correct program.
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2.1. Theories and Formalisms

What does “formal” mean? When we speak of correctness and proof of correctness, we need to
define the notions themselves, including that of proof. Humans can easily adapt to varying degrees of
formalism, but as of today, computers don’t enjoy of the same ability. Even the formal language used in
mathematics falls often short when working in an automated system. A “formal” proof may be accepted
by most mathematicians, but it may be impossible or very difficult to check using a theorem prover.

Problems often overlooked are the definition and encoding of syntax and structures. A definition
of some structure may be simple and usable for programming, however, it may not meet some desired
properties. What is more problematic, in order to define syntax we need some new syntax for its
definition! This egg-and-chicken problem is what we call the theory/meta-theory barrier. In order to
define some theory or semantics we need a theory of the defining language itself!

Let’s use a typical example to illustrate some of the aspects of formalization, theory and metatheory.
Assume a system based on logic and provability. The system is equipped with a set of statements or
formulas T, with elements 1, ¢o, . .., and a provability relation I, relating a finite number of elements
of T with a single one. For the moment, we don’t worry about the structure of 7 itself. We write
©1, P2 b 14 for 14 is derivable from ¢; and 9. If a multiset of formulas I" allows the derivation of
a statement ¢, we write I' - ¢. The semantics for this system is determined by the provability relation,
which we could interpret as a subset - C (7* x T) of the cartesian product of finite sequences of
formulas and a formula.

The reader can see that we have used several informal statements in English, a Kleene start and
some set theory in order to define just the basic aspects of our system. We didn’t even specify what are
the elements of 7 or |-.

Indeed, the I relation completely determines the behavior of our logical system, so we may refer
to it as the theory of the system. When speaking about the specification of |- itself, we will speak of
metatheory.

The bare minimum that the metatheory of the system (or the theory of ) must contain is the syntax
of the formulas and a finite description of the elements of I-. If - has an infinite number of elements we
need some additional machinery — usually an induction scheme — in order to finitely define it. Theory
and meta-theory are usually very different frameworks. Indeed, given a description of meta-theory for
I, it is a common case that determining its associated theory is impossible.

Beyond the minimum requirements for a meta-theory, we may enrich it in order to reason about our
theory, which is in this case the I- relation. Let’s assume a syntax for formulas such that if ¢ € T, then
—p € T, where we intend —p to mean “¢p is not true”. For our definition to make sense, we need to
check a fundamental property of i, consistency. Undoubtedly, the lack of consistency will be a bug in
k. If we allow the derivation of ¢ and its negation —p from any set of premises I', it will usually imply
that the system can prove any formula — “ex falso quodlibet” — making it useless for reasoning, and
contradicting our intuitions about the meaning of —.

How to formally specify the consistency property in the meta-theory? Here is an attempt:

VI' € T*~3p e T.(TF @ AT + —p)

In the above definition, we use conjunction and quantification over formulas, so if we want to define con-
sistency, the metatheory won’t be exactly trivial. We’ll need new rules to handle universal quantification
over formulas.

We may extend the metatheory for the logical system in several ways. We may negate the above
formula to get a definition of inconsistency:

T eT*IpeT.(TFpATF —p)

INote that we refer to proof checking, as proof search for an actual complex mathematical proof is beyond current capabilities.



or use a different formulation for the definition of consistency:
VL eT*"VoeT-TEFeATE —p)

Other interesting properties, like ~(I" - ¢) < I' - = are also possible to define.

An obvious fact is that the proof of consistency for - will depend on the correctness of the
metatheory. Trying to mechanize or automate a theory lifts correctness problems to the metatheory and
implementation of the tool used for the automation. But the situation is not so dim as it may look. Today,
there exist systems whose results may be taken as 100% correct for all practical purposes. Theorem
provers like Coq or Isabelle are very reliable and can produce a proof certificate, easily double-checked
by a different tool. Fortunately, proof checking is a much easier problem than proof searchﬂ

A common aim is for systems where the metatheory is simpler than the defined theory. For instance,
if we use sequents to formalize provability in linear logic we write rules of the form:

A AFB
IAFA®B

Linear logic [|Girard, [1987| has a very rich theory and a complex proof search. The meta-theory of
sequents and formula syntax may be considered “simpler” than the theory of linear logic itself which is
the set - of premises and conclusions. Checking the correctness of a system that manipulates sequents
and implements LL notion of syntactical derivability is not difficult. In general, there is a link between
the logical complexity of the correctness statements that we intend to check with the complexity of the
needed meta-theory.

How does the semantics of a programming language look? Indeed, the above logical definitions are
a good base upon which to build a programming language. in the rest of this thesis we will explore in
depth the theoretical aspects of programming languages based on logic and proof search. For the rest of
this section, we’ll use a simple programming language: The A-calculus.

We start with the needed meta-theory: Assume a countable set of variables z, vy, ... € Var. The set
of terms A of the A-calculus is defined by the following grammar:

A = =z if zeVar
\
\

(M N) if M,NeA
Ax.M if xeVar,MeA

Variables M, N, ranging over terms and induction over terms live at the syntax meta-level. The \-
calculus is commonly seen as a functional notation. Intuitively, a term of the for (M N) denotes the
application of a function M to an argument /N and a term of the form \z.M represents a function which
takes a parameter = and returns M. Terms in A have a notion of variable z. We call = an object level
variable or simply a variable and we call M, N meta-variables.

The syntax of A is not by itself very useful. We want to capture the intuitions about functions just
stated, which implies that we need a rule for function application. We will define such theory using
equality. Through history [Tanner, |1962], equational reasoning has appeared in numerous forms.

Equality between relation expressions is a central concept in this thesis, and computation is for-
mulated via reduction rules, an oriented version of equality. In fact the central translation of logic to
relation algebra defined in subsequent chapters transforms logical deduction into equational reasoning
in relation algebra.

Rules for equality are simple: it is the most general relation that is symmetric, reflexive and transitive.
That is to say, for arbitrary elements a, b and ¢, equality obeys:

a=a
a=1> = b=a
a=bandb=c = a=c

2(0 the point that it is one of the prime examples of a P vs N P.
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where a rule R = S means that if R is true, sois S.

A good example of the power of equality is combinatory logic [Curry and Feys},[1958]]. Combinatory
logic is the theory of equality plus two constants K and S, a binary operator (application), and the
equations:

Kry = =

Szyz = ((z2)yz)
Every computable function can be encoded as a term in combinatory logic. Note that the metatheory is
really simple, we don’t even need the notion of object level variable as in the case of the A-calculus. This
implies that equality and some basic syntax is in itself enough for computation. Why then use a more
complex formulation like the A-calculus? Indeed, as we stated before, meta-theory plays a crucial role
in proving properties about a system. For instance, proving confluence of combinatory logic without
using the confluence proof of the lambda calculus was quite hard. E]

Back to the A-calculus, the idea is that terms that represent the same function should be equal.
The names of captured or local variables shouldn’t affect a function’s result. This property is called
a-conversion. The relation between application and abstraction is called 5-conversion. The standard
(aB) theory of the A-calculus is defined by the rules:

Ax.M =, My.N[z/y] (y free in N)
(Az.M)N =3 M[z/N]

The transitive nature of equality allows us to repeatedly apply the above equations in order to prove
equality among arbitrary terms.

The metatheory of the A-calculus doesn’t enjoy the simplicity of combinatory logic. The presence
of variables in A’s syntax and the nature of function application forces the definition of =, and =g
to depend on the use a meta-level capture-avoiding substitution [z/M], which in turn depends on the
notion of being free in a term.

The intuition behind capture avoiding substitution is simple, but its formalization is far from it —
the interested reader may see an example in [|[Gabbay and Mathijssen, 2008]|. Indeed, the presence of the
meta-level substitution in the rules defining the theory complicates induction and formal reasoning over
A in multiple ways. What do we mean by “far from simple”? Let’s define capture-avoiding substitution
by induction on the syntax of A:

z[x /M| = M if z==2

z[x /M| = z if z#z2

(M N)[z/E] = (M[xz/E] N[z/E)) if true

(Az.N)[z/E] = (Az.N) if z=uz
(Az.N)[z/E] = (Mz.N[z/E]) if z#x, zfreshforE

In the above definition, we see some side conditions based on equality, and an English sentence “z fresh
for £, whose meaning is that z does not occur free in E. The existence of this sentence means that
our definition is a non formal definition, which translates to not directly usable in automated reasoning.
Trying to formalize “fresh” is harder than it looks, given that it is always possible to a-convert the term
FE in order to make z fresh for 2. Much work on those topics has been done by Gabbay and others,
see [[Gabbay and Pitts, |1999| Dowek et al., 2010].

We end this brief discussion about formalization and meta-theory observing again, the existence of
a tradeoff when choosing how to split theory and meta-theory, mainly depending on what properties we
want to define, capture and prove.

Logic programming is a good example. In classical Herbrand semantics, proof search is placed at
a meta-level. Thus, set-theoretic semantics doesn’t capture notions as the number of failures or other
properties related to the resolution proof method. In exchange, the semantics are based on standard sets.

3see problem 1 athttp://tlca.di.unito.it/opltlca/
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2.2. Operational Semantics

Operational semantics is the study and specification of the dynamic behavior of a program. The
exact definition widely varies depending on the context and the culture of the programming language.
Some authors may consider an interpreter of a language its operational semanticﬂ while others may
use highly abstract notions.

The study of operational semantics was initiated in [Landinl |[1965| [Plotkin| [1975]], to be fully
refined in [Plotkin, [1981]]. Much work has been done after that initial work. Natural Semantics [Launch{
buryl, [1993]], Modular Structural Operational Semantics [Mosses| 2004]] and categorical operational
semantics [Staton, |2008] are just some pointers to more current work.

Formal operational semantics are usually presented in two forms. Small step semantics take the form
of a set of transitions between states of a program, where each transition captures a single computation
step. Rewriting and transition systems are a common formal tool to write semantics in small step style.
For instance, a small step operational semantics for combinatory logic is given by the rewriting system:

Ky — =«
Szyz — (x2(yz))

together with the condition that the rewriting is outermost. Better examples of small-step operational
semantics arise in imperative languages, where the state represents the program’s memory and each
statement modifies it.

Small-step semantics are often convenient when we can prove properties of the rewriting system like
confluence and orthogonality [Baader and Nipkowl [1998]]. Rewriting systems also enjoy an advantage
for modeling the operational behavior of concurrent systems, where big step semantics have a harder
time capturing interaction.

Big step style operational semantics define evaluation of an expression by mapping it to its final
form or output. A good example is the definition of an evaluator for the call-by-name strategy of the
A-calculus:

zl x Ax.B || A\x.B

MM N[q;//B]lLB (' = 0.5) MiLMI
MN | B MN | M'N

(M' # \z.B)

In these rules, an expression of the form ¢ |} ¢’ means that ¢’ is the fully evaluated form of ¢.

Formal operational semantics opens the door for rigorously defining and checking interesting
properties of a program’s behavior.

For example, in typed systems, we may prove that evaluation is type preserving. Other examples
of important properties that have been formalized for different ptogramming languages follow. An
operational semantics is compositional if the evaluation of a compound term only depends on the
evaluation of the subterms and a notion of composition. A programming language is strongly normalizing
if every well formed program always terminates. Characterization of observational equivalence is key
to create equivalence classes of programs, etc...

2.3. Denotational Semantics

Denotational semantics interpret programs as objects in some mathematical universe. Work in
denotational semantics for programming languages was started by Scott and Strachey [Stoyl, [1981]
Winskel, [1993]]. In logic, we may identify denotational semantics with work in model theory, ranging
back to the early twentieth century.

“Note however the dependency introduced on the operational semantics of the interpreter itself, c.f/Reynolds| [[1998]
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Mathematical universes or domains are usually defined by recursive equations. For instance, the
domain for the untyped A-calculus is the solution to the equation D ~ D — D, where D — D is a
function space.

As a small example, we will present a denotational semantics for the simply typed A-calculus, A7.
Take syntax for the simply typed lambda calculus to be the previously defined set A. Define by induction
a set of types 7, with base case ¢, and inductive case 7 — 75. A context I is a set of expressions of the
form x : o, with  a variable and sigma a type. The typing judgments for \™ are:

r:oel Tx:obF-M:T 'EM:0—>71 'FN:o
P'tz:0 THXMM:c—71 PF(MN):7

where I' - t : o stands for “¢ has type o with context I'”. A term ¢ is well typed iff there exists a type o
and context I such that ' - ¢ : 0.

We use the semantics from Plotkin [Plotkin| [1980]]. Consider a fixed non-empty set D. We define
the full type hierarchy as follows. D, = D, and D,_,. = (D, — D, ) the set of all functions from D,,
to D,. An environment p is a o-indexed function from variables x : ¢ to elements of D,. We write
plx — d], for x : o and d € D, for the new environment that maps z to d. We write {} for the empty
environment.

Then, for a closed well-typed term ¢ : o of A7, we define its interpretation [t];} € D,:

[, = pT
[(M N)Hp = [[Mﬂp([[N]]p)

the function [ assigns to each well-typed closed lambda term ¢ : o an element on the domain D,,.

As it is the case with operational semantics, the term denotational semantics is used to encompass a
wide variety of formalisms. As we will see, the denotational semantics of predicate in a logic program
is the set of all the ground instances that are provable by resolution. This semantics, while called
denotational, doesn’t have very good properties, for instance is not compositional, take the program:

nat (o).
nat(s(X)) :- nat(X).

The union of the individual semantics of the clauses is not equivalent to their semantics taken together.
In the first case, [nat(o)] = {o} and the semantics of the second clause is (), as this clause by itself
cannot prove any formula using resolution. However, the semantics of both clauses together is the set

{0,5(0),s(s(0)),...}.

We may formalize some properties of interest about denotational semantics. Assume a set of
programs P, a domain D, a relation of observational equivalence ~: (P x P), and an interpretation
[ : P — D, then we have:

e Soundness, which checks that two terms which are observationally equivalent have the same
denotation:

Vp1,p2 € P.(p1 = p2 = [p1] = [p2])

e Full abstraction, when two programs have the same denotation they are observationally
equivalent:

Vp1,p2 € P.([p1] = [p2] = p1 ~ p2)
e Full completeness, when each element in the semantic domain has a program:

Vde DIpePlp]=d

Usually, full completeness results state that there exist a unique program for a given element.



2.4. Algebraic Semantics

Algebraic semantics are a special case of denotational semantics, where we interpret programs
using algebra. That is to say, a set of terms, variables and operators with equivalences between them.
Algebraic theories are usually presented as a set of equations.

Pure algebraic semantics for the A-calculus are out of scope of this short introduction, we refer the
interested reader to some related work by Salibra [Salibra, [2000] and|Gabbay and Mathijssen|[2010].

Fully algebraic semantics must capture all the meta-theory involved in a language. When that
happens, the semantics can be seen as a middle ground between operational and denotational semantics.
Orienting an equation readily gives a notion of computation, and mechanizing theorem proving with
equational specifications is often straightforward, given that the transitivity and symmetry of equality
are the only rules involved.

As an example of an algebraic specification we will use an example with a long tradition in computer
science, algebraic data types. We may specify a list data type in algebraic style. Define operators:

empty — List
cons(List, Elem) — List
tail(List) — List
head(List) — Elem

the following equations define the behavior of the operators:

head(empty) = wundefined
head(cons(l,e)) = e
tail(empty)) = wundefined
tail(cons(l,e)) = 1

Note that our algebraic specification allows the occurrence of ill-constructed lists that are undefined.
This particular example may be fixed by using sorted algebra. Define two sorts NEList < List, meaning
that every List is also a NEList. Then the operators and rules are:

empty — List
cons(List, Elem) — NEList
tail(NEList) — List
head(NEList) — Elem

head(cons(l,e)) = e
tail(cons(l,e)) = 1

Using sorts, we have improved the semantics of our algebraically defined lists. A generalized notion of
sorted algebra is provided by category theory. A category is defined by a collection of typed (or sorted)
arrows between objects. Arrows can be composed if their sorts match, composition is associative and
there is an identity arrow for every object.

The use of category theory for defining semantics of programming languages is a prominent case
of algebraic semantics. Categories are a generalization of algebraic concepts, often highlighting the
connections among algebra, logic and topology.

For instance, we may interpret simply typed A-calculus in the so-called cartesian closed categories.
Assuming the types are correct, the theory of a cartesian closed category may be equationally presented
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as follows:

(fog)oh = fol(goh)
Idof = f
fold = f
Termof = Term
Fsto(f,g) = f
Sndo(f,g) = g
(Fstoh,Sndoh) = h
fxg = (foFstgoSnd)
Appo (A(f)x f) = f
A(Appo (f x1Id) = f

The reader can observe how the CCC theory includes models such as the category Set of sets and
functions. At the same time, this equational theory has served as the base for the implementation of
A-calculus interpreters and functional programming languages [[Cousineau et al., |1987].



CHAPTER 3

Constraint Logic Programming

Constraint Logic Programming is programming with predicates in a certain fragment of logic, with
the help of external domain-specific logic engines called constraint solvers. More broadly speaking,
it is programming with executable specifications: code that has independent mathematical meaning
consistent with its input-output behavior. Specifications are often formalized as relations.

Logic Programming is made possible thanks to efficient theorem proving methods. A program is
viewed as a logical theory, then the system is fed with a formula or query, trying to prove it is logical
consequence of the program. If there exists a proof, a summary of the proof itself is considered the
answer.

There are almost as many different LP variants as there are logical formal systems. In the rest of this
work, we focus in Logic Programming with first order Horn clauses and constraints. In this setting, a
program is a set of Horn clauses with exactly one consequence and a query is an existentially quantified
conjunction. The information returned by an answer is the witnesses for the existentially quantified
variables.

3.1. Basic Syntax

Assume a permutative convention on symbols, i.e., unless otherwise stated explicitly, distinct names
f, g stand for different entities (e.g. function symbols) and the same with distinct names 4, j, for indices.
A first-order language consists of a signature ¥ = (Cyx;, Fx), given by Cs, the set of constant symbols,
and Fy, the set of term formers or function symbols. We usually write f, g, ... for elements of Fx; and
a, b for elements of Csx;. P denotes a set of predicate symbols. We usually write p;, p;, ¢;, g;, - . . for
elements of P. Function o : P U Fx, — N returns the arity of its predicate argument. We assume a set
X of so-called logic variables whose members are denoted x;, y;, z;, . . . .

We write Ty, for the set of closed terms over ¥.. We write 7x(X) for the set of open terms (in
the variables in X’) over . We drop ¥ when understood from context. We write ¢, u, v for terms of
Ts.. We write sequences of variables, terms and predicates using vector notation: & = x1,..., Ty,
t=t1,...,tn, D = p1,...,Pk. The length of a sequence is written |-|, thus |Z| = m, || = n and
|p] = k. t[Z] denotes a term ¢ from Tx(X') using variables in &, and £|Z] denotes a sequence of terms
using variables in Z.

We proceed to define standard concepts of atoms, predicates, programs and clauses. The reader
may check [Lloyd, |1984] for more information.

DerintTiON 3.1 (Atom). Given a predicate symbol p € P, with arity a(p) = n and terms
t1,...,tn € Tu(X), an atom is an expression of the form p(t1,...,t,). We say an atom is pure
if it only contains variables as arguments. This notion is naturally extended to compound formulas.

Thus, p(t]Z])) denotes an atom composed of a predicate p and arguments ¢;[Z], . . . , t,,[Z]. §(]Z])
denotes a sequence of atoms p; (£1[Z]), . . ., pn (£, [Z]). We may drop [Z] or even ][] when the context
allows and just write 7 for 7(£[]). Given a sequence 7 of n terms, variables or atoms, we write )2 for
the sequence of n — 1 elements starting with the second one, that is to say, pjo = p2, ..., Pn.
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DegNiTIoN 3.2 (Horn Clause). Given atoms p(t), qi (1), . . ., qn(iiy,), with n > 0, we define a
Horn Clause as a named expression of the following form:

c:p(t) « qi(ir), ..., qn(iy)

The atom p(f) before the <— symbol is called the head of the clause and the sequence of atoms to its
right, the tail. Horn Clauses with an empty tail are called facts.

A Horn Clause is logically interpreted as an implication from right to left. Operationally, given an
atom p(f) in a query, we will try to match it to the head of some clause. If we find a match, then we
proceed to prove all the atoms in its tail.

DerintTioN 3.3 (Logic Program). A Logic Program PL is a finite set of Horn clauses.
For convenience, we formally define renaming apart:

DeriniTION 3.4 (Renaming Apart). Given two sequences of variables I, i, we say they are renamed
apart if there is no i, j such that z; € &, y; € § and x; = y;. That is to say, the names are all different.

Let o be a renaming over a set of variables, cX — X. Given X and 1, we say that o is a renaming
apart for T from § if o (Z) and y are renamed apart.

3.2. Constraints

We can enrich Def.[33]if we allow a broader class of formulas to occur in Horn Clauses instead of
just atoms. Constraint Logic Programming is the enrichment that occurs when using constraint formulas,
a class of conjunction and existential quantification close formulas to be checked for satisfiability with
an external tool. For all purposes, the external tool or constraint solver is an opaque entity, which we
will interact with using a tell operation, where we post a new formula and the solver will return true it is
satisfiable or fail otherwise. We also assume the ability to manipulate and construct constraints. We
base our presentation on standard material from [Jaffar and Maher] |1994, [Saraswat, [1992].

We first define X p-structures, that is to say, the connection of syntax of the constraint formulas to
the constraint domain itself. The use of an external constraint solver means that we lack any inference
rules for constraint formulas, so X p-structures constitute full descriptions for constraint domains.

DEerINITION 3.5 (Xp-structure). Let Xp C X be a subset of the signature of the program, and
CPp C P a subset of the predicate symbols of the program. A Yp-structure D consists of a set D
and an assignment for elements of ¥p, and predicate symbols of CPp in D in the usual way: constant
symbols are mapped to individuals in D, function symbols of arity n to n-ary functions on D and
predicate symbols of arity n to n-ary relations on D. We write fP, pP for the D-interpretation of
Sfunction and predicate symbols in D. The equality predicate = — whose standard meaning is domain
equality — is required in CPp.

ExampLE 3.6. A standard example is the Y-structure given by the set N, constant o interpreted as
0, unary function symbol s interpreted as x — x + 1, binary function symbol + interpreted as addition
and predicate symbols <, >, interpreted as the less than and greater than relations.

We may have a family of structures. Let © be an indexed set of Xp-structures. We write D; for an
element of ®, and we require the sets CPp, C P to be disjoint in order to not to require an overloading
mechanism.

Derintrion 3.7 (Constraint Formulas). The set Lp of constraint formulas built from (Xp,CPp) is
inductively defined as:
e Foreveryp € CPp ofaritynand ty, ... t, in Ta,(X), p(t,...,tn) € Lp. It is called an
atomic constraint formula.
o Ifp,ip € Lp, then p AN € Lp.
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o Ifp € Lp, thenIx.p € Lop.

We call nonatomic constraint formulas compound formulas.

Lp is closed under conjunction and existential quantification and it is easily seen closed under
substitution. We commonly call an element of the set Lp a constraint. We write ¢, 1, ¢ for constraints.

REMARK 3.8. We force Lp to be built using terms from Ts,(X) in order to follow standard practice
in constraint logic programming, where the arguments of any constraint formula can be interpreted
and manipulated as a normal term. However, the standard equality predicate may not correspond to
equality in the constraint domain. A typical example is the use of the . =. predicate to denote equality in
finite domain solvers. To cite another example in the domain of the natural numbers 3 + 4 .=. 71is
true but the term equation 3 + 4 = 7 may fail since = represents term equality and 3+4 is a compound
term formed with + € F, and 3,4 € C and hence, not identical to 7.

A common case is when D is R or N with the usual representation of numbers.

DerintTION 3.9 (Constraint Domain). A constraint domain is given by a pair (D, Lp) consisting of
a Yp-structure and the set of constraint formulas.

ExampLE 3.10 (Herbrand Constraint Domain). Suppose H is the Herbrand universe for a signature
3., that is to say, the free Y4¢-structure, and let L4, stand for all open formulas over the signature of H
built up from atoms using conjunction, existential quantification and equality of terms using variables
from X, the set of so-called logic variables. Then the Herbrand Constraint Domain is the pair (H, L)

A Yp structure induces a mapping or interpretation from elements of L to the lattice of truth
values L, T.

DeriniTioN 3.11 (Constraint Interpretation). The interpretation function for closed formulas [-]P
Lp — {L, T} is defined by induction on the structure of the formulas:

[[p(tl...t)ﬂp _ 1 l'f(t?,.,.,t?)%pp
e T if(tP,.. . tP)epP

Lo A ¥]P = min([¢]?, [¥]7)
[Bz.¢]” = maz([pla/z]]” | a € D)

DerintTION 3.12 (Constraint Satisfaction). A closed constraint formula  is satisfied in a domain
DorDEoif[p]? =T.

So far, we have defined interpretation for closed constraint formulas, now we extend the notion to
constraints with free variables.

DerintTION 3.13 (Consistency of a Constraint). Let D be a constraint domain. We say an open
constraint ¢ with variables T is consistent or satisfiable if D = 3 F.c. e.g. x = 2 is satisfiable in R but
2% = —1is not.

The reader should note that it is common practice in CLP to identify the satisfiability of a constraint
¢, usually written D = ¢ with consistency D |= 3 Z.c. We avoid this abuse of formal notation but will
use the words consistency and satisfiability of constraints interchangeably. The problem of determining
when a constraint is satisfiable is solved by a query to the constraint solver.

A constraint system is equipped with a formal entailment relation which must meet several require-
ments.

DerintTiON 3.14 (Constraint System, [Saraswat| [1992])). A Constraint System is a pair (Lp,F):

(1) Lp is a set of constraint formulas.
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(2) F C Fin(Lp) x Lp satisfies the following inference rules:
Fl Fd FQ, dbe
Idr-d I',Toke

T,de-f TiFd Tole
T,dAerF f Ti,IaFdAe

Tdre I'Fdjt/X]
I, 3X.dte T'+3X.d

Constraint solvers must be sound, that is to say, every deduction using - must be correct respect to
I=. The opposite notion, completeness is convenient but will not always hold. An incomplete solver
may allow some derivations to happen where a constraint cannot be satisfied. Such an state is logically
inconsistent. Analyzing the compromise of using such constraint solvers is beyond the scope of this
work, but we will prove that when using a incomplete constraint solver our system gives equivalent
answers to those that would be given by a classical CLP system.

DerintTION 3.15 (Constraint Store). The notion of constraint store refers to the internal state of a
constraint solver. For our purposes, a constraint store is a constraint formula.

We now extended the notion of Logic Program to the notion of Constraint Logic Program.

DEFINITION 3.16 (Horn Clause with Constraints). Given atoms p(t), and a sequence Ay, ..., A,,
withn > 0, where A; is an atom (A; = q;(4;)) or a constraint (A; = ¢;), we define a Horn Clause
with Constraints as a named expression of the following form:

cl :p(f) — Ay, A,
Abusing notation, we use p (and ¢, etc...) for denoting sequences A, ..., A, where A; may be a

constraint or an atom p; (t|7]).

DerintTION 3.17 (Constraint Logic Program). A Constraint Logic Program PL is a finite set of
Horn Clauses with Constraints.

3.3. Examples

A basic example is the definition of peano addition:

add (o, X, X).

add(s(X), Y, s(Z) :- add(X, Y, Z).

The first clause states that o+.X = X for all instances of X. The second clause states thatif Z = X +Y,
then s(Z) = s(X)+Y. We may query the add predicate with different instantiations of their arguments.

For instance, if we query it will all its variables free, we obtain an infinite set of answers, procedurally
generated:

?7- add(X,Y,Z).

X = o,
Z=Y7?;

X = s(o),

Z = s(Y) 7 ;
X = s(s(0)),
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queens (N, L, Lab) :-

length (L, N), / L has length N.
domain(L, 1, N),
safe (L),

labeling(Lab, L).

safe ([1).

safe ([XIL]) :-
noattack(L, X, 1),
safe (L) .

noattack ([1, _, _).
noattack ([YIL], X, I) :-
diff (X, Y, I),
I1 is I + 1,
noattack (L, X, I1).

diff (X,Y,I):-

X #\=Y,
X #\= Y+I,
X+I #\= Y.

Ficure 3.1. Code for the Queens Problem using Prolog(CLPFD)

Z = s(s(Y)) 7

We must note that while add will return an answer in most cases, it is not complete, for instance, the
following query will hang the Prolog interpreter.

add (s (X),s(Y),s(Y)).

Thus, while a highly declarative paradigm, standard logic programming doesn’t fully abstract the
programmer from operational issues.

We have stated that using an external constraint solver provides significant advantages, mainly in
efficiency and modularity of code. A good example is the program of Fig.[3.1] that uses a constraint
solver over the natural numbers to succinctly solve the N-Queens problem.

In this case, the predicates primitive to the constraint solver are

e domain(L, M, N): It states that all the elements [; of the list L of numbers (or free variables)
are between M and N, that is to say, m < [; < n.

e labeling(S, L): This is a control predicate, and is true if the list L ground, that is to say,
composed of numbers.

o #=: This is the # relation for natural numbers.

The list of variables L of length N, is used to represent the positions of the queens. For instance, a list
[1, 3, 2] means that in column 1, the queen is in row 1, in column 2 the queen is in row 3, etc...

Then, we impose the following conditions on the numbers. All the elements of the list must be
different, as having two queens in the same row means that they are not safe. We also impose the
constraint that no queens are in diagonal, that for any positions X, X;, with ¢ < j this is achieved by
imposing X; # X; + j —iand X; # X; — j — 4. This particular example runs very fast and it is very
difficult to beat with a hand-programmed solution. Note that, as is standard in logic programming, the
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predicate queens may be used to find a solution or it may be called to check if a given configuration is a
solution of the N-Queens problem.

3.4. Denotational semantics

The classical denotational semantics for a logic program is its set of ground theorems. To give
a constructive description of this set in term of a sequence of approximations, the standard Apt-van
Emden-Kowalski interpretation operator may be used, see [Lloyd, [1984]. In order to understand how
this operator works, we define the logical interpretation of a Horn Clause:

DerintTION 3.18 (Logical Interpretation of Horn Clauses). The logical interpretation of a Horn
Clause:
p(ﬂ A QI<’J1)7 ce 7qn<ﬁn)
is the universal closure of the following formula

3Z(q1 (i) A - A gn(iin)) = p(D)

where I are the variables free in the tail not occurring in the head.

As such, the logical interpretation of our program is a theory. The denotational semantics is the set
of all the ground atoms that can be proved true by resolution. The Herbrand Base of a logic program is
the set of all atoms that can be built using 3 and P. Then, an interpretation I is a subset of the Herbrand
base and it its a Hebrand Model of a logic program P iff for every ground instance of a clause p < ¢,
whengeIpel.

A model of a logic program P can be constructed using an operator T’p on interpretations, which is
informally defined as:

TS = all ground instances of all the facts in P
TRt = T2 U {all the ground instances of heads whose tails are in 7%}

T'p is monotone and it has a least fixed point which corresponds with the minimal model of P. The use
of constraints complicates this structure. Our interpretations are no longer sets of ground atoms, but
they must have an attached constraint carrying logical information.

DerINITION 3.19. The constrained base Sp is the set of pairs (p(Z), @|Z]), where p(T) ranges over
all the pure atoms that can be formed from predicate symbols in the original set of clauses and ¢[T]
over every possible constraint formula in the program with free variables I.

Assume all clauses in P to be in general form (see Def. [6.10), that is to say, every atom is pure and
all the constraints are grouped in the front, so clauses are of the form ¢l : p(Z) < ¢, ¢(¥), then:

DerintTION 3.20. Define Tp :: Pow(Sp) — Pow(Sp) as follows.

Tp(S)=SuUs’
where S’ is generated as follows. For all clauses cl : p(Z) < o[Z, 4], ¢(7) in P, if (§:(Z;), vilZ:]) € S
forall i € {1,n}, with Z renamed apart from Z,y, define ¢ = 3g.(0[Z4] A (N1 (2:(Z) = @ (F:) A

wilZi]))). Then, {p(Z), ) is added to S’ iff D |: 1.

Each iteration uses all the available clauses in order to get enlarge the set of provable facts. For this
to happen, each element of the tail of a Horn Clause with constraints must be already in the interpretation.

Lemma 3.21. T'p is monotone.
Proor. Immediate. For all B, A C AU B. O

Define Tp' to be Tp, Tp" ! to be T o Tp"™ and Tp* to be the pointwise union of all the Tp".
Then we have the following theorem.
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TueoreM 3.22. Tp has a least fix-point Tp®“ (0), which is the least Herbrand model of the program
P.

Proor. By the Tarski-Knaster theorem. g

For more information, the reader may consult [Fitting| 2002, Jaffar and Maher, [1994]].
The operational semantics presented in Chapter [6] uses relation rewriting to implement 7> and
Tp“.

3.5. Operational Semantics

We follow Jaffar and Maher| [1994]]: a resolution computation with constraints is a set of derivations
induced by a transition system over program states. Program states are sequences consisting of atoms or
constraints and an accumulated constraint formula which serves as constraint store. That is to say, the
constraint store will hold all the knowledge “acquired” during the execution of the program.

DeriniTION 3.23 (Query). A query Q) is a sequence Ay, ..., Ay, withn > 1, where A; is an atom
(A; = q:(4;)) or a constraint (A; = ;), logically interpreted as 3Z.(A1 A ... N\ A,,), where T is the
set of all free variables in Q.

We say that a query () with free variables Z succeeds against a program P, when P F 3% @ for the
provability relation - induced by resolution, that is to say, when a resolution proof exists. As we will
see below, such a proof not only contains a witness for &, but a constraint over them allowing richer
answers than plain substitution.

DEeFINITION 3.24 (Program State). A program state is a sequence (A, ..., A, | p), where the A;
are atoms or constraints and  is a constraint formula. We call Ay, ..., A, the resolvent and ¢ the
constraint store. We write O for an empty resolvent. For any @, {0 | ) is an empty state.

We focus on “ideal” constraint logic programming systems. In such systems, whenever a new
constraint is found, it is immediately “posted”, which amounts to adding the constraint to the store and
checking the satisfiability of the resulting formula, as shown in Def.[3.25] This implies that the constraint
store of every program state found in the execution of a query will be tacitly assumed satisfiable. Note
that some solvers are “not complete” or semi sound, that is to say, for some formulas they will allow
inconsistent constraint stores until an special predicate that checks for satisfiability is called.

Proof search in an ideal CLP system is performed by two transitions, depending on whether the
next element of the resolvent is a constraint or a defined predicate:

DEFINITION 3.25. A constraint step for a state (@, . .., pn(Uy,) | ), where @ is a constraint is:

(o, Pl¥) —c FlY A
iff Y A @ is satisfiable, that is to say D |= 3Z. 1 A @ for all variables T free in 1) N .

In the above step the appropriate constraint solvers are called in order to determine the satisfiability
of the constraint store 1) A ¢. Standard practice in CLP is to select the constraint solver by requiring
constraint predicates to be disjoint among solvers. Detailed operational semantics which are generic for
a family of constraint solvers can be found in [|Gallego Arias et al.,[2007]); a similar solution would work
here but we think making explicit the fact that we may have several constraint solvers is not worth the
increased complexity of notation.

DEFINITION 3.26. A resolution step for a state (p(t|Z]), 7’| @) using clause cl : p(i[if]) < G(7]Z])
is:
s = cl — - i N - — s
(p@lE).Ble) = (@Ta(2)). 5l e A (do(F)] = 7))
iff o A (@]o ()] = t|&]) is satisfiable and o is a renaming apart of if and Z from Z.
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Note that the presence of a Herbrand constraint solver is necessary in order to implement the
resolution step.

DEerINITION 3.27. A transition for a program state Q — Q' is either a constraint step Q— Q'

. 1 R . . s
or a resolution step Q <, Q'. We say that a state Q has a derivation to Q' iff there’s a sequence of
transitions Q — Q1 — -+ — Q.

DEerINITION 3.28. A state (P| o) is said to succeed iff it has a derivation that leads to an empty

({0 | ")) state.

DeriNtTION 3.29. A state (P| ) is final iff no derivation exists starting from this state. We represent
this state of affairs by
(Ple) -
if D' is not the empty resolvent, we say that the state fails.

3.6. Impure features

The non-complete nature of the SLD resolution proof search strategy and some practical issues
mean that the logic programmer is forced to use what we call impure features in some programs. While
highly convenient, the use of impure predicates alter the semantics in a considerable way and greatly
difficults program analysis.

We detail some of the most common impure features and discuss their impact on the declarative
semantics.

Var predicate: : The var predicate is true if its argument is a free variable. While this predicate
is very useful (mostly in conjunction with cut) to avoid unwanted instantiations, it breaks the
logical semantics. Consider the program:

a(X) :- var(X).
a(3).

The query a(X) will complete with success and without instantiating X . This implies that
VX.a(X) is a consequence of the theory. However, the query a(4), fails, so we cannot rely
anymore on logical results involving free variables.

Cut predicate: : The ! (cut) predicate is used to control proof search. When found, it has the
effect of discarding the current choice point. Let’s study this program:

- b, !, c.
- d.

b :- true.

c :- fail.

d :- true.

From a logical point of view, a can be proved as d — a in the program. However, the cut in
the first clause of a will impede backtracking and make the query a fail.

Assert predicate: : The assert predicate is used to add clauses to the program dynamically.
Assert can be seen as a form of implication, given that it will augment the program in a similar
way than the rule for logical implication does:

T,AF B
T+A— B.

However, semantics for CLP doesn’t contemplate the use of implication and the dynamic
nature of assert leads again to weird logical behaviors. Even a bigger problem is formed by the
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predicate retract, which removes a clause from the program. There are interesting proposals
to use Linear Logic to capture some of the features of retract.

Term predicate: : The =. . predicate is used to create new terms in an ad-hoc way. Basically,
what the predicate does is to decompose or create a term into its function part and argument
part:

?7- t(f) =.. M.
M = [t,f] 7

?7- M =.. [t,f,a,b].
M= t(f,a,b) 7

While useful for meta-programming, the use of this predicate makes impossible to statically
determine the universe of terms for the program, so program models may be incomplete.

3.7. Related Work

The body of work in Logic Programming is huge and there exists no complete account of all of it.
Some introductory books for Prolog are [Sterling and Shapiro, |1986} |0’ Keefel [1990]. For constraint
and concurrent constraint programming, the reader may consult [Jaffar and Maher, 1994, Jaffar and
Lassez, 1987, Marriott and Stuckey, |1998| Shapiro, |1989].

Most of the concepts presented here are included in standard books like [Lloyd, [1984]]. Popular
Prolog systems are SWI-Prolog, SICSTUS-Prolog and Ciao-Prolog.

Remarkable extensions to the Logic Programming paradigm are Higher-Order Logic Program-
ming [Miller et al.| |1991]], Concurrent Constraint Logic Programming[Shapiro, [1989], Linear Logic
programming [Hodas and Miller} 1994] and Answer Set programming [Niemela, [1999].
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CHAPTER 4

The Calculus of Binary Relations

The calculus of binary relations — also known as relation algebra — has diverse and important
applications in computer science and mathematics. The composition, union and intersection operations
provide a rich algebra in which many computing problems can be easily expressed [Bird and de Moor,
1996b].

Relation algebras may be seen as an algebraic formalization of set-theoretic binary relations.
Sometimes, we describe a relation in terms of its intended set-theoretic semantics, that is to say, a set of
ordered pairs. It may be convenient for the reader to think of some relations in terms of their semantics,
however, all computation and formal reasoning with relational expressions is done directly in the relation
algebra by inference from the equational theories to be presented below. The relation algebra formalism
therefore should not be identified with its set-theoretic semantics.

4.1. Relation Syntax

The relational language R is defined by the following grammar:
Ratom == id|di|1]|0
R Ratom | R°|RUR|RNR|RR|R\R

The constants 1, 0, id, di respectively denote the universal relation (whose standard semantics is the set
of all ordered pairs on a certain set), the empty relation, the identity (diagonal) relation, and identity’s
complement. Operators U and N represent union and intersection whereas juxtaposition R.S represents
relation composition and “\” denotes difference or relative complement. For better readability we write
sometimes R; S for RS. We write x Ry if «x is related to y by R. A binary relation may be naturally
understood as the set of pairs (z, y) such that z Ry is true. Then, R° is the formal converse of R, i.e.,
xRy <= yR°x. We speak of the domain of a relation for the set {«|3y.2 Ry} and its codomain
is the domain of R°. Domain and codomain are can be expressed as relations (if we view a set S as
the binary relation {(z,z) : x € S}) as follows: R; R° Nid and R°; R N id. Note that xRy is not a
term of our relational language, but it plays the role of an expression used with the intent of helping
the reader to grasp the set-theoretic semantics of relations. As we will see, its formal interpretation is
TRy <= (z,y) € [R].

4.2. The Equational Theory DRA

We specify relation algebras as an equational theory over terms of the language R. We write R C S
for RN S = R. The theory DRA of Distributive Relation Algebras is displayed in Fig. .1 The
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RNR=R RNS=SNR RN(SNT)=(RNS)NT
RUR=R RUS=SUR RU(SUT)=(RUS)UT
Rid=R RO=0 0CRC1
RU(SNR)=R=(RUS)NR
R(SUT)=RSURT (SUT)R=SRUTR
RN(SUT)=(RNS)U(RNT)
(RUS)*=R°US® (RNS)*=8S°NR°
R° =R (RS)° = S°R°
R(SNT)C RSNRT RSNT C(RNTS®)S
idUdi =1 idNdi=0

FIGURE 4.1. The Equational Theory DRA.

modular law RS NT C (RN TS°)S has provably equivalent left and right equational formulations:
TNRS=R(RTNS)NTand TN RS = (TS°N R)SNT. Both are derivable from DRA.

4.3. Semantics

Fix a set 3, then we interpret a term of R as a set of pairs of elements of B, that is to say, as a subset
of B x B.

DerInNtTION 4.1. Given a set B, a B-interpretation is a mapping [ ]|z : R — Pow(B x B):
[id]s = {(u,u) | ue B}

[di]s = {(uw,v) | u#v,u,v e B}

(s = {(wv)| (vu) € [R]s}

[RUSls = [RlsU[S]s

[RNSls = [RlsN[S]s

[R\S]s = [Rls\[5]s

(7Sl = {(z.9)]30((z,v) € [R5 A (0,9) € [S]s)}
[[1]]5 = BxB

[0]5 =0

The proof that equational reasoning in DRA is sound with respect to B-interpretations is straight-
forward.

4.4. Properties of Binary Relations
We close the section by recalling a few elementary definitions from the theory of relations.
DEerINITION 4.2. A binary relation R is reflexive if id C R, coreflexive if R C id, functional if
R° R is coreflexive, and injective if RR° is coreflexive.

When stating that a certain relation expression is, e.g. injective or coreflexive, we mean that it is
so when interpreted in the standard semantics. When we mean that it can be proved so in one of the
equational theories defined in this paper, we will so indicate.

Coreflexive relations will play a critical role in this thesis, since they can be seen as a natural
encoding of sets as binary relations.

DerintTION 4.3. The formal diagonal, domain and range for a relation R are:

A(R) = RNid
Dom(R) = R1nNid=RR°Nid
Ran(R) = R°1Nnid=R°RNid
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4.5. Related Work

The calculus of binary relations was introduced by De Morgan in 1860, to be greatly developed by
Peirce and Schroder. The reader is advised to read [Pratt, {1992]] for more information on the historical
development.

In [Dougherty and Gutiérrez, 2006, a notion of normal form for terms of the equational theory E'r
of representable binary relations, expressing composition, converse, and lattice operations is defined.
This extends the work of [[Andréka and Bredikhinl [1995] with respect to the decidability of equational
relational theories.

On the computer science side, several relation-based programming languages exist [Dwyer, |1994,
Cattrall, 1992} (Cattrall and Runcimanl (1992} [1993| |Hall, |1984]). In [Madduxl 1996| some introductory
content is provided along with a full relational approach to program interpretation.

Of particular interest is the specification language Alloy [Jackson| 2002blla]]. At its core, the Alloy
language is a simple but expressive logic based on the notion of relations, and was inspired by the Z
specification language and Tarski’s relational calculus.

There are many results about relational query languages and complexity. For instance, an interesting
result is in [[Vardil [1982] Immermanl |1982] where it is proven that the language of Relational Calculus
over a totally ordered finite domain plus least fixed points of monotone operators precisely expresses all
queries computable in polynomial time — in the size of the domain — on a Turing machine.
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CHAPTER 5

Logic and Relations

The foundation of the translation from logic to relations lies in the work of [Tarski and Givant
[1987]], who observed that variable-free binary relations equipped with the so-called quasi-projection
operators faithfully capture all of classical first-order logic. In their categorical formulation of the
relation calculus |[Freyd and Scedrov|[[1991]] show that so-called tabular allegories satisfying certain
conditions faithfully capture all of higher-order intuitionistic logic. Both of these formalisms effectively
eliminate logical variables in different ways.

The elimination of first-order variables in logic via a mathematical translation is of considerable
interest, and a significant number of mathematical formalisms have been developed to achieve this
aim over the past century. In computer science, and especially in the case of declarative programming
languages, it provides a completely fresh approach to compilation, not unlike the translation of lambda
calculus into combinators [[Turner;,1979]] or the program transformation performed by Warren’s Abstract
Machine [Ait-Kaci, [1991]].

One of the main results due to Tarski, Maddux and Givant is the equipollence theorem, that states
that every first-order sentence ¢ over a theory with a pairing operator has a semantically equivalent
equational counterpart X, = 1 in the theory QRA of relation algebras with quasi-projections. Tarski
and Givant also prove a stronger proof-theoretic version of this result, and exhibit a bijective recursive
transformation of sentences ¢ to their associated relation expressions X, and of first-order proofs of
the former to equational derivations of the latter.

We will use here a slightly different setting based on the work of Broome and Lipton| [1994], which
we call the theory QRAy; of distributive relation algebra with quasiprojections for a given signature ¥,
usually of a logic program or a theory. QRAy; captures algebraically Clark’s Equality Theory [Lloyd,
1984]. It should be noted that the absence of negation in QRAy; is no handicap, vis-a-vis first-order
formulas with negation over the Herbrand Universe, because of the well-known results of Mal’cev
[Mal’tsev, |1961} Maher, [1988] that any such formula is equivalent to a two-quantifier formula in which
negation occurs only immediately preceding equations between terms. This can be modelled in QRAy;
using di for disequality.

5.1. The Relational Language Ry,

We extend the language R to support the interpretation of first-order sentences on a language
Ls; , with signature 3, equality, and arbitrary primitive predicate symbols 71, 72, . . . of different arities.
Additionally, we incorporate a notion of relation variable and a capture-avoiding substitution which are
used to define a fixpoint operator.

Fix a first-order signature ¥ = (Cyx;, Fx;). The relation language Ry, is built from a countable set of
relation variables 7, 7, Z, etc, all in R,,, (not to be confused with first-order logic-variables), a set of
relation constants for terms R+ built from 3, a set of relation constants for primitive predicates Rep,
and a fixed set of relation constants and operators detailed below. Let us begin with Ry. Each constant
a € Cx, defines a constant (a,a) € Ry, each function symbol f € Fx defines a constant Ry in Ry
Each predicate € CP defines a constant r in Rep. Formally:
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Rep = {r|reCP} Ry = {Rf | f € Fs,tU{(a,a)|acCs}
The full relation language Ry is given by the following grammar:

Ruwom = Ruar | Ry |Rep | id | di|1]0 | hd|#
Rs = Ruiom ‘ RZO | Ry URsx | Rz N Ry ‘ RsRsx | Rx \ Rx; | fp Ryar - Ry

The constants 1, 0, id, di respectively denote the universal relation (whose standard semantics is the set
of all ordered pairs on a certain set), the empty relation, the identity (diagonal) relation, and identity’s
complement. Operators U and N represent union and intersection whereas juxtaposition R R represents
relation composition and “\” denotes difference or relative complement. For better readability we write
sometimes R; S for RS. R° is the formal converse of R, i.e., the relation it denotes is the one obtained
by reversing the ordered pairs in the relation denoted by R. In the set-theoretic semantics, the domain
of the set denoted by R is {x|(x,_) € R} and its codomain is {z|(_, z) € R}. fp represents a standard
fixpoint operator.

5.2. The Equational Theory QRA

We start from DRA, the theory of distribute relation algebras, and add quasiprojections to obtain
QRA, which is a subtheory of the theory used by Tarksi and Givant. The complementation operator
will not be used. We augment QRA to QRAy; to include a fixpoint operator and some rules for the
elements of R Fig.[5.1] contains the full QRAy; theory.

Such a relational theory is close in spirit to the positive fragment of the untyped p-relation calculus
MU introduced by deRoever (see e.g. [de Roever, 1974, |de Bakker and de Roever, |1972] [Frias and
Maddux! [1998]).

The role of QRA . will be clearer in subsequent chapters. We will derive a proof search strategy
and unification algorithm just by orienting some of the equations into an orthogonal rewrite system.
This allows us to claim correctness almost for free.

5.2.1. Projections. Tarski showed how to axiomatize equationally the notion of products and
projections of the first and second coordinate in a relational variable-free manner. hd and ¢l represent
the head and tail relations over arbitrary sequences and are equationally axiomatized as follows:

hd(hd)° NHI(H)° Cid  (hd)°hd = (t1)°tl =id  (hd)°tl =1

The first condition formalizes the fact that pairs are uniquely determined by their first and second
coordinates, the second, that hd and ¢{ are functional relations (equivalently, their converses are injective),
and the third, that any two elements can occur as the head or the tail of a pair. We define helper relations
P; for the i-th projection:

DEerINITION 5.1. Define the countable sequence {P; | 1 < i} of projection relations as follows:

In the standard semantics to be discussed below, P; is a relation between a formal vector with at
least 7 + 1 components and its i-th component. That is to say, P;’s set-theoretic interpretation consists
of pairs (u, u;), where u is a sequence u1, . . ., u,, and ¢ < n. Note that P; is a projection which domain
is any sequence of arbitrary length.

It is convenient to introduce, for every function symbol f of arity n in the signature ¥ the derived
labelled projections f;* defined by Ry; P;.
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RNR=R RNS=SNR RN(SNT)=(RNS)NT
RUR=R RUS=SUR RU(SUT)=(RUS)UT
Rid=R R0O=0 0OCRC1
RU(SNR)=R=(RUS)NR
R(SUT)=RSURT (SUT)R=SRUTR
RN(SUT)=(RNS)U(RNT)
(RUS)°=R°US° (RNS)*=S°NR°
R°°=R (RS)° =S°R°
R(SNT)C RSNRT RSNT C(RNTS®)S
idUdi=1 idNdi=0 fpz.(z) = EMpT.E£(T))

hd(hd)° Ntl(t)° Cid  (hd)°hd = (t)°t =id  (hd)°tl =1

1(c,c)1 =1 (¢,c)R(c,c) = (c,c)NR (c,c) Cid (e,e)n(d,d) =0
Rs; Ry Cid R Ry Cid RfNRy, =0 f,b-n;...;g;-nﬂid:()

FiGURE 5.1. The equational theory QRAy;.

5.2.2. Clark’s Equality Theory. The intended meaning of the relational constants is captured by
a relational version of Clark’s Equality Theory:

(D) c#c ¢, ¢ any pair of distinct constants
2) f#) #c c a constant, f a functor

3) f(#) # g(@) f» g any pair of distinct functors
4) f@&) = fa) —t= f any functors

Q) T(z) #x 7(x) any term structure in which z is free

In order to capture the above equations relationally, we add several axioms to our theory. CET axiom ]
is captured by (¢, c) N (d,d) = 0, whereas axiom 2| follows from (¢, ¢) C id and f* Nid = 0. Axiom|3]
follows from Ry N Ry = 0.

Equation (@) follows from injectivity of Ry — that is to say, Ry; R C id. Occurs check is captured
by the relational axiom scheme f;";...;g7" Nid = 0.

For more details on the axiomatization of CET, the reader may consult Chapter[7, where a unification
algorithm based on this axiomatization is developed, and [Broome and Liptonl [1994], where the current
axiomatization was introduced.

5.3. Semantics for Ry,

Let X be a signature, let A be a 3-algebra, let the interpretations of the terms ¢ € Ty, be denoted by
t4 and A* be the set of all finite sequences in A. AT = AUA*UA™U---U AUl hereditarily
finite sequences over A.

Let R4 be the set of pairs of members of AT. We then make the power set of R 4 into a model of the
relation calculus by interpreting atomic relation terms in a certain canonical way, and the operators in
their standard set-theoretic interpretation. Notice that we interpret ~d and ¢/ in this model as operations
on sequences similar to the head and tail operations on lists. The intention is to identify expressions such
as {(a, (b, c)) and ((a, ), ¢) with (a, b, ¢), that is, our tuples are strict. We use the notational convention

of writing vector variables & to denote sequences (x1, ..., Z,,) for any m > 0.

DEerINITION 5.2. Given a first-order model A" and a Ry, closing-environment 1 : Ry, — At a
relational A'-interpretation is a mapping [[_]]glT of relational terms into R 4 satisfying Fig.
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I(e, >]]A‘ {(c*,ch)}

[[wlﬂAT = {(u,u) |ue AT}

[di];} = {(u,v) [u#v}

[[hd]]AT = {({(ti,ta, .. tw),t1) | t; € At,m > 1}

[[tl]]AT = {((tl,ttg,...,tm%(tg,...,tm>)\tieAT,mzl}
R USH;‘f = [[R]]ATU[[S]] T

R ﬂSﬂ;f = [[R]]ATO[{S]]AT

[R\S];" = [RI; \[S]; T .
[[RiﬂT#T = {(z,y) | o((z,v) € [R]} A (v,y) € [S]2)}
1 = R

HA* = @A

IR, ]]‘A* = {(@ 9 |z =FfAlt1, ... ta) A y-(tl,... ta)}
[[r]]“; = {(Td,70) | £ = (t1,...,tn) AT2(t1,... tn), 74 € AT}
[z = (@)

ﬂmeMT [E]A!

nE—[fp 7. E]47)

FiGURE 5.2. Standard interpretation of binary relations

It is easy to check that equational reasoning in QRAy, is sound for any such interpretation.

5.4. Logic and Relation Algebra

The QRAy; theory is indeed quite powerful as it may be used to interpret and execute constraint
logic programs. That is the main purpose of the next chapter.

In this section, we present a translation from formulas ¢ of a consisting of the signature 3, equality,
and predicate symbols r1, s, . . . of different arities to relation expressions. The main difference with
the translation of logic programs is the absence of defined predicates and recursion, and the need to
quantify the number of free variables in ¢ beforehand. Then, we present an already known adequacy
result in a form more closely suited to our needs and that we feel closer for the computer scientist.

DerintTION 5.3 (Strict Projections). For a given n, define:
Slzpl SQZPQ Sn—IZPn—l Sn:tln.

Observe that, in the standard interpretation for 1 < i < n, we have (@, v) € [Sy] iff v is the k*?
component of «. The difference with P; is that S, rules out sequences of length greater than n.

DEeriNiTION 5.4 (Partial Identities).

m Sj(Sj)o idn = ﬂ Sj(SJ)

j#i<n j<n

Observe that (¢, 7) € [id,] means @ and ¢ are vectors of length at least n and have the same
components u; forall j € {1...n}. @[Q;]¢ means all but the i-th component of @ and ¥/ agree.

We define a translation (_)" for formulas. Let n be a natural number greater than the largest number
of variables occurring in any sentence to be considered below. Let z1, ..., x4 be all the variables, free
or bound, that may occur in (. Recall all equational atomic formulas ¢ may be taken elementary: either
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x; = a,x; = xj or i, = f(x;,...,;,). First we translate the atomic formulas as follows:

(z; =a)" = Si(a,a)S;° Nidy,
(xi = xj)r = SZ'SJ'O Nid,
(CL‘Z*O = f(xil,...,mi”))T' = ﬂjSZ‘ijo;Rf;SjSijo Nid,,
(T(l‘i“...,l‘in))r = ﬂjSZ‘ijO;I’; S]‘Sijo Nidy,
The nonatomic formulas are translated as follows:
(e A9y = (@ nEr (pvey = (o U@y
(Brip)” = Qi)' Qi Nidy ()" = ddy \ (p)"

Finally, in the case where the function symbol f will only be interpreted as an injective function, either
because we are restricting attention to a class of models in which this is the case, as in the term model
for a signature, or because it is implied by the axioms of the theory being used, we can simplify the
translation of one of the atomic clauses above:

n
(xio:f(xha"'vxin))?ﬂ:m‘_ Sis ]nvszo
Jj=1 ’

The result below is one of many established in|Tarski and Givant|[[1987] It was independently established
by Freyd in a categorical setting [Freyd and Scedrov, |1991]]. The statement of the theorem and its proof
are new, but draw on similar ideas independently proved by Freyd, Maddux and Tarski.

THeoreM 5.5 (Freyd, Maddux, Tarski). Let L be a first-order language, 2 a model over L. Let 1
be a first-order formula over L, and let x1,. .., x, contain all the variables, free or bound, that may
occur in . Then, if ¢ is a closed formula A = v <= [(¥)"] = [id,]. If ¢ is open, with free

variables x;, , ..., x;, among xi,...,Ty

[(W) ] ={{a1,...,an),{a1,...,an)) | A EV[a1/x1,. .. ,a¢m/Tm]}

Note that 2 |= a1 /x1, . .., am/Tm] is equivalent to A = [a, /24, , . . ., a4, /T, | because only
the ;, occur freely in 1), In particular, the first conclusion of the theorem is just a special case of the
second, where none of the x;; are free in .

Proor. The proof is a straightforward induction on the structure of formulas:

o If i) = (z; = a), then let @ be an n-tuple of terms in 2A, and suppose (@, @) € [(x; = a)"] =
[Si(a,a)S? Nidy,]. This implies that u; = a, hence A = (x; = a)[ur/x1,. .., Un/Ty).
Conversely u; = a forces (i, @) € [(x; = a)"].

e If i) = (z; = z;), then suppose (4, 4) € [(z; = z;)"] = [5:S; Nidy,]. Then we have
u; = uj and A |= (x; = x;)[@/Z]. The converse is also immediate.

o Ifyy =w;, = f(ziy,...,2;,), then suppose (@, @) € [(xi = f(ziy,- .-, i, ))"], that is to
say, in

ﬂjsijsj%Rf;sjsijO Nid,.

This is clearly equivalent to u;, = f“(u,, ..., u;, ) and hence the conclusion of the theorem
for this case.
o ¢ =r(xi,...,;, ), then suppose (&, %) € [(r(xiy,-..,x:,))"] ie. (&, ) lies in

ﬂj [[SZ] S]‘O; r; SjSi]. Oﬂ N [[Zdn]]

Now suppose ¥/ is a sequence such that @[.S;, S;°]¢. Then for each j between 1 and m v; = u;,,
SO ((Wiyy e v ey Uiy s Uiyy -y, )) € [r], whichimplies that A = r(u;,, . .., u;,, ). Conversely
2 = r(ay,...,an,) implies that for any @ with all u;; = ay, @, u) € [(r(z4,,...,2;,))"].

o If ) = o1 A (o, then suppose (4,%) € [(w1 A @2)7]. Then (4,%) € [(41)"] and
(@, @) € [(v2)"]. By the induction hypothesis, A |= ¢1[i/Z] and 2 = ¢2[@/Z] and hence
AE (o1 A p2)[i/7]
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o If ¢p = —, suppose (i, %) € [(—¢)"]. Then (%, @) € id, \ [(¢)"] which is equivalent to
saying that (@, @) € [(¢)"] is not the case. Using the induction hypothesis, this is equivalent
to A £ p[u/Z], and hence to A = —p[d/Z].

o If ¢y = Jx;¢p, then if (¥, @) € [(Izip)"] we must have (i, %) € [Qi(¢)"Q;]. This means
there is an n-tuple of terms ¢ with v; = wu; for every j between 1 and n except i, and
(¥,7) € [(¢)"]- By the induction hypothesis, this means 2 |= @[/ Z]. But this is equivalent
to 2 |= Jx;[w/Z]. The converse is left to the reader.

O

The proof can be specialized to the case of a language consisting only of a signature ¥, with equality
as the sole predicate symbol, with relation structure Ry;,, induced by the term model Hy,. The only
case that changes is the one for the atomic formula z;, = f(z;,,...,z;, ), since we use the modified
translation

@iy = f(@iys- ooy 24,))" = mjzlsio; fi's 53,
But if (i, @) is a member of
(), [8:: £ 551 0 [idal,

then u;, = f(us,,...,u;,.,)and Hy = ¢[i/Z]. The converse is immediate.
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CHAPTER 6

Relational Semantics for Constraint Logic Programming

In this chapter we explore how constraint logic programs (CLP) may be profitably understood,
extended and compiled in terms of an underlying equational relational calculus. First, we define a
translation of CLP to terms of the relational language Ry defined in Sec. We relate relational
semantics with standard set-theoretic semantics for logic programs using the standard interpretation
I ,‘;‘T of binary relations. Thus, the set-theoretic semantics of the relational translation of a program
corresponds to the traditional denotational semantics presented in Sec.[3.4] Second, we define a rewriting
system for query execution against translated constraint logic programs. We show that answers obtained
by resolution correspond to normal forms in our rewriting system.

6.1. Introduction

As seen in Chapter 3] the syntax and operational semantics of logic programs can be presented
in a concise and elegant way. However, while the operational semantics is based on elegant logical
foundations — namely the resolution proof method — reasoning over the induced provability relation is
not trivial and requires unrelated meta-logical machinery. Program states have associated proof-search
trees. Logical variables act as pointers, thus an instantiation of a variable must be propagated across the
corresponding tree, and each resolution step performs a renaming apart in order to avoid name clashes.
In implementations, the use of a custom abstract machine is the norm, an approach that bears little
resemblance with the original proof-theoretical definition.

A compositional operational semantics for logic programming usually defines resolution as a
transition over program states. In that approach, the handling of a disjunctive proof step generates a set
of derivations, requiring a custom notion of composition and set comprehension. While this approach is
sound, the use of ad-hoc definitions poses a barrier to the understanding of the semantics and reasoning
over its theory.

We use relation algebra to avoid that class of problems. The rich nature of the relation calculus
excludes the need for ad-hoc operators and definitions. For instance, in our relational semantics,
disjunction corresponds to the U operator, a compositional notion may be understood as R; (SUT) =
R; SUR; T, etc... We consider the QRAY, theory to be a suitable and elegant framework for denotational
and operational reasoning over constraint logic programs.

The equational nature of relation algebra fosters the comprehensive use of equational reasoning, an
approach that has several benefits in our setting. For instance, the use of algebraic rules for the definition
of the operational semantics allows to reason easily about execution strategies, making it possible to
quickly adapt our framework to other strategies like breadth-first search or Andorra [Warren, |1987].
The equation

RN(SUT)=(RNSYU(RNT)
captures the handling of disjunctive clauses. Choosing whether to reduce the operands of U in parallel
or sequentially is a matter of slight changes in the rewriting rules or strategy. Impure features like cut

are captured by the rule S C R U S. The inclusion of execution in regular relational reasoning makes
the new semantics an ideal vehicle for abstract interpretation, optimization, and program analysis.
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The basis of the translation from constraint logic programs to relational terms is the semantic
version of the equipollence theorem presented in Sec. [5.4} which states that for any first order formula
with & free variables ([Z], the set-theoretical interpretation [[([Z])"] of its relational translation (p[Z])"
is the set of ground pairs (d, @), such that o[d] is true.

Previous work by Broome and Lipton|[[1992} 1994] and [Lipton and Chapman| [1998]] showed that
pure logic programs can be interpreted by relational terms. A query is reduced by a rewriting system
derived from the axioms of relation algebra, until a normal form is found. Then, the Mal’tsev|[1961]]
and Mabher [[1988]] quantifier elimination algorithm is used to provide a first-order logical description of
the set of answers.

In this chapter, we extend the existing scheme by replacing equations over first order terms with
arbitrary constraints. The relational formalism manipulates constraint formulas, but the satisfiability of
a particular constraint is answered by an external solver. From our point of view, we assume nothing
about the implementation of a particular constraint solvers, handling them as opaque “black boxes”.

The inclusion of a fixed point fp operator in QRAYy, is a divergence from the equational flavor of
our theory. However, we profit from the fact that predicate names are unique within a program and
replace the fixpoint operator by a notion of instantiation of unique names. This implements the first
order recursion found in Prolog in a simple way and brings us a great benefit: relational variables are no
longer present in the terms resulting from the translation. This way, every predicate corresponds to a
variable-free first order ground term of Ry.

The use of ground terms permits the use of rewriting, overcoming the practical and theoretical
difficulties that the existence of logical variables causes in equational reasoning. We define SLD
resolution using a rewriting system over terms of Ry, extending the denotational semantics with
an operational interpretation. We may speak of executable semantics, given that the denotational
interpretation function and the compilation function are the same. Computation is built into the
relational formalism, making the relational calculus into a new vehicle for proof search and automated
deduction. The rewriting system takes care of parameter passing and search strategy, while the constraint
solver takes care of unification and domain-specific constraint checking. Checking the correctness of
the implementation is straightforward.

However, the proof of operational equivalence between the rewriting system and the traditional
operational semantics is not straightforward. A new algebraic notion of state and new logic-style folding
operational semantics are introduced. The required meta-theory of SLD proof search is formalized, and
operational equivalence of the three systems follows.

Summarizing, we will prove that the Constraint Logic Programming Domain is equivalent to the

logical-style transition system, which will also be shown equivalent to the relational-style transition sys-
tem. The rewriting system will then be proven to implement the relational transition system, concluding
the proof.
Structure of the Chapter. We start the chapter with an informal example of how the translation works
in Sec. [6.2] In Sec.[6.3] we define the translation of constraints and CLP programs. We prove the
translation correct and adequate. In Sec.[6.4] we define a rewriting system over relational terms that
implements SLD resolution. We discuss the rewriting-theoretical properties of the system and prove
it is confluent. In Sec.[6.5] we prove that the rewriting system previously defined is equivalent to the
classical operational semantics for CLP defined in Sec.[3.5]. To end the chapter, we discuss related and
future work in Sections [6.6]and

6.2. An Introductory Example

We develop an example to give an early glimpse into how the translation works, with the aim of
guiding the reader through the most important concepts and ideas present in the rest of the chapter.
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Until the full details of the relational formalism are introduced in later sections, we will temporarily
use familiar expressions denoting sets of pairs to represent binary relations as well as an informal
language to discuss them. Thus, this example should be regarded as an informal one.

The key idea of the semantics is the translation of a predicate p to a relational term p. The source
of the translation function is then the definition of p, whereas the result is a ground relation term which
conforms the declarative semantics of the predicate and its executable code. The execution of a query
m against the predicate p is relationally represented as m N p. The query is executed by rewriting
modulo the relational theory. By carefully unfolding the definition of p we obtain — in the case of
terminating computations — a union of relational terms in normal form, corresponding to the answers
of a traditional CLP system. Distinct clauses are translated using the union operator. Parameter passing
is handled by projection operators.

We start by considering the classical Prolog program for implementing addition:

add(o,X,X).
add(s(X),Y,s(Z)) :- add(X,Y,Z).

In order to better understand the logical meaning of the add predicate, we first transform it to a form
with pure heads:

add(X,Y,Z) :- X = o0, Y = Z.
add(X,Y,Z) :- X s(X1), Z = s(Z1), add(X1,Y,Z1).

The Clark completed form [Lloyd, [1984] presents the logical interpretation of the original program
when its minimal semantics are considered:
add(X,Y,Z) < (X =0AY =2)V
XN Z' (X =s(XYNZ =s(Z')Nadd(X',Y,Z"))

The signature of the program is {0/0, s/1}, thus the associated Herbrand Universe M is the infinite set
{0,(0), s(s(0)), ...} in bijection with the standard model for the natural numbers.

We now illustrate the relational translation of the preceding code in an incremental way. In a
nutshell, the objective is to translate a predicate symbol, such as add, to a term which represents a
coreflexive binary relation. Recall that a relation R is coreflexive if R C ¢d. Coreflexive relations are a
natural way to encode sets in the relation calculus. For example, the natural numbers can be represented
as the coreflexive relation {(0,0), (1,1), (2,2), ....}.

Using quasi-projections, we can represent arbitrarily long tuples of terms (from the Herbrand
Universe) as expressions built up from binary relations. Let’s use brackets [, , ] as a notational convention
to construct sequences or vectors of ground terms. We use parentheses to represent pairs of such
sequences, as in ([o, s(0), s(0)], [s(0), 0]).

A notational convenience for coreflexive relations is to write them using angle brackets. Thus (¢)
is shorthand for the relation consisting of the pair (¢, t), and for example, (a, b, c) = Py; (a,a); PP N
Py; (b,b); Ps N Ps; (¢, c); Py with interpretation [{a, b, ¢)] = {([a, b, c], [a, b, c])}.

The semantics of the relation resulting from the translation of add is the set of pairs ([X, Y, Z], [X, Y, Z]),
such that add(X, Y, Z) is provable by resolution and X, Y, Z are ground terms, that is to say, the infinite
set

[{o0, 0,0) U (o, s(0), s(0)) U (0, s(s(0)),s(s(0))) U...]

This set is in bijection with the Herbrand interpretation of add induced by SLD resolution.
Using the () relation, we may assign a relational meaning to ground facts:

parent (john, jim).
parent (jim, dana).

For the above example, the relational semantics are parent = (john, jim) U (jim, dana). However,
the first clause of add, contains a free variable. This is not a problem for the semantics: now we’ll have a
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relation whose semantics are an infinite number of pairs, but we must extend the () relation to translate
variables to ground relational terms.

We use a capital letter X in a position of the pairing relation to signal it should contain all the
terms of the signature. Thus, [(0, X, X)] = {([o,qa,a],[0,a,a]) | a € H}. A very important fact
is that any capital letter X, Y, etc. occurring inside () is local to it. So (0, s(0)) C (X,Y), but
{0,5(0)) £ (X, X).

Then, the relational counterpart of add (o,X,X) is (0, X, X). The exact details of the translation
are in Sec. For reference, the exact relational term for (o, X, X) is R; R°, where R = Py; (0,0) N
Py, PP N Ps; Pfﬂ Thus {0, X, X) still corresponds to a ground relational finite term of the relational
language Ry.

Arbitrary facts can be now translated using this scheme. However, recursive definitions require
extra machinery in order to capture parameter passing and renaming apart. For the second clause of
add, we’d like to express relationally the informal equation:

add = (0, X, X) U (s(X"), Y,s(2') | (X',Y, 2') € add)

where we have extended the () operator to support a notion of recursive comprehension. Unfolding the
definition we’d get:

add = {0, X, X) U (s(0), X, s(X)) U (s(X"),Y,s(Z') | (X', Y, Z') € add)

as desired. Note the similarity to the classical Kowalski-Van Emden interpretation. Indeed the relational
approach is a rigorous implementation of it, where all the meta-theory is fully incorporated into the
object level calculus.

Allowing this informal notion of parameter passing, we may compute answers to queries using
some rewriting rules. Consider the query ?- add(o,s(0),X).:

(0.5(0), X) N dd =
[unfold]
(0,5(0), X) 1 ({0, X, X) U (s(X"),y,5(2') | (X', Z') € add)) -

[AN(BUC)=(ANB)U(ANC)] .
I((0,5(0),X) N{o, X, X)) U({o,s(0), X) N (s(X"),Y,s(Z") | (X', Y, Z") € add)) —

[primitive intersection]

(0,5(0),5(0)) UI(<o,s(o),X> N{s(X"),Y,s(Z") | (X",Y,Z") € m))l —
[magic]

(0.5(0).5(0)) U 0 ,
[AUO0 = 4]

(0,5(0), 5(0))

Note the magic step. We introduced the comprehension notion in an informal way, and while the
meaning is clear, we don’t have a set of rewriting rules for it. We now formalize the comprehension
notion and illustrate the full relational flavor of the formalism to be developed in this chapter. Recall
that the logical interpretation of add used a total of five logic variables. We modify the translation for
the second clause of add in to add two new slots in the semantics, corresponding to X’ and Z’ in the
comprehension. We may understand them as placeholders used to store the elements of the recursive
call.

However, the addition of two new slots creates a problem. Now, the relation representing the first
clause of add has a semantics of sequences of length 3, while the second clause is interpreted as a relation
between sequences of length 5. We overcome this problem introducing helper projection relations.

INote that this relation is coreflexive only up to the first element of the sequence.
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Define the helper binary relations I (a truncated identity relation) and W (a truncated permutation
relation), such that Vz, y, 2,9, 2’ € H:

([z,y,2], [z, y,2,2",2']) €[]

([:r’ y? Z? x’? Zl]? [I/7y7 Z/D 6 HWH
I° and W*° stand for the converses (or inverses) of the respective relations, that is, semantically, R° =
{(y,x) | (x,y) € R}. For instance,

([0, 5(0), 5(s(s(0)))]; [0, 5(0), 5(5(0)), 0, 5(s(5(0)))]) € [W°]
Note that I and W are particular to the add predicate. Using these new relations, we can implement the
parameter passing in a fully relational way.
The complete relational translation of add is:

add = {0, X, X) UI((s(X"),Y,s(Z"), X", Y'Y N W;add; W°)I°

The I relation hides the local slots which are temporal in nature, whereas the W relation permutes the
underlying vector in order to place the parameters in their correct place. Together they form a complete
parameter passing mechanism for CLP, including renaming apart. We proceed with a slightly more
complex query, using true relational rewriting:

(s(0),(0), X) Nadd —
.. [similar to the previous example]
(s(0),5(0), X)NI({(s(X"),Y,s(Z"), X', Z") " W;add; W°)I° (%)
1({s(0),s(0),s(Z"),0,Z"Y N W {0, X, X)W°)I° >
1({s(0),s(0),s8(Z"),0,Z"Y N W ({0,5(0), Z)) N {0, X, X))W)I° —
I({s(0),s(0),s(Z"),0,Z"y N W {0, 5(0), s(0))W°)I° —
I({s(0),s(0),s(Z"),0,Z"y N (s(0), s(0), s(s(0)),_, )I° >
I({s(0), s(0), s(s(0)), 0, s(0))I° >

Note that we have omitted the second clause of add when instantiating add for the sake of brevity. The
most interesting step is (*), where the leftmost relation expression moves inside the instantiated part of
add (using a variant of the so-called modular law) in order to resolve the query.

6.3. Translation of CLP Programs
We define the translation of Constraints and CLP programs into relations.

6.3.1. Translation of Constraints. The main objective of this section is to define a translation
K : Lp — Ry, such that a constraint ¢[Z] € Lp is translated to a relational term whose semantics is
precisely the set of elements which make ©[Z] true:

(@i, ai’) € [K(el7])] <= D = ld]
@ € Ty is a sequence of ground terms, |@| = |Z| = n, and @, @ any arbitrary sequences.
REMARK 6.1. Note that the result of the translation is not a coreflexive but for the first n elements

of the sequence. In previous versions, true coreflexive relations were used by intersecting the final term
with id. Compare the above equation with:

(@, ) € [K(¢[7))] <= D[ [d]

A relation R such that R C I, is called n-coreflexive. The choice of using n-coreflexive relations
allows us to drop the N id suffix.

This difference is not significant form the point of view of the program semantics as a n-coreflexive
relation will become a n + k-coreflexive relation when intersected with another n + k-coreflexive.

43



Indeed, we may restate this remark as “if our program has n variables, we don’t care about ele-
ments on the sequence beyond n”.

We assume variables occurring in a constraint to be previously normalized — maybe by a program
preprocessor — such that they are a subset of {z1, . .., z,, }. This means each variable within a constraint
is uniquely identified by a natural number. The relational terms themselves resulting from the translation
are ground, not making use of any relational variable. This as one of the main advantages and allows
the use of rewriting and other forms of reasoning dependent on ground representations.

We first examine how parameter passing to constraint predicates work. Let’s use the constraint
s(z2) < s(s(x3)) as a running example. In the relational signature, we have relations Ry and <
corresponding to the term former s and constraint predicate < respectively. The variables z2, x3 will be
eliminated. Recall the set-theoretic semantics of both relations:

[s14" = {@t) [TeTsra=sA(t)}
<A = (i, 2, y)0 | @,y € To,w <y, @, @ € AT}
then, we build the relation R = Pi; s; Py N Py; s; s; Py with semantics:
o o T = = = =
IIPthPQ mP278757P3ﬂ§ = {([P17PQ]U7 [5171,'@2,333}1}) | $17m23x3€7—2:7u7U€AT7

p1= Si(Jﬁz)/\

p2 = s*(s*(23))}
that is to say, it is the relation between a vector with the two first elements s(x5) and s(s(x3)) and a
vector where the three first elements are all the terms of Ty, that is to say, they behave as variables. The
semantics of the relation <; R is:

— i L, ~ -
II<7R]];? = { ([P17p2]u7 [$1,$2,$3]U) | x1,T2,T3 €E7U,U€AT,
p1 = s%(w2) Ap2 = s (s (23)) Ap1 < p2}
Note how relation composition behaves semantically as an existential quantifier. Let S = <; (Py; s; Py N
Py; s;8; P3), then S°; S is the constraint we are looking for, with semantics:

[[S";S]]g‘T = {([x1, v, x3)E, [T1, T2, 23T | T1,72,23 € Ty, U, 6 € AT,
s(w2) < s(s(23))}

Conjunction of constraints is directly translated to intersection. Existential quantification is modeled by
a hiding relation );, such that a constraint ¢[Z] with n free variables has a semantics of a vector with
n significant terms, the formula 3z;. ¢[Z] will have a semantics with n — 1 significant terms, where
the 7 position becomes free. In the case of unsatisfiability, its semantics will be the empty set. Recall
from the equipollence theorem that the translation of a closed formula is true iff it is provably equal to 1.
Similarly, a the semantics of a constraint with no free variables will be equal to [0] or [1].

DeriniTION 6.2 (Hiding Relation). The hiding relation Q; for position i is defined as:
Qi= ()PP
i
Observe that u[Q;]v means that all but the i-th component of u and v agree.

Note that @Q; is defined as an infinite intersection of relational projections. We think the use of Q;
is the best in terms of readability. However, it is not the only choice, as a partial identity relation I,, —
which is defined by a fixpoint-free finite relational term — could be used for the same purpose. The
following remarks outline some of the cons and pros of our choice:

e In Chapter[5] the hiding relation Q' for vectors of size n is defined. If we used Q7 here, the
translation would become dependent on the number of free variables of a constraint. Using
Q; doesn’t impose a limit on the number of variables.
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Q; can be finitely defined within QRAy; by using the fixpoint operator, either using the

presented form or using its union form Q; = J,,~; Q7.

o If we normalize constraints such that the existentially quantified variables have a greater index
than all the free ones at the quantifier occurrence, (Q; can be replaced by the partial identity
relation 7,,, which “hides” all the variables greater than n.

o CLP languages like Prolog lack the A and 3 operators for constraints. The standard mechanisms
for existential quantification (using a new variable in the tail) and conjunction (the , predicate)
are used in order to build constraint formulas.

o In the next section, we present a translation procedure for CLP programs, which uses I, for

existentially quantified variables. In the light of these remarks, the translation for programs can

be adapted to arbitrary constraint formulas either using a constraint normalization procedure
or by generating new predicates.

We define two translation functions, one for terms and one for constraint formulas:

DeriNtTION 6.3 (Term Translation). The K : Tx(X) — Ry translation function for terms is:
K(a) = (a,a)l
K (i) =

DEFINITION 6.4 (Constraint Translation). The K : L1 — Ry, translation Sfunction for constraint
formulas with n free variables is:

K(p(ty,--otn)) = P (Micn P K()); (Mi<n K ()% P7)ip
K(pN0) = K(p)NK(®)
K(3z;. ¢) = Qi K(9);Qi

LemMA 6.5. Given a vector of variables & and a term t[Z] of length n.:

Ar=] o At
(t7[a], au) € [K [z
where @ € Tt and U an arbitrary term sequence.
Proor. By induction over the structure of terms. 0

LeEmMMA 6.6. For any normal form constraint formula ¢[Z] with n free variables
(@i, ad’) € [K(o[#])] <= D F [d]
This basically amounts to a soundness and completeness result.

Proor. By induction over the structure of the formulas:
e For the case p(t]Z]), we want

(@d,ad’) € [K(p(t]2))] <= D p(fla))

Assume a unary constraint predicate (the argument extends easily to more). Unfolding the
translation:

(@i, ail’) € [p; Pr; K(¢[7]); K(t[Z])%; Prip] <= D = p(a)
We focus on the semantics of p; Py; K (t[Z]). By Lem. [6.5)and the semantics of projections is
straightforward to prove that [Pr; K (¢[Z])] = {([t*[d]]@, @0) | @ € Ty, @, T € At} Recall
that the semantics of relation composition behaves as an existential quantifier, then:

[p; Pis K (t7)] = {(z,y) | CQv-(z,0) € [p] A (v,9) € {({t"[a))@, @) | @ € T&'})}
given that p C id, we can rewrite the equations:
[p; Prs K (t7])] = {([t" (@), @) | @ € T Ap(th[a])}
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which establishes the lemma.
e For the case ¢ A 6,

(@, ai’) € [K(¢) NK(0)] <= Dk pla] A0[d]

By induction hypothesis, the lemma holds for [@] and 0[a]. By the semantics of the intersec-
tion operator this case is straightforward.

e For the case 3z;.¢, we have that ¢[Z] has n open variables, so (3x;.)[Z'] has n — 1 open
variables. By induction hypothesis we know that

(au,ai’) € [K(p)] = Dk [d]
holds, thus it is immediate that:
(Gi-1[t)i1@, G- [t)di17) € [Qi K(9); Qi] <= D | (I2.90)[Gi—10i41]
for arbitrary ¢ € Ty and @ holds.
O

6.3.2. Adequacy of the translation. We prove that - corresponds to C for the relational translation
of constraints.

THEOREM 6.7 (Adequacy of Constraint Translation). Given constraint formulas T = {1, ..., v},
¢ of a constraint system (Lp,F) thenT' F ¢ iff [K(T)] C [K(¢)]-

Proor. We only show a few cases, as the rest are similar: For

T,dFd

the result is immediate. For

Fl Fd FQ, Fe

Fl, FQ FdAne
We need to check that [A'(I')] N [K (T2)] € [K(d)] N [K (e)] is implied by [K (T'1)] N [K(T'2)] €
[K(d)] and [K(T'1)] N [K(T'2)] C [K(e)]. This is a consequence of A C B = AN B = A, then,
AC Band A C Cimplies AC BNC.

For
'k dt)z]
I'F3dx;.d
We to check that [K (T)] C [K (d[t/X])] C [Q:K (d)Q;], which is true as A C Q;; A; Q. O

REMARK 6.8. In this setting, [T] = D, [L] = 0.

6.3.3. Examples of Constraint Domains.

6.3.3.1. CET. The simplest constraint solver example is obtained by taking the domain to be H
with the necessary equality axioms to support unification formalized by Clark. Among other things,
this constraint domain is capable of specifying unification problems and renaming apart.

Let ¢, to be T (X)) terms with n free variables, then their unification problem is the constraint
formula ¢; = ¢,. In this case Herbrand, equality corresponds to equality in our term model, thus we may
be interpret equality by U. The problem of whether ¢1, ¢ are unifiable is reduced to the satisfiability of
K(t1) N K(t2).

We can model a term ¢ containing a renamed apart or fresh variable x; with the formula 3z;.x,, = t,
where x,, allows to use the term outside the quantifier. For instance, unification modulo renaming apart
as done in Prolog is expressed as:

AZ. (X1 = @) Azp =u
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where ¢[Z] is a term in the head of some clause in the program, & are its n free variables, u is the term
in the original query. This construction is a cornerstone for the modeling of parameter passing in the
relational operational semantics.

6.3.3.2. R. Assume D to be R, the binary term former + to be in ¥ and the constraint predicates
{<,=r}, interpreted as:

([a1, a2]t, (a1, az]d’) € HK(%R)H) = R [ai]r = [a2]r
([a1, a2]i, [a1, a2]@’) € [K(<)] <= R = [a1]r < [a2]r

These two predicates also interpret the symbol + as addition in R, so [2,1 + 1]@ € [K (=g)].

ReEMARK 6.9. Delegating term interpretation to the constraint solver is standard in constraint
logic programming, where the constraint solver interprets some term in Tx,(X) into an element of the
corresponding Y.p structure.

The use of relations makes it easy to interpret + by the real addition operation over the natural
numbers. Let [+] = {([a1,az2], [as]) : a1 + az = a3}, then [K(<)] is the regular less than relation,
whereas if we interpret [+] = {([a1, as], [as]) : as = +*(a1,a2)} then [K(<)] is forced to contain
tuples like (+4(1,3), +4(2,3)), etc...

6.3.4. Translation of Constraint Logic Programs to Relations. The translation procedure for a
Constraint Logic Program is a modified version of the translation for constraints. This is necessary to
handle the two main differences between CLP and pure constraint reasoning: the existence of recursively
defined predicates, and the existence of disjunctive clauses. We use a sightly different scheme for
existential quantification occurring in the tail of the clauses, replacing the quasi-identity relation @; by
a partial identity relation I,,.

We process the program to obtain its completed database form as defined in [Clark, |1977]]. This
reflects the fact that we want to work with respect to the minimal semantics of a program. The main
syntactic difference of the completed database is that we require all atoms referring to defined predicates
to be pure, that is to say, no term may occur as argument. Then, we define a translation from completed
programs to relational terms.

6.3.4.1. Program Processing. We process our program P to obtain a completed form P’ suitable
for translation to relational terms. Assume that variables occurring in all clauses are distinct to newly
introduced variables ¥ = x1,..., ZTy.

Conjunction of literals and constraints p; (@1[Z1]), - - ., pn (U, [Z,]) are represented as p(@[Z]), note
that p; may refer to a defined predicate or to a constraint. ¢[Z] exhibits the fact that a term ¢ has all
its variables in &, and the same holds for vectors of terms Z|#]. Given m < n, we write 37,.¢ for
ATt -, Tn. We write It for (3xp+1,- - - )@, that is to say, all variables with index greater than n
are existentially quantified.

The operational semantics that will be presented in Sec. [6.5]could easily allow arbitrary choices of
variable names. But the variable-free nature of the relational calculus imposes a “canonical” naming
to logic variables: the correspondence to the position they point to in the sequences occurring in the
semantics. So a transformed clause will have all its variables ranging from 1 to n.

The operational semantics for constraint logic programming given by Def. doesn’t have a
concept of substitution. The constraint store is opaque, so we must assume that any variable posted to it
is still used. Under this assumption, the number of names used for variables increases monotonically
with each derivation. This canonical naming scheme gives rise to a canonical renaming apart scheme:
if a program state is using up to n variables, the canonical renaming apart for a variable x; is z,,11.

On the other hand, our relational system doesn’t directly represent predicate calls such as p(f(a, b)),
but the parameter information is always kept in the constraint store: z; = f(a,b) A p(x1). We could
extend our relational language or use syntactic sugar for this purpose, but we think it is easier to use
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states and clauses that are in “General Purified Form”, — a name inspired by Clark’s General Form
concept — meaning that every state and clause is rewritten in a logically correct way so that every atom
has only variables as arguments; if that is the case, we say an atom is pure. The first element of the tail
of a clause in GPF form is a constraint & = # for all the variables # appearing as arguments. Requiring
constraints to be pure is not necessary, as purity’s main reason of existence is to help in parameter
passing.

DeriniTION 6.10 (General Purified Form for Clauses). For a clause

p(H7) + q(T13)

let h = a(p), y = a(y), v = a(v), and m = h + y + v. Define the following vectors of variables:
T = TRl = TpTyTy = X1, ThyThtls - ThtysThiytly -« > Tm
Ih = X1,...,Tp
Tt = TyZy = Th+1ly--+y LhtyLhty+ly- -+ Tm
Ty = Th+1ly--+yLhty

LThty+1y---5Tm

<

then the clause’s GPF form is:
p(Zn) < ElhT~((fh = ﬂfy] N Z, = U[Z,]), ¢(Z0))

This definition is easily extended to programs.
As an example, take the second clause of the predicate add:

add(s(z),y, s(z)) < add(z,y, z)
its GPF form is:
add(x1, T2, x3) 337.(<x17x3,x6,x7,3:8> = (s(x4), s(x5), x4, T2, Ts5), add(xe, x7, x8))
‘We may replace redundant equations of the form x; = x;, obtaining:
add(zy, 2, x3) « FT.(21 = s(x4), 23 = s(x5), add(zy, T2, T5))

The GPF form is the first step in order to handle disjunctive clauses. The second is to perform
Clark’s completion. A predicate:

percli V-V,
will be translated to the relational term:
p=CiU---UC,

Recall that for a (unique) clause p < ¢, we cannot logically derive p — ¢, thus obtaining the double
implication. But as Clark noted, the correspondence holds in the minimal semantics Our relational
framework uses an explicit fixpoint operator, so the validity of the completion holds.

DerintTION 6.11 (Completion of a Predicate). For a predicate p with clauses in GPF form:

p(fh) — tll

we define its completed form as
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Again, this definition easily extends to programs.
For the predicate add, with clauses in GPF form:

add(z1,x2,x3) < (T1 = 0,22 = 3)

add(xy, w0, w3) <+ P (21 = s(x4), 23 = s(x5), add(z4, v, 75))

its completed form:

add(z1,x2,23) <+ (1 =0,29 = 3)
v I (2 = s(xy), 23 = 5(w5), add(z4, 22, 75))

The relational translation for a completed predicate is then almost straightforward. Constraints are
translated using K, conjunction is mapped to N and V to U. Thus, the translation only needs to take
care of the existential quantifier occurring in some of the tails and recursive definitions and parameter
passing.

6.3.4.2. Existential Quantification or Local Variables. Variables local to a clause are existentially
quantified. We could mimic the method used in constraint translation, using a (); relation. However,
although the definition of (); doesn’t pose a problem for constraints given that the black-box constraint
logic model frees us from having to deal with the operational issues of the constraint solver, for defined
predicates this is not the case. A partial identity relation, which act as an existential quantifier for all
variables of index greater than a given number, will prove very useful for our purposes.

DEerINITION 6.12. The relation of partial identity up to the first n components is defined as:

L= ) P(P)°
1<i<n

with semantics

(au,ai’) € [I,] <= |@|=n where a, i, u € Al
The logical effect this new relation has is to “hide” or existentially quantify all the variables higher
than n.

ReEMaARKk 6.13. We use I, for the translation thanks to the careful definition of the GPF: for a
predicate of arity n, all local variables are clustered together to have an index greater than n. Indeed,
it is easy to check that [1,,] coincides with | J,,, [Q;].-

6.3.4.3. Recursive Definitions. Recursive definitions such as the one of add would be usually
translated using the fixed point operator fp. That is to say, for a relational term E representing a
recursive predicate, we would use a relational variable as a placeholder and construct a fixed point
equation. Imagine E'(R) is the translation of add:

add = fp R. E(R)

When rewriting, we are forced to use capture-avoiding substitution in order to unfold the fixed point
operator. However, given that predicate names are unique, we may remove the need for capture-avoiding
substitution as such as no clash will occur if we name the variables appropriately. The existence of
substituion is still a problem when rewriting.

The solution chosen is to use a definitional approach. For every predicate p, calling p1, ..., p, we
add a ground relational term p and an equation to QRAy;:

p=Ep1,....Pn)

So we incorporate the recursive nature of predicate definitions into QRAy, and we avoid the use of a
fixpoint operator in our translation. This approach is clearer for the reader, sound for our purposes and
compatible with rewriting.
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6.3.4.4. Parameter Passing. Calls to a defined predicate p;(Z;) occurring in a tail are translated
to the corresponding predicate name p; plus a permutation. The permutation is needed as in general
variables Z; won’t occur in the right order, as the add example shows, with a call to add(z4, x2, x5).
If we define a permutation w = (41)(52), the vector & = (1, x2, T3, T4, 5) is permuted to w(¥)) =
(x4, 22,25, 1, x3). Indeed, we define a variable permutation for constraint formulas as follows:

DEFINITION 6.14 (Variable Permutation). Given a permutation © : {l.n} — {1l..n}, the w,
function over formulas and terms is defined from m as:

wﬂ<xl> = xfr(z)

We(t(te, ... tn) =tlwe(ty),. .., we(ts))
Wr(P(t1, ... tn)) = Plwg(t1),...,wr(tn))
wr(p A1) = wr(p) N wr (1)
wr(Jz;. ) = 3w,3). wa ()

The corresponding relation is given in the following definition:
DErINITION 6.15 (Switching Relation). The switching relation W, associated to a permutation ©

n

W= () Prij)(P))°

j=1
LemMa 6.16. Fix a permutation 7 and its associated logic and relational version w and W. Then:
[ (w(P(1, ... .2a)))] = [WEK(P)W?]
Proor. Straightforward, This is just a restatement of the claim:
(@ii,at) € R <= (d'u,da'uw) € [WRW?]
where @ = ay,...,an and @' = ar(1); .- -, An(n)- O

Thus, the call to add(x4, z2, v5) is relationally translated to W, ; add; W2, for m = (41)(53).
6.3.4.5. The Translation Function. We are ready to define the translation for predicates:

DEeriniTION 6.17 (Relational Translation of Predicates). The translation function T'r from completed
predicates to relational equations is:

Tr(p(Zp) <> ciV---Veg) = (p=Tra(cy) U---UTrq(cly))

where
Tra(3".p) = In; (Try(p1) N -+ O Tr(pn)); In
where

Tr(p) = K(p)  Tripi(&i) = Wa;pis We  such that ©(Z;) = @1, ..., Ta(p)

Given the symmetrical occurrence of the W, P and I terms and their reciprocals, we may abuse
notation and write them as unary operators on the left:

I.(R)=I,;R; I, We(R) = Wy, RyW?
Add Example: Recall that the completed form for add is:

add(x1,x2,23) < (1 =o0,29 = x3)
v B (2y = s(xy), 23 = 5(5), add(z4, 22, 75))

then, the recursively defined relational term resulting of its translation is:

add = K(z1 = 0Ny = 23) U Is3((K (21 = s(x4) A x3 = s(x5)) N W (add)))
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6.3.5. Adequacy of Program Translation. We show that the translation preserves the intended
meaning of the program. To this end, we related the semantics defined in Sec.[3.4]with the set-theoretical
interpretation of a translated CLP program.

Recall that a translated program is a set of recursive definitions for each predicate:

plz Fl(ﬁlla"wﬁkl)

Pn= Fu(Dy - Dx,)

where F is a term over the relational signature, example F(p;,7s) = Dy N L,y Ip.

We iterate this set of equations with an interpretation operator in order to construct the semantics.
We will always interpret predicate symbols as the empty set, [p] = 0. The iteration operator substitutes
all the p symbols by their definition. The program is unfolded using the set of defining equation and we
obtain a correspondence with the classical fix-point semantics for CLP.

DEeFINITION 6.18. The relational substitution operator Rp(FE) takes a set of relational definitions
and returns an augmented set of definitions in following way: for every equationp = F(py,...,D,,) €
FE, add a new equation to the output:

ﬁ: F(Fl(pll,“'apkl)w'-,Fn(ﬁlna"'aﬁkn))
where p; = Fi(py,,...,P,) € E.
DEerINITION 6.19. Given the set of equations E:

ﬁlz Fl(ﬁllv"wﬁkl)

P, = Fn(ﬁlnv"'vﬁkn)

the semantics for a relational program {{E [} is the extension of [ to E:

ﬁlz IIFl(ﬁllv"wﬁkl)H

ﬁn = [[Fn(ﬁlnv s 7]3kn)]]

We study how the semantics of the original program and its translation relate. For simplicity we
assume a program with one recursive predicate, but the argument is easily extend to multiple predicates.

For a predicate p with n clauses, its completed form is p <> ¢ly V - -- V cl,,, with the relational
translation p = F'(p), where F'(z) = ©; U... U O,,. Depending if the i-th clause was a fact when
non-completed, each ©; will have the following form:

o If it was a fact, its is of the form p(Z) < . Its relational counterpart is K ().
o If it was a regular clause, it is of the form p(Z) <+ ;, p(¢). Its relational counterpart is

LemMa 6.20. [1,(K (@) N W (P)) 1] = 0
Proor. [p] = 0, the lemma follows by properties of relational composition and intersection. [

In order to understand how the scheme works, assume the definition of p to be the following equation:
P = K(p1) UL (K (p2) "W (p))
Applying the substitution operator we obtain:
P =K (1) ULu(K(2) N (WK (01) U Lo (K (p2) "W (D)))))
which is equivalent to:

K (1) U Ly (K (p2) N W (K (1)) U L (K (2) N I (K (02) N W (D))
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with the part relevant for the meaning being:

K(p1) ULn(K (2) N W (K (¢1)))

as the last part contains the symbol p which is interpreted as ). This way, the relational semantics are
built by successively accumulating constraints.

THEOREM 6.21 (Adequacy of the relational translation). Given (p(Z), ;) € TE(0), 1 <=1i <=k,
andp = F(p) € R}(PL), where PL is the original translation of the program. Let |d| = a(p). Then,
(@i,a1) € [F@)] = ¢1(@) V...V ou(@).

Proor. By induction over n. Base case is immediate, The T’p operator will add all the tailless
clauses, which correspond to the semantics of the initial relational equations.

For the inductive case, we have that the theorem holds for n. The T’p operator for the clause
(&) < ¢, p(¥) and each (p(L), p;) will construct new pairs (p(Z), ¢) such that

c=3Z (e A (p(2) = p@) N i)

whereas the relational instantiation operator will take the existing equation

P=K(p1)U...UK(pr) UL (K(¢) "W (D))
to
P=K(p1)U... UK (pr) UL (K(p) NW(K (1) U... UK (1) UL (K (p) "W (D))))
which is semantically equivalent to:
K(p)U...UK(pr) UKE". o Aw(g1)) U--- UK. o Aw(ey))

Each K (3. ¢ A w(p1)) corresponds to the newly added ¢ = 3.7 (¢ A (p(2) = p(#)) A ;). This
completes the proof.
In Sec. [6.5]this last correspondence is explored in more detail. O

6.4. Computing with Relations: Operational Semantics

We have established the declarative semantics for our translated programs, but we lack an effective
method to compute an answer to a query. In this section, we will develop a rewriting system based on
the equational theory QRAy,, which will be proven equivalent to the traditional operational semantics
for CLP.

6.4.1. Rewriting signature. The representation of relational terms in our rewriting systems is
given by the following term-forming operations over the sort 7 of relational terms for rewriting:
| : (NXTr) = Tr, W : (Perm X Tg) — Tr, K : Lp = Tr, © : (TR X Tr) — Tgr, U :
(TR X TR) — Tr.and N : (TR X TR) — Tg.

In addition to the above ground representation, we define patterns over Tr-terms in a standard way
using a set of variables: let ¢, j, k, n, m etc, range over N; let w;, w; etc, range over Perm; let R, S, T
etc, range over Tx-terms. We write I,,(R) for |(n, A), write W;(R) for W(w;, A), write K (£) for K(#),
write RS for ©(R, S), write RU S for U(R, S), and write RN S for N(R, S).

REMARK 6.22. We give term former operators for Tg in order to comply with standard rewriting
practice. As previously stated, we use the same notation for terms of the rewriting system and terms in
the mathematical world of relation algebra. This can been seen as an extension to “allow” rewriting
over the mathematical theory. For convenience we write I,(R) for I,RI,, W;(R) for W;RW? and
W2 (R) for W2 RW;.

52



Rewrite rules are of the form p : [ — r where p is the rule’s name (optional), [ and r patterns, and [
not a variable.

A rewrite rule p : [ — r matches a term ¢ iff [0 = t. We allow subterm matching: if there exists a
position p such that o = t,,, then ¢ reduces to t[ro]|,. When matching succeeds, ¢ rewrites to ro.

When a the term being reduced, I may happen that more than one reducible position in the term or
redex exists. We call a rewriting strategy non-deterministic when the redex can be freely chosen. We
say a strategy is parallel-outermost when the redex chosen is not a subterm of any other redex and if
various of those redexes exists, all of them are reduced.

We say a strategy is left-outermost if it tries to reduce the outermost term, and if this is not possible
then selects the leftmost redex of the tree of reduction candidates for the sub-terms.

6.4.2. Rewriting and the Modular Law. A critical equation for the simulation of resolution is
the modular law. This example illustrates how the use of the modular law can improve termination
properties when we consider relation terms as programs that can be evaluated.

Let us consider the binary relations over the set of closed terms induced by the signature a, b, s, []?,
that i to say, two constants, a unary successor function and a pairing function. Define A = K ([s(s(a)), a)])
and R = K([s(X), X]), that is to say, the successor relation. The transitive closure R* is also defined.
We assume that membership in R is computed in one step by a black box, in the following way:

K([s(a),a]) N R — K([s(a),a]) K([a,b)N R+~ 0
Thus we want to compute the value of A N (RUR*U---UR™U---), to obtain either the result O or
A = K([s(s(a)), a]). If we proceed in the obvious way, we obtain.

ANRU ANR?...

Proceeding from left to right, the computation will terminate if A N R* = A for some k. In fact, this
will occur when k = 2. But what if we pick a term, such as B = K ([a, b]) which does not lie in R*?
If we proceed in the same way we require a non-terminating computation to yield the output 0. For
example, after n steps we have the term:

OU---UOUBNR"....

To solve this problem we introduce a new rewrite rule corresponding to the equational left-modular
law:

TNRS— R(RPTNS)NT.
We will also add the rule R* — R U RR*, in order to work with a definition of transitive closure, and
avoid writing infinite expressions. We then unfold the computation

K(la,b)"R* — K([a,b])N(RURR")

—  K([a,b)) "R U K([a,b]) N (RR*)
— 0U R(R°K([a,b]) N R*) N K([a,b])
— 0U R(0NR*)N K([a,b])

— 0UO

— 0

If R, S are coreflexive relations, S; R = S N R, so R°; K([a,b]) = R° N K ([a,b]) = 0.

6.4.3. Meta-reductions. Our choice to abstract away the notion of constraint solver means that
our rewriting engine doesn’t know how to perform satisfiability checking.

We formalize the interface as meta-reductions. Each time such a reduction is required, the rewriting
engine will call the constraint solver, which will return the appropriate reply. From the rewriting system
point to view, the constraint solver remains a black-box.
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my : I (K (1)) s K@E™My) med = i>m
ma : Wi(K(¢)) = K (wi(y))
ms: K(Y1) NK(Y2) += K1 At2) DAy
m3:K(¢1)ﬂK(w2) 'i> 0 Dbé’(/)l/\wg
FiGURE 6.1. Constraint meta-reductions
RN(SNT) v+ (RNS)NT
RN(SUT) v+ (RNS)U(RNT)
(RUS)NT +2% (RNT)U(SNT)
RNW;(S) = W;(W2(R)NS)
RN I,(S) s LL(I,(R)NS)NR
q s OU---UB,
fpx.£(x) s E(fpr.E(x))

FIGURE 6.2. Preliminary rewriting rules for SLD; simulation.

The main meta-reductions are presented in Fig.[6.I] A proposed interface (using Haskell notation)
may look like this:

restrict :: Int -> CStore -> CStore
rename :: Permutation -> CStore -> CStore

check :: CStore -> CStore -> Maybe CStore
prim :: CPred -> CStore

Lemma 6.23. All meta-reductions are sound.
Proor. By soundness of constraint translation. (|

6.4.4. Rewriting system for SLD. Orienting an specialized version of relational theory equations,
we get a rewriting system with a notion of normal form, such that the translation for a query reaches
normal form iff a finite branch or answer in the SLD tree exists. Additionally the notion of irreducible
term coincides with the notion of a finite (or closed) SLD tree.

The approach of rewriting in relation algebra was proposed in [[Broome and Lipton, |1994], and the

first concrete rewriting system proposal for SLD programs appears in [Lipton and Chapman, [1998]], and
while completeness is conjectured some important details were missing.
A SLD theory. The spirit of SLD resolution is captured with the set of rules shown in Fig.[6.2] Control
strategy is reflected as the distributivity of N over U — the first three rules. Parameter passing and eager
failure are carried out by the fourth and fifth reductions, and the existence of recursive computations is
handled by the two last rules, which are equivalent.

This “simple” rewriting system captures SLD resolution and is easy to read, but its rewriting
theoretical properties are not good enough for actual use. The system is highly non-confluent and too
dependent on careful application of the rules using a particular order.

In order to avoid the theoretical problems, we define a specialized rewriting system in Fig.
Achieving confluence is not possible, given that proof search may not terminate, but we prove local
confluence and will show in Sec. [6.5]that the system has a normal form if the associated SLD-tree of the
program has a finite branch. Local confluence plus termination implies confluence.

54



my (K@) L K(3)

myx  : 1,(0) L

my  Wa(K (1)) =y K(wa(®))

maox : W, (0) L

mz  K(h1) N K (2) = K (1 Aba)

max K (1) N K (12) o ]

my  K(@)N7g s K1) N (0)

P1 :0UR ’i> R

D2 ONR ’i> 0

D3 Wr(RUS) o We(R)UWL(9)

P4 L,(RUS) I, (R) U I,(5)

ps  (RUS)NT = (RNT)U(SNT)

o K@N(RUS) s (KW)NR)UKW)NS)
pr :K(lb)ﬂ(RﬁW @) (K(@b)mR)mWﬂ(%)

P K(6) N (@) s W(Wa(K(6)N7)

po :K($) N In(R) By I (In(K () 0 R) N K (1)

FIGURE 6.3. Rewriting system for SLD.

LemMa 6.24. In the equational theory QRA, from SS° C id we can infer ANSR = S(S°ANR).
From S°S C id we can infer AN RS = (AS° N R)S.

Proor. By the modular law we have, in the first case, AN SR = S(S°ANR)N A. But S(S°AnN
R) C SS°PANSR CidANSR = AN SR. Thus S(S°AN R) N A reduces to S(S°A N R). The
argument for the second claim is symmetric. g

LemMA 6.25. The rewriting system is sound.

Proor. All of the rules are easy consequences of relation algebra, except for pg. For pg, we apply
the equational version of the modular law to obtain the derivation:

KnIRI =UKI D K]
KﬁIKIﬂIRI CIRSNT C (RN TS°)S]
(IRHIKIIO)I CIRSNT C R(R°T N S)]
KﬁI(RﬁIOIKIIO)I =[er =1
KNI(RNIKI)I
The opposite direction X N TRI D K N I(IKIN R)I is immediate. O

LeMMA 6.26. The rewriting system in Fig.[6.3|is locally confluent iff we give higher priority to pr
over pg.

Proor. We study critical pairs and prove that all the existing ones join. Our systems has three
critical pairs:
e s overlaps with . so using i K (10 0. (K(v2) =25 In(In(K (1) 0 K(4) 0
K (1) v Ln(K (3™ ap1) N K(lﬂz)) N K (1) = Ly (K™ 4y Adha)) N K (1)
K@t 3, Y1 A th2)) N K1) +2 K@M, (3™ 41 A aby) A 4y) which is logically
equivalent to K (11 A F™T 4hy), that we obtain reducmg with m.
e py overlaps with ps, so using ps: K (1) N (0U R) ¥ (K (1) N 0) U (K () N R) +
0U (K (1) N R) 2+ K(3) N R, which is what we get using p; directly.
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e p; overlaps with pg, and indeed this overlapping is not solvable without assigning a priority
to some of the rules. The overlapping term is of the form K (1) N (K (12) N W (7)), and py
has higher priority than pg this gets rewritten to (K (11) N K (t3)) N W (g) which leads to a
non-problematic term K (), A ¢bo) N W ().

O

CoROLLARY 6.27. The two first cases of overlapping can be eliminated by a transformation of the
system.

REMARK 6.28. A left-outermost rewriting strategy always gives priority to p7 over ps.

So in order to simulate SLD, the rewriting system must be used under the left outermost strategy
defined earlier.

LemMA 6.29. No orthogonal rewriting exists for resolution using the signature presented.

Proor. For we cannot have an orthogonal rewriting system that can carry out the Kn Wi(q) —
I((I(K")n K)NW(p)) reduction to if we want to keep the K N K’ — K rewriting rule. This is mainly
due to the fact that our signature doesn’t distinguish if a term K comes from a head of a clause or from
a query. ([

6.5. Operational Equivalence

We prove that rewriting relational terms is equivalent to “traditional” SLD operational semantics
such as the ones in [Jaffar and Maher, |1994, |Comini et al., [2001].

First, we modify the classical operational semantics in order to obtain a transition system without
the meta-logical operation of renaming apart. For this purpose, we require all clause definitions and
states to be in purified form, where every predicate occurs of the form p(Z) with & variables. This
concept is in close correspondence to Clark’s general form. A new transition system which doesn’t use
a renaming apart operation is defined and proven equivalent to the standard one.

Then, we define a folding of all derivations from a state s to states {s1, . . ., S, } into a new resolution
state s — --- — (s1] - .. | sn). A resolution state captures all the proof search information needed for
resolution. When a state has no further derivation, it is deleted and the next one is selected. We define a
new transition system for this notion of state and prove its operational equivalence with the traditional
one. Some important optimizations like linear-selection must be reflected.

The resulting transition system for a given resolution state is deterministic. Every successful query
has a unique derivation which reflects all the proof search needed for reaching success. This is in contrast
to the classical approach, where a query produces a set of non-successful derivations plus a successful
one.

The rewriting system presented in Sec.[6.4]induces a transition system for relational expressions.
We establish an isomorphism between resolution states and relational expressions and prove that there
is a simulation between both transition systems.

6.5.1. Operational Semantics in Logic Style for SLD-resolution. Traditional operational se-
mantics for constraint logic programming is defined as a non-deterministic transition system between
states representing queries. Operational issues like clause selection order, returning from a predicate
call, and backtracking are not made explicit.

6.5.1.1. General Purified From for Program States. We use the convention of writing a constraint
store without its top level implicit existential quantifier. Recall that a constraint ¢[Z] is said to be
satisfiable iff D = 3F.[Z]. In our case the top level quantifier is always redundant so we will omit it
unless otherwise noted.
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We write GPF for general purified form. For a state @, we write @’ for its GPF form, and for a
program P, we write P’ for its GPF form as defined in Sec. We now define the purified forms for
states:

DEeriniTION 6.30 (General Purified Form for Program States). For a program state

(plula]) | la])
With @ = x1,...,%Tm, let k = «(@) and let T’ = Typi1, - . .y Tyyk- Then its GPF is:
(@) | plz] A &' = alz])

LemMA 6.31. Let ¢ be the constraint store of a state Q, and ' the constraint store of Q. Then,

DE¢iff DE.

Proor. A consequence of soundness. Take a formula 3%.¢, then, for &’ fresh, and any sequence of
terms £ from T3 (X), 7.0 <= T.pAL =1 = (FT.oAT = D)[T/t] <= ITT . oNT =1 O

The GPF transformation creates states that just differ from the original ones in the number of
variables in use, but otherwise they are equivalent from the operational point of view. In order to capture
this equivalence we need to define a notion of state equivalence.

DEerintTION 6.32 (State Equivalence). Let

Q1 = (p(HZ1]) | ¢ [71))
Q2 = (p(t]2]) | o[ F2])

be two states with the same resolvent but possibly different set of variables and constraint stores. We
say they are equivalent and write Q1 ~p Q2 when D |= 371 Y1 [T1] iff D | 32 ¢n [#a]-

Lemma 6.33. Let Q1 ~p R1. Q1 — Qs iff for some state Ry, R1 — Ro and Q2 ~p Rs.

Proor. Immediate consequence of the soundness of the constraint solver. The same resolvent
guarantees that the choice of every step is identical. Then, for every step, either a resolution or a constraint
one, we have {1 <= 19, thus for a newly added constraint ¢ arising from either a resolution or a
constraint step, it is the case that 17 A p <= 13 A . U

The above lemma allows us to take a quotient of the transition relation over states that are equivalent,
given that ~p is (trivially) an equivalence relation. This operational equivalence is fundamental in
relating a state C,, belonging to a derivation starting from a state @} (in GPF form) with a state @)},
with is the GPF form of ),, coming from non-GPF ;. They key of the quotient is that it allows us
to consider equal states that just differ in the number of “temporary” variables arising from its GPF
conversion.

Lemma 6.34 (GPF Equivalence). For a state Q1 and its GPF form Q) :

o A derivation Q1 —. Qs exists iff Q) —. Co does and Cy ~p Q).
o A derivation Q1 — Q2 exists iff Q] — C1 = Cq does and Csy ~p Q.

Proor. We annotate the number of variables in use in each constraint store in order to help the

reader to follow the proof. Let |Z| = m, || = |#'| = k. Recall that &’ = z, 41, ..., Tm4k then
Qu = @l)|elzl)
@ = (P@) @ AT =dl7]) e

We know that Q1 ~p Q, so a derivation will always exist for Q iff it exists for Q). Now we check
that Q) ~ Cs.
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e If p; = 1), then we have Q1 —. Q2 and Q) —. Cs. The new states are:

Qo = (Pa(U[T]) [#[Z] A ) (]
5 = D) |elE NP AT = ip[T]) e
Co = (P(@) Q@ A AT =idp[]) e

They are the same identical state given that we don’t purify constraints.
e If p; is a defined predicate with clause:

cd: pi(tlg) « q@lg)

o’ : p (Zh) 3 (@ = 1T A T, = 0]7,)), §(0))

Lety =
f; = Tintjtgj+1s---» Tm+j+j- The states Q2 and QY arising from the derivation rules are:
Q2 = (qIlT,]), Pla(@[7]) | ¢[7] A @ [7] = #]7,]) [m+]
Qy = (@), Pa(@,) | p[T) A @ [F) = 8T, A Ty = TZo) ATy = Wp[F])  1mejei

Let &}, etc. .., the m + k shifted vectors of variables arising from renaming them apart from
variables in Q. The states Cy, C5 are:

—

C1 = ((The = t_[fyd] NEpo = U[fya])a (T(xva)aﬁlQ(sz)

| O[Z] AT = d[T] A Tho = T) (m+ktm']
Cy = <§(fva)7ﬁ|2(j’12)

| Q[E] AT = UGE] A The = Ty A Tho = HTyo) A Tvo = U[Tyo])  mekem’]

we will apply vector splitting and variable renaming to go from the constraint store of Cs
to the one belonging to Q5. We omit the number of used variables but the reader can easily
check that the elimination equates them.

QT AT = U[T] A The = T A The = Uyo] A Too = U[Ty0) -
{7 = 17}y, dlF] = i, [7]a[7]}

el ATy = @[T ATy = GplF) A Tro = B) A Tro = HTyo] A oo = U[Ty0] &
{#, ¥, elimination}

LT A T[] = 8Tyo] A Tog = U[Tyo] A Ty = 1)2[7] &
{renaming}

Ol Nt [Z ﬂxa = U[Zs] A 9?; = 1)o[]
by soundness, Cy ~p Q’2
O

The derivation set of an state in GPF form is in close correspondence with its original one, with
the caveat that for every resolution step its GPF form will perform two transitions. But that behavior is
innocuous from an operational point of view, indeed, the derivation set will be bigger but given that the
new induced derivation is deterministic the final derivations of answers for both @ and @)’ will coincide.

COROLLARY 6.35. A derivation Q — -+ — (O] @) exists iff @' — -+ — (O] p) exists.

REMARK 6.36. There is no technical difficulty in defining a GPF form that doesn’t use a canonical
1...n scheme for variables. However it complicates the notation and the canonical scheme used here
is closer to the one hidden behind the relational approach.
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6.5.1.2. Call-Return Transition System. The use of a GPF is a necessary step in our road to eliminate
the renaming apart operation, which in this section will be fully removed using the following property
of the existential quantifier with regards to constraint satisfaction:

@[f] A Elg QP[?ﬂ — (p[f] A ¢[go] go = U:E(?j)
where oz(7) is a renaming apart of ¢ for Z. The reader may see that formula on the right hand side
corresponds to the scheme generated by a resolution step. We replace it by the left one, obtaining a new
resolution scheme free of renaming apart.

However, parameter passing still remains a problem, as, e.g. we must equate a predicate call
p(zs, x9) with a clause head p(z1, x2) whose tail may contain g or 9. Several possibilities exist to
remedy this problem, but most of them amount to having a notion of scope creation when performing a
resolution step.

Thanks to Cor. [6.35] we restrict ourselves to states and programs in GPF form. We augment our
notion of flat state to an hereditary notion of state closed under “sub-states”, with n variables that can be
inspected, that is to say, not hidden in the constraint store. We correspondingly define a new system free
of renaming apart with “call” and “return” derivations. This system effectively represents in a logical
way the notion of call-frame present in most Prolog implementations.

DeriniTION 6.37 (Call-Return State). The set CS of call-return states is defined inductively as:

o (D] ©[&])n, where p; = Pi(Z;) is an atom representing a call to a defined predicate P; or
Di = 1 a constraint, ¥; is a vector of variables, n a natural number, and ¢[Z) is a constraint
store.

. <ﬂCS,]5'| cp[f])n, where CS is a call-return state, 7 is a permutation, P’ a vector of atoms
similar to the previous case, n a natural number and p|Z] a constraint store.

The second clause of the definition captures the notion of nested states and includes the permutations
used for parameter passing. The natural number n records the number of out variables, needed for
return when the inner state reaches the empty resolvent. Indeed, we simulate parameter passing in a

resolution step by profiting from the fact that the head or every clause is of the form p(z1,...,xy,).
Then, for call we permute variables in the current constraint store so the parameters for p have the name
Z1,...,Tn. Then, we build the new constraint for the inner predicate by using the existential quantifier
to hide existing variables bigger than n.
For instance, given a state (p;(x2) | ¢[z1,...,z3]) and clause
pi(1) < F. (e, .., ws], g1, 22))

we build a new inner state (q(z1,z2) | 3}.¢[7(¥)])1, where m(x2) = x1,7(21) = 2, or in swap or
transposition form, 7 = (1 x3), so we have an inner constraint 33.[xo, 21, 23). The return operation
just hides all the variables bigger than n and inverts the permutation. For a state <Tr (@ ¥)n, Pl ), we
will return the constraint 71 (3"1.4)), obtaining the state (7’| ¢ A 771 (I"T.4))).

Recall how a permutation interacts with an existential formula:

ww(ﬂxi. (p) = 3337‘.(1) Wr ((p)

We define constraint store operators A and V for the call and return manipulations. A7 () may be
read as call with ¢ into a context with n open variables and permutation 7. V7 (¢, 1)) may be read as
return ¢ from context (7, n) into ¢:

AT(p)  =3"a(p)
Vile.¥) =4 Amt(3T )
Call-return include regular program states. Thus, the standard renaming apart transitions of Def.

may apply to base call-return states, although we will never generate a sub-state. But in order to use
their full power, we use the new call-return system defined below:
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DeriNITION 6.38 (Call-Return Transition System). For the sake of space we write p for p(Z), etc...

(W, 5] @)n L e (Bl A )
’ifpl El/)andgo/\z/)satisﬁable‘
o o call/cl; T, - 5
(p(Z1), Pl o)n — e (@A) Fle),

’ifcli cp(Zp) « 3P.d€ P and m(Z1) = @), ‘
<W<D |¢>maﬁ|¥7>n %cr (PIVEW0)n
("PS,p|¢), e (TP Fle),

if PS # (@] ¢)1, and PS —,

We prove the call-return transition system equivalent to the standard one.
LemMmA 6.39. Given a state Q1 = (p1(Z1), P|2(%) | ¢)n and a program P, both in GPF:

Q1 — AU (Pl2(%) [ ")
i
Ql —er .. —rer <ﬁ2(f) | (;0//>n
and it is the case that (pj2(%) | ¢")n =p (P)2(Z) | ©")n.
Proor. By induction over the length of the first derivation. They key point of the proof is to research
the behavior the new sub-state notion induces.
Base Case: The base case is a derivation of length 1, corresponding either to a constraint step or a empty
clause py (Zp) < .
e If p is a constraint, the proof is immediate as the constraint transition is the same in both
systems.

o If pis a defined predicate with empty clause, then the proof is also immediate as the transition
for the first system is:

and for the call-return one is:

D oo all
(p(Zp), D(E) | #)n e
<7T<D ‘HhT ( )>h7p‘§0>n mcr
(Fle Amt (3.3 7(0)))n
(o AT L(3M.3M () & pand (p A Ty = ) < ¢, completing the proof.
Inductive Case: The inductive case is when p; is a defined predicate with a non-empty clause:
P1 (fh) — Hnmtf(f/)
Note that the & occurring in the states and in the clause are different, we will use Z’ for the one coming

from the clause, but is equally a sequence tux. Z and Z’ only differ in length. We have a derivation of
length ¢ 4+ 1. The derivations for both transition systems are:
——

(P() | ¢lT]) =+ {Q(Zs), P2(Z) | QIE] ATy = Tng) = -+ —(D)2(E) | T] A T1 = Tho A ¢'[To])

T | el m oo (@F) | I (Pl Bz | 0[], T

(013" 7 (ol2) A D)y B2 | 21]),, “ e

(Pl2(@) | 2] A7t (3.7 ([2]) A (&) m
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with 7(#1). We must be able to apply the induction hypothesis for the derivations of length ¢ and ¢/,
which amounts to checking equivalence of the substate with a restricted notion of the second one. Then,
we must check logical equivalence of the resulting constraint store after return.
We use the fact that derivations for the first atom or constraint of a resolvent doesn’t depend on the
rest of it:
@) |elz]) ==
(@) [old]) ==
Then, we check the equivalence of the two states:

(@@) 3" .7 (pla])) ~p (@(T5) | ] A Z1 = Tho)
Thus, the precise statement needed to prove state equivalence is:

37 3w (p[f]) <= 37T, (P[T] A T1 = Tho)

Letm = |Z|and k = |Z|. Thus & = @1,...,Zm, & = x1,...,2; and Ty = Tyt1,. -, Titk-
The captured variables inside the 3" quantifier are 2,11, ..., 2. Let Z, = #/&. Then, 7(Z) =
Z1,..., 2T, 7(Z). Renaming apart (%) t0 v = Tgy1, ..., Tktm We can eliminate the inner quanti-
fier:

AT T | Tp T = ATT,.(Q[T] AN T1 = Tho)
The may match &’ to Z,, but &, is missing h variables. If we add new h variables T}, and add the
equation Zp,, = &), we get the desired equivalence:

AT T Tp (Q[En T | N By = Tp) = ITZ,.(Q[Z] A T1 = Tpo)

We apply the induction hypothesis. Actually, we are applying induction as many times as elements

or constraints ¢ has. We could recast this lemma to make this fact more explicit:
i J
= ,—/ﬁ - N /—/A
E@) 9) = =0, Pe(@) [¢) = - (O] ¢")

but we think the current presentation is clearer.

After applying the induction hypothesis, the following equivalence remains to be proven:

32T (PlT] A T1 = Tho A [T5]) <= FT(p[T] At (3.3 m(0l2]) A ¢(T))))

We focus on the formula on the right. Similarly to the previous case, we apply the permutation using the
knowledge of the variables involved:

3Z.(p[2]) A 3T /Z1.(¢' (r () A 3T /21 (p[2]))))

Renaming apart 7’ and adding the new variables needed with their corresponding equations, we get:
AT, (p[7] A T1 = Tho A ¢'[T6] A 3T /T1(0[2]))

which is clearly equivalent to:

ITZ, . (2] N T = Tpo N @' [T5])

Concluding the proof. 0
CoroLLARY 6.40. Given a state Q1 = (P'| v),, and a program P, both in GPF':
Q1 — R (Ol¢)n
i
Ql —ecr v —er <D | @//>n

and (O] ¢")n ~p (O] ¢")n.
Proor. By induction over the length of the resolvent and Lem. [6.39] O
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6.5.1.3. Folding of SLD derivations. We incorporate proof search information into our call-return
states. The set of derivations arising from all the possible transitions from a call-return state is folded
into a single derivation of resolution states. Algebraically, proof search is a tree thus we will extend our
states with a parallel constructor ((PS7 ] PS2)). The leaf of the proof tree may be a successful state
or a failure. We need to make failure explicit so we introduce a new (fail) state constructor. Thus, a
resolution state captures all the meta theory of constraint logic programming but recursion. Recursion is
captured by instantiation of a predicate symbol, emulating a general fixpoint operator. The call transition
is a meta transition equivalent to the meta-rewriting step we perform in Sec. [6.4]

DEerINITION 6.41 (Resolution States). The set PS of resolution states is inductively defined as:

o (fail).

o (D| ©)n, where p; = P;(Z;) is an atom representing a call to a defined predicate P;, or a
constraint p; = 1, T; is a vector of variables, ¢ is a constraint store and n a natural number.

° <7TPS Dl gp>n, where PS is a resolution state, and 7 is a permutation.

° <7T> PS,p| cp>n, the “select state”. It represents the state just before selecting a clause to
proceed with proof search.
e (PS1|PS2), representing a choice in the proof search.

The need for the new parallel state is obvious. The need for the select state comes from the fact that a
resolution step algebraically is split into two task: clause selection and parameter passing. While a state
like ((A] B), 7| ) looks right, we cannot define a correct algebraic interpretation for it in Sec.
as (A] B) is living in a different “variable naming space” than .

Thus, the new “select” state represents the moment where we have shifted the name space in order
to call a defined predicate but we have not yet done the actual parameter passing by creating the new
constraint store. Combining the two steps in one transition would mean that we are performing more
work than what SLD resolution does, thus losing the operational equivalence. If we were to prove
equivalence with regards to a non-selecting strategy like breadth first the select state would not be
needed.

DerinITION 6.42 (Resolution Transition System). The new transition system —pC (PS x PS)
for the operational semantics of SLD search for constraint logic programming is shown in Fig.

The equivalence of this semantics with respect to sets of call-return derivations is almost immediate.
We establish that backtracking and selection works as expected.

LemMmA 6.43 (Clause Selection). Given clauses:

cly : p(Zy) + 3M.q
cly : p(Ty) + 37

and a state (p(Z), p'| ). It will have the following derivation set using the call-return system:

N o call/cly T, - R
(p(D), B @) ——cr ((TI AT () n: B0, #er

N = call/cl ™ T - constraint ™ e —
(), 5] o) —rer ("(FI AT ()0 Bl 0),, —rer (" (Fl2 |71 A AT(0))ns D] #),,

iff it has this derivation in the resolution system:

@), 710 =p - =p (T2 |11 A AT ()0 Bl 9),,
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— straint N
¥, 0] @)n 2, (Ble Adn
fail

WPl —=p  (fai)
’ if ¢ A 1) is not satisfiable ‘

@, 710} Ly O (@ Tl N D) Fle),

(it p(@n) « (G V..V G) € Pn(@) =T |
)

(o (@10l PSPl e), 5, (@0 A AT Bl @), 1> PS,5]¢),
@l ple), “  (BIVE® @)
("(fail), ple) T, (fail)
(PS.pley, B, (TPS.ply),

[if PS # (0| ¢), PS # {fail), and PS —, PS'

((fazl) I PS) backtrack . PS
(PS1IPS:) =%,  (PS{IPSy)
if PS # (fail), and PS; —, PS, \

(We omit the case in select where the left side has no PS component which happens when the number

of clauses for a given predicate is one (k = 1))

FiGurE 6.4. Resolution Transition System

Proor. The derivation set is only possible if g1 A A} (¢) is not satisfiable. We check the transitions

using —,, (we label sub and seq transitions with the actual atomic ones):

(@) | o)n sy Mo (@I TR EI TR B ), 2,
ROPNAC h,p|w> 1> 7| il e),) 2%,

(("¢
((" {fail) p|<p>|< > (7| T), 0 e)) mp ((fail) 1" (7| T, 5] &) backtrack )

(> (FIT), 5l )~y (CFIAT () Bl 0), < ey ({72 |11 A AT (@), F ] 9),,

Clearly, if —,, could carry out any other transition the derivation set would be different.

LemmMma 6.44 (Backtracking). Given clauses:

cly = p(@n) « 3" .q(71),q
cly : p(Zn) « "0 (Z2), 7
cly : q(%;) + I35
cly (@) < I

~

and a state (p(Z), P'| ). It will have the following derivation set using the call-return system:

call/cly

N o call/cl
(@), PPl —er :

_’1)7(7‘A7T( ) h7ﬁ|@>n —er
call/cly

e
(D(&), 5] @)n <Ly (T (i), *|N< >>h,ﬁ|so>n call/els, |
C(”

q
T

7
"(CHE AT (AR (@))ns T AT (0)), 7] ), S,

("t 11 A AT (AT ()0, TI AT (9)), Bl 0),,
iff it has this derivation using the resolution system:

(p(@),719) =p - =p (Tl [t AAT (AT ()0, T AT (9)), Bl 9),,
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Proor. We check the transitions as in the previous lemma.

call select

P(E), 7] @)n <p (> (@), 71 a1 (Z2), 71 Thn) 0l 9), ~—p
("a(@0), 71 AL @) n Bl @) N> (r(Z2), 7| Thn Bl 0), ) <,
((TE| AT (AT (D)) 71 AT (). 7] 0), 1 (@), 7| Thna Bl 9),) T

("™ fml 71A7)).B10), 1> (r(32), 71 Ths Bl 0),) =

(" (fail), 71 ), 1w (r(@2), 7| T)n Bl )., >—> ((fait) 1™ (r(Z2), 7| T)no Bl ¢).)
backtrack <7r < (fg) ’/‘|T h,ﬁ|§0> select < 1‘2 ’I"|A ( )>h,ﬁ|§0>n ﬂ)p

(T E| AT (AT (9)))n 7] AT (0 >>p\so>,, Lt

< < t‘2|t1/\A7T2( (EN)n, 7| AX( >p|<p>n

(
(
(
(
(

O

CoroLLARY 6.45. For a query {P| @), the first successful SLD derivation in its set of derivations
using the call-return transition system is

(Ple) =er ... —er (O]¢)
iff the derivation
@) =p - —p (@l PS)
exists.

Proor. By induction over the length of the successful derivation, repeatedly applying Lem. [6.43]
and Lem. [6.44] ]

THEOREM 6.46. The transition systems of Def.[3.27|and Fig.[6.4 are computationally equivalent,
that is to say, for a given query they will return the same answer constraint.

Proor. The standard transition system is equivalent to the call-return system by Lem. [6.34] and
Lem. The call-return system is equivalent to the resolution transition system by Cor. a

6.5.2. Operational Semantics in Relational Style for SLD-resolution. The logical based oper-
ational semantics presented above have been carefully designed in order to have a close correspondence
with the relational terms that occur in the relational execution of a constraint logic program. Indeed,
each state will be interpreted algebraically in the next section.

The rewriting system of Sec.[6.4]is too fine-grained or small-step to relate it directly to the resolution
operational semantics. Thus, we define a set RS of relational states and a transition system over them
such that every state and transition possess a correspondence with a resolution state.

We use the helper notation W (p), = R1 N...N R, where R; = K (p;) or Ry = Wy, (D;)-

DeriniTION 6.47 (Relational States). The set RS of relational states is inductively defined as:

e 0, failure.
L(K () N W (p),.). base query.
. — )
I,(W2(K(p) N RS) N W (D)), selection.

. —
L, (W2(RS 1 K (9)) N W (D)), subguery,
(RS1URS5), parallel.

Recall that a predicate p is translated to a relational term such that we have the equation p =
OU---UBO,and ©; = Ia(p) (K((pz) n W(q)ﬁ)

DEerintTION 6.48 (Relational Transition System). The transition system for relational states is
defined by the rules of Fig.[6.5]
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L((K(p) N K()) N\W(P),) SR, Ln(K(p A ) W (p),)
’ if A 9 satisfiable ‘

L((K () N K () "W (D)) ELL
’if @ A1 not satisﬁable‘
L (K () 1 Wx (D)) N W (D)) S L(WEK(r(9) N€)NW(p),)
. —— select
L(WR(K(p) N (©1UB)) NW(p)-) ——r L(VR(0) NK(p ))ﬁW( p)n) U
L (W2 (K(p) N )ﬂW(ﬁ)m)
01 = Iy (W ( )r)
o) = Im(K(HmT-@) N W(g)m)
L(We(ILn(K(p1)) NK () NW(p)) %, L(K(n (e AE™. 1) NW(p),)
L(W2(0 N K(p) NW(p)y) T, 0 .
L(W2(RS N K () N W (D)) by L,(W2 (RS N K(p) NW(p)n)
(O U RS) backtrack . RS
(RS1U RS5) 4, (RS, U RS3)

if RS, —, RS

FiGURE 6.5. Relational Transition Rules

6.5.3. The Equivalence. We define an isomorphism between the states in logical and relational
style. We check that both transition systems are equivalent, that is to say, the isomorphism induces a
simulation between them. After that we check that the rewriting system of Sec. [6.4]implements the

relational transition system.
Recall that a query is just a state with T as constraint store. The transition procedure coincides

with the base case of the iso.

DEFINITION 6.49. We define functions R : PS — RS and R! : RS — PS by induction over the

structure of the states:

R((fail)) =0 .
R((F|¢)n) = L,(K(e) N\W(p),,) .
R(("> PS.5l9),) = (WR(K(m(2) NR(PS) N W (D))
R("PS,ple),)  =I.W2R(PS)NK(r() NW(p),)
R((PS1| PS3)) = (R(PS1) UR(PS5))

In the second case, note that p is assumed to be in purified form for defined predicate calls. Thus,
for each element p; of ' we get a relational term K (@;) if it is a constraint or W, (P;) if it is a call
to a defined predicate, where the permutation w is the one which selects the correct variables for its
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arguments. A similar remark is valid for the definition of R :

RYO) = (fail)
RUL(K() WD) =@l
R (I (W3 (K ()mRS)mﬁggg = ("> RY(BS). 5|7 (9)),
RY(I(W2(RSNK () NW(p),) = ("RYRS), 5|7 (p)),
R1((RS1URSy)) = (R 1(Rsl) IR I(RSQ))

Note that R is an extension of the translation function of Sec.[6.3.4]
LemMA 6.50. R is an isomorphism.

Proor. By induction over the structure of the states. For the failure, base and parallel states the
proof is immediate. We check the subquery case:

RYUR(("PS, Bl 9),)) = RE(I(WR(R(PS) N K(n(¢)) NW(p),)) =
("RUR(PS)), Bl 7t (m(9))),, =y (" PS.Ple),

and the select case:

RYR(("™> PS,7l¢), 3)

; R (L, (W2(
(" RI(R(PS)), 7|7 (m(p)

= (m
(@), =gy (™ PS, 7|
O

LemmA 6.51. The resolution transition system (Fig. and the relational transition system
(Def. are equivalent.

Proor. We check that the relation R C (PS x RS) induced by the isomorphism R is a simulation
relation, that is to say:
VRS, PS.(PS,RS) € R= ((PS —, PS" <= RS —, RS") A(PS',RS’) € R)

Given the one to one nature of our relation and the fact that the transition systems are deterministic, the
truth of the above statement can be reduced to checking that any of the following properties:

PS —, pPs = R(PS) — R(PS')
RS —, RS = R'l(PS) —p R'l(PS')
holds for every transition of the system. Note that one case implies the other. We check the non-obvious
transitions constraint, fail, call, select, and return. In order to help the reader, we show both transitions,
then perform the check outlined above.
e constraint:
- constraint
, n —_— A\
<¢ p| (10> . —,> constraint b < |GD w> —,>
L(K@)NK@W)NW®),) —— L(EK(@AyY)NW(p),)

and the corresponding check:

R(W,71¢)n) :In_((l>'((<p) NE W) nW(p),) Lonstreint,
L(K(p Ap)NW(P)5) = RUD| o A)n)

o fail:
(W, | ) det, i)
’ if ¢ A 9 is not satisfiable
LK@ NK@)NnWm,) L5, o
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the simulation check is:

= R({fail))
e call:
@ I Thn), Ple),

call
—p < > Q1 ‘ T>h|
Vi) € Pon(i) = @ |

(p(Z), P )n
i p(@) « I (G V.

LK) N Wx@) WD), b L(W(K(x() NO)NW (D))

(@ | T)n)) =

RUG | T)n) = In(W(@)q) = ©s, thus R((G | THnl - ©1U---UB; = 6. The
check is:
(<p ‘ 90>n) = In(K(Qp) N
L(W2(K(m(9) N©)NW(P),) =

call
r

1" PS,5]¢),)

e select:
(" (@ TR PS), Pl @), et (@I AT (OBl ),
LW (K(9)N(©Ue)NW[p),) "5, L(Wi(OF nK() N W(p)) U

)
I (WZ (K () N ) W(p)n)
61—Im( () )
0 = Ln(K(3™.0) N W (q)n)

The check is:

R(("™> (71 T)n 1 PS), 7le),) = n(Wﬁ(K(@)ﬂ(Ih(W@m)UR(PS)))WW(ﬁ)n) »
L (W2 (In(K ((3.0)NW(g),) N K(x(p))

L (W2 (K(n(2)) NR(PS)) "W (D)) = RI(((TT AR (@) n 7] 0), 1"

»\.

o return:
((@lenple), T, (P VR 9))n
D)) e LK (7 (o A @M.)W (p),)

L (W2 (I (K (1)) N K () "W (p),,)

the check:
R @6 719),) = 1n(We (Ln (K () 0 K (x(2) ' W (F),) e,
L (K (7 (m() A (3™ ) N W (D)) = Ln(K (9 A (3™ ) N W (D)) =
RUPI V(e 9))
e return second case:
(Wail) Ple), Ty (fail)
LWONK@)NWE)) %, 0
O

is immediate.
LemMA 6.52. The relational transition system of Def.[6.48|is implemented by the rewriting system

in Fig.[6.3]

67



Proor. Given that our rewriting system is locally confluent, we can easily check that the transition
system is just a collapsing of a particular rewriting chain, omitting uninteresting states. We check the
most relevant transitions constraint, fail, call, select and return.

e constraint:

L((K(p) NEK@) NW(B),) %, L(K(p Av) N W (p))

This transition is implemented by the rewriting rule ms.
o fail:
L((K(p) NK(Y)NW(p),) ——» 0
This transition is implemented by the rewriting chain:
L((K(p) N K@) NW(B)n) > (ms*)
1,(0NW(p)s) == (p2)
1,,(0) = (k)
0

e call:

L(K@@)nW@)nWE),) L, LWAK(x() NO)NnW(p),)

the transition is implemented by the rewriting chain:
. —_—

LK@ W)W @) | = (ps)
L(WA(W(K(9) "D N (D))~ (mo)
L(We(E(n(9) \P) W (D)) = (ma)
1.(W2(K(n(¢)) 1 ©) "W (D))
o select:
LW (K@) N (O U0)NW(p),) =5, LW NK(p) N W(p)) U

LW @) N (©:00) Nk 5 (pe)
L(W2((K(9) 01) U (K () N0) N () 5 (py)
(W (K ()N @) UWs (K(9)n©) W () =5 (ps)
L((W2(K () N ©1) W (p)) U (W2 (K () N ©) 1 TV (p),) 5 (pa)
L (W2 () 0 01) N W(p)) U (W2 (K () N €) N W (p),) B
I (W3 (I (I (K (9)) 0 W{a)) 0 K (0)) N W p)) UL (WE(K (9) 1 €) ATV (R)) 5 (mr)
L(WE(Ln(KE™. ) N W ()0) N K () N W (p)) U L (WE(K () 11 ©) N W (p),2)

e return:

LW (In(K($) MK (@) NW(P)) T, LK (@ (oA G 4) nW(p

=
]
—
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the transition is implemented by the rewriting chain:
L(WR(In(K(¥)) N K () NW (D))
L(WR(EE™. )N K(p) NW(p), = (mj)
L(WR(K (™. A g)) N W (D), = (ma)
L(K(@' 3™ ¢ Ap) NW(p),
e return second case:
L(WZ(0NK(@)NW(p),) 5, 0

the transition is implemented by the rewriting chain:

. —

L(WR(0NK(p) D W(p),) +— (p2)
— s P

I, (Wz(0) N W(p)) — (max)

—> P
1(0 N W(p)s) — (p2)
1,(0) = (mx)
0
The sub and seq rules are a consequence of the rewriting strategy used. U

THEOREM 6.53. The rewriting system accurately simulates SLD-resolution.

Proor. Lem. [6.57] and Theorem [6.46] Indeed, when SLD-resolution diverges, the relational
rewriting system does it in the same way. U

REMARK 6.54. This proof technique can be applied to non-deterministic and parallel CLP systems
with only slight modifications.

6.6. Related Work

The origins of this work should be traced to the work of Tarski and Givant. In [Tarski and Givant,
1987]], it is proven that the calculus of binary relations with quasi-projections captures set theory in a
variable-free manner. In addition, they show that a first-order theorem ¢ over a theory with a pairing
operator has a semantically equivalent equational counterpart X, = 1 in the theory QRA of relation
algebras with quasi-projections. They also exhibit a bijective recursive transformation of sentences ¢ to
their associated relation expressions X, and of first-order proofs of the former to equational derivations
of the latter.

Using a variation of this technique in order to compile and execute logic programs was first proposed
in in [Broome and Lipton, [1994]], and the first concrete rewriting system proposal for SLD programs
appears in [Lipton and Chapman, |1998]], and while completeness is conjectured some important details
are missing. Some other successful applications of rewriting with relations can be seen in [Dougherty
and Gutiérrez, 2006], where the theory of representable relation algebras is proved decidable using
normal forms of relational terms.

The use of rewriting for solving equational problems is a topic which has been studied in-depth.
Some surveys are [Baader and Nipkow| |1998| |Dershowitz and Plaisted, [2001]]. The work by Com-
mon [Comon, |[1991] is certainly interesting to our approach and provides insight on how to extend our
work beyond Clark’s equality theory.

Other interesting approaches that use rewriting and algebraic methods in order to model logic
programming can be found in [[O’Donnell, 1998, Bonacina and Hsiang}, |1992] Kirchner, [1994}|1993]].

In addition to the semantics for relations just given, natural categorical models exist: tabular
distributive allegories [Freyd and Scedrov, |1991] provide a semantics for a considerably more general
notion of logic program, over a finite product category [Finkelstein et al., 1994} 2003} Kinoshita and
Power, 1996, |Corradini and Montanari, [1992].
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Categorical treatments of logic programming provide alternative ways of algebraicizing the subject,
which are, in a sense, variable free (see e.g. [Asperti and Martini,|1989| Diaconescu,|1995| Kinoshita and
Powerl, |1996], [Finkelstein et al., 1994, 2003, [Pym\ 1997, |2001a.b]]). Corradini and Montanari [Corradini
and Montanaril |1992] have given a categorical analysis of logic program execution in terms of transition
systems. None of these approaches have as yet been applied to compilation or the definition of an
abstract machine for logic programs, although this might be an interesting alternative to the work in this
paper.

Combinatory approaches to logic programming have appeared elsewhere in the literature: Bellia and
Occhiuto develop an algebra of programs that captures unification, rewriting and narrowing in [Bellia
and Occhiutol [1993]]. We feel that our approach is not really comparable, given its applicative nature.
We define a more expressive algebra of logic programs, which admits first-order queries, extensions to
equational logic, negation and higher order logic, as well as to show that such an algebra can be found
within the relation calculus, a well-understood mathematical formalism which easily incorporates other
programming paradigms.

Although not directly comparable to our approach, in the reader can see in [Richard, [1995]][Kulas
and Beierle, |2001]] two different approaches to Logic Programming that use rewriting and rewriting
logic as a core mechanism.

Other algebraic proposal such as the one in [Bruni et al.| 2001] can be understood as close in spirit
to this work, although they keep using meta-logical operations such as renaming apart.

Some semantics based on observables are [Falaschi et al., 1989, |Comini et al., 2001]]. For instance,
the first work defines a non-ground Herbrand universe of tuples (A, o), with A a non-ground atom and
o the accumulated substitution. Apart from the cardinality considerations that this model may bring in
the presence of an infinite number of variables, the semantics presented here is canonical, in the sense
that a relation is a canonical representative of the non-ground atom A.

Some semantics based on cylindrical algebras are [[van Emden) 2006/ |de Boer et al.,|1997].

In [EIbl, [1999], a new semantics for depth-first logic programming is presented. Biquantale
semantics, as the author names it, is declarative, since it is based on a notion of validity in a certain
class of models, and its calculus is related to the notion of logic state presented here.

It is worth noting that horn clauses can be interpreted without a database completion, as done
in [[Gaifman and Shapiro| |1989]], where <« is interpreted as the intuitionistic logical implication.

The work presented here owes a substantial debt to the logic program transformation ideas of Clark
[Lloyd} 1984] and Warren [Ait-Kacil [1991].

Our use of relation algebra formalism as an executable algebra of logic programs, can be understood
to belong to the Backus tradition [Backus|, [1978]]. Seres and Spivey define in [Seres et al., [1999] an
algebra for logic programs, using a functional-programming style.

A great deal of work has been done in specification refinement using relational specifications based
on Hoare’s work [Bird and de Moor}[1996b} Naumann, |1994, Backhouse and Hoogendijk, [1993], as well
as on relational approaches to hardware design [Brown and Hutton| [1994, Sheeran and Jones|, |1990]. In
light of this work, the relational translation described here may provide a new formal link between logic
programming, hardware specification, and program synthesis.

In [Berghammer and Hoffmann, 2000] a relational specification is given for depth-first search in
a directed graph. A correctness proof is sketched. The authors comment on the advantages of the
relational formalism.

Diverse approaches to the formalization of data types in the relation calculus has been studied
extensively by the Eindhoven group [Backhouse and Hoogendijk, [1993] and by Bird and de Moor [Bird
and de Moor, |1996b|.

Work by the RUBY group at Oxford on hardware [Brown and Hutton, |1994} Sheeran and Jones,
1990], and on program synthesis via relations by Bird and de Moor[Bird and de Moor, |1996b|, Mad-
dux[Maddux}|1991}|1996], Naumann [Naumann, 1994] and Backhouse [Backhouse and Hoogendijk/,
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1993]], to name a few of the many researchers in this field, suggests that the relational paradigm can
provide significant computational insights at almost every level of the field. Exploration —via relations—
of possible connections between program synthesis and a more general notion logic of programming
seems particularly tempting.

6.7. Conclusions and Future Work

We have developed a full relational framework for Constraint Logic Programming and proved
rigorously both denotational and operational equivalence to the classical approach. We think the
approach used has two significant advantages:

e The CLP paradigm is fully captured using relation algebra. This means that we don’t need
any meta-logical notion. Thus, programs may be fully analyzed, transformed and optimized
withing the framework.

o The relational interpretation is used as intermediate code for execution. The only barrier be-
tween both worlds is the encoding used in rewriting. We feel it is not possible for specification
and implementation to become closer.

The sum of these two facts brings interesting possibilities. For instance, the execution engine can be
used in order to perform abstract interpretation, or a debugger may profit from the comprehensiveness
of the semantics to get a full trace of the execution tree.

The semantic approach we have used in order to integrate external entities such a the constraint
solvers has been useful from a technical point of view. The “black box™ approach used here, allows a
better handling of the technical aspects when compared to native formulas over the classical Clark’s
Equality Theory. Also, it provides a good basis for building heterogeneous systems where some parts of
the computation is handled by a relational engine and others are not.

Obviously, the correctness of an implementation will also depend on the correctness of the rewriting
engine and the correct transcription of the rewriting rules. The nature of our rewriting systems means
that modification of the search strategy can be done easily and in a modular way, seeming particularly
well suited for parallel execution. The operational equivalence proof can be easily adapted to several
other proof search strategies. We would also like to exploit the rich semantics of relational formalisms
to obtain new notions of observables, and abstract interpretation, as well as to extend the relational
compilation to higher-order logic programming.

To some extent this work is a foray into the terrain of relation-based computing as a separate
discipline, with logic programming as an extended case-study . Some instances of “pure” relational
programming languages, of limited expressive power, were studied in [Broome and Lipton, [1994]. A
useful rewriting system for the full relation calculus didn’t seem very well motivated in the absence of
some computational paradigm and we thought it would help, at the start, to anchor such a system in
logic programming-inspired reductions. Together with Chapter[7] we have obtained good experience of
the difficulties involved when computing with relations, and we have advanced our understanding on
what is the appropriate framework.

The main lines for future work are two:

o The system presented here is usable, but performance is not comparable to real-world imple-
mentations. A fix using category theory has been developed in Chapter[0] However, the main
culprit happens in call transitions, where constraint stores are duplicated. A different fix using
graph-rewriting [Plump| |1999] and a richer set of relational constraint store operators may be
possible. others.

o The second main line of work is to incorporate to our semantics impure features and extensions,
such as var, cut, negation and implication, which are needed in order for the framework to be
usable.
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It should be noted that the absence of negation in QRAy; is no handicap, vis-a-vis first-order formulas
with negation over the Herbrand Universe, because of the well-known results of Mal’cev
[1961] [Maher, [T988]] that any such formula is equivalent to a two-quantifier formula in which negation
occurs only immediately preceding equations between terms, which can be modelled in QRAy, using
dq for disequality.

Apart from the main line of future work, some parallel work is being performed in defining how
some extension fit in our framework. Abstract interpretation [Cousot and Cousot, [1992], [Hermenegildo|
let all},[2003] [Puebla et al, [1999], partial evaluation[[Consel and Danvy}, [1993] Jones et al},[1993] [Pueblal

and Ochoal,[2006] and coinductive approaches such as the ones in [Komendantskaya and Power, 2011b/al
|[Komendantskaya et al., 2010] are good candidates.
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CHAPTER 7

First-Order Unification Using Variable-Free Relation Algebra

The relational representation provides an abstract syntax (i.e., an axiomatic treatment of free and
bound variables, quantifiers, abstraction, etc) for logic programs and a formal treatment of logic variables
and unification, where meta-logical procedures (name clashes, substitution, etc) are now captured within
an object-level algebraic theory.

In the previous chapter, unification was incorporated meta-logically using a constraint solver to
solve intersection of relational terms, with the execution details left unspecified. In some regards, this
black-box treatment is a natural choice, since this is precisely where constraint systems are added to
logic programming engines in conventional constraint logic programming languages, such as CLP(X)
[Jaffar and Maher, |1994]. However, the benefits of variable-elimination may be lost here if unification is
carried out using typical algorithms that operate directly on the variable names in terms. Then variables
must be restored just for the sake of this step.

In this chapter we adapt the framework and develop an algorithm for deciding equality constraint
problems in the Herbrand domain, this being equivalent to the classical first-order unification problem.
The algorithm proceeds by rewriting relational-term representations.

Although first-order unification is a well-studied and solved problem, an algebraic approach has
several advantages. First, cumbersome and underspecified meta-logical procedures (name clashes,
substitution, etc.) and their properties (invariance under substitution of ground terms, equality’s
congruence with respect to term forming, etc.) are captured algebraically within the framework. Second,
other constraint problems can be accommodated, for example, existential quantification in the logic can
be interpreted as a new operation formalizing renaming apart.

Section defines the unification problem. Section defines solved forms for our relational
representation. Section[7.3|presents the algorithm itself. A detailed example can be found in Section
In the final part of the chapter we examine related and future work, and wind up with our conclusions.

7.1. The Unification Problem

A first-order unification problem can be represented as a first order formula with equality . Then
asking whether two terms can be unified is equivalent to the decision problem K (p) = 0, with 0 being
the empty relation, as is implied by the equipollence theorem.

Concretely, assume terms 1, to, with free variables ¢, and fresh z1, 2 ¢ . We may encode the
unification problem ¢; ~ t, using atomic formulas of the form z; = ¢:

tq %? ty <— Hzlﬂj(xl =1 ANz = tg)

Notice the generality and expressiveness of the encoding, thanks to the presence of the existential
quantifier. For example, Prolog-like unification with renaming apart (assume vz.t means rename apart
x in t) can be encoded as a constraint:

vety =ty = 3037 (Fra =t) Az = to)
<  dr.37.3z.(z1 = ti[z/z]) ATy = ta)
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The encoding can be made more powerful. Adding negation would allow us to handle disunification
problems, as well as universal quantification. Summarizing:

t1 ~' to <= ElmlElg'(xl =t1ANx1 = tg)
< K(Exlﬂgj(:cl =t1 ANz = tg)) #0

As the resulting relational expression is ground, and the relational theory is equationally defined,
rewriting seems appropriate to handle relational terms. However, two requisites are proven difficult to
implement. First, the occur-check, which forces us to make our rewriting system conditional and to
compute a side-condition. Second, identifying functions. The rewriting system must match multiple
finite sequences of relation compositions as one.

In a relational setting we have no variables and no syntactic notion of substitution. Therefore, the
natural output of a unification procedure is some sort of normalized constraint with the right semantics.
The next paragraphs will develop this idea.

We focus on the translation K instead of the translation K for in K (y.(x1 =t1 AN xq = tg), the
names of the variables i are effectively erased, and we lose the notion of transitivity of the unification
relation ~=. Indeed,

3:{7(1‘1 =t1A\Nx1 = tg) — 1 =ty

so we can reduce the unification problem to K (t1) N K (t2).

The translation K from terms ¢ € Tx(X) to terms in Ry is defined in a way that every ground
instance of ¢ is in [K'(¢)]]. We will also define the set of relational terms in K’s image inductively and
call them U-terms. The result of applying the most general unifier of two terms ¢1,¢5 € 7x(X) to any
of them is then represented by K (¢1) N K (t2). It is therefore of interest to define and compute a normal
form for such an expression which conveys all the desired information.

DeriniTION 7.1. K : T (X) — R is defined by induction on Ts(X) terms:

K(a) = (a,a)l
K(z;) = (P)°
K(f(tlv"'atn)) = m fan(tl)

For example, K (f(x1,g(a,z2))) yields f2P} N f2(g9%(a,a)1 N g3 Ps).

In general, the relations semantically denoted by the terms K () are non-coreflexive, that is, domain
and co-domain are not equal. Indeed, consider the base case of the definition, K (a) = (a,a)l. The
semantics of the resulting relation term is the set {(a“, )| any sequence of terms}. Indeed, we could
informally state that the domain any relation generated by K (¢) is the set of ¢’s instantiations whereas
the co-domain is the set of instantiations of the variables of t. So, for a ground term ¢, it follows that
[K(t)] = {(t*, )| any sequence of terms}. The fact that in the ground case the co-domain is the set
of all sequences of terms reflects the invariability of ¢ under substitution.

We may easily deduce the following equation from Lemma [6.5}

[K(t10)] where o = mgu(ty,ts) if exists
0 otherwise

(6) [K(t) N K(t2)] = {

DEeriNITION 7.2 (U-terms). The set of U-terms (relational terms in K'’s image) is defined induc-
tively:
e 0€ U, (a,a)l € U forevery (a,a) € Ry, and P? € U for everyi € N.
o IfRec Uthen f'R € U forevery fI' € Ry.
e IfRy,..., R, e Uthen RiN---NR, € U.
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DerintTION 7.3 (Unification problem). The unification problem in this relational setting is to
reduce, given terms t1,ts € Tx(X), K(t1) N K (t2) into an equivalent U-term which can be proved
equal or different to 0.

Indeed, the reduction is compositional in the sense that the resulting term can be intersected with a
new one to perform unification again.

7.2. Solved forms for U-terms

It is standard practice in decision problems to use a solved form which has a trivial decision procedure.
The decision problem is then reduced to developing a method for producing solved forms [[Comon),
1991]]. At the core of our decision procedure is the theory QRAy,, for it provides a strong enough
axiomatization of the original underlying algebra of finite trees.

Given the term 7' = R N S, we informally say that R is constrained by S in 7" and vice versa. We
also say that R is obtained from R N S by dropping the constraint S.

DEeriNiTION 7.4 (P-constraint completeness). A ferm R is P-constraint complete or Z(R) iff for all
subterms t1 and to of R of the form:

ti=P°OR NN Ry
t2:PJ9ﬂSlﬂ-~-ﬂSn

if i = j then the equality t1 = to holds modulo N-commutativity.

This formally captures the notion that every P;” appearing in a term must have the same set of
constraints. Some examples of P-constraint-complete terms are: PP N Py, f2(PY N R) N g?(RN PY)
and f2(PY N R) N g?(S N Pg). Some non-P-constraint-complete terms are: Py N fi Py and f2(Py N
R)Ngi (SN Py).

DEerintTION 7.5 (Indexed P-constraint completeness). A term R is P-constraint complete on i or
= (R) iff for all subterms t1,ts of R of the form:

ti=P) N RN~ NRy
ty=PSNSiN---NS,

if i = j = k then the equality t1 = ts holds modulo N-commutativity.

DEerINITION 7.6 (Solved form). U-terms in solved form are inductively defined for all a,1, j, f, g

as:
R for R € {(a,a)1, P?,0}
R N S forR,S € {(a,a)1,P?}
(a,a)l N /R
'R if R in solved form.
P? N PR if R in solved form.
J"R A ¢S if#g
'R N IS if R, S in solved form and 2(R N S).
Ry n---Nn R, if every pair R; N\ R;,1 # j in solved form.

If a term t is in solved form we say solved(t). Let Ug = {t € U | solved(t)} and Un = {t € U |
—solved(t)}. By definition, Ug and Uy partition U. The inductive definition of unsolved forms is
thus obtained from the logical negation of the solved form definition:
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DerintTION 7.7 (Unsolved form). U-terms in unsolved form are those terms not in solved form.
Inductively, for all i, j, f:

'R if R not in solved form.
P? N PR if R not in solved form.

'R0 frs

'R N s if "E(RNS) or any of R, S not in solved form.
R nNn---Nn R, if R; N R; not in solved form for some i, j,1 # j.

The decision procedure for solved forms is an exhaustive check for incompatible intersections.

LemmMma 7.8 (Validity of solved forms). For any termt € Ug, we can always decide whether t = 0
or, what is the same, whether [t] = (.

Proor. By cases on t:

Rand RN S for R, S € {(a,a)l, P?}: Follows directly by term semantics.

(a,a)1N ff R: Always 0, because the relation domains are disjoint.

fI*R: We check R for validity.

Py N fi'R: We check R for validity.

fi"R N g7 S: Always 0, because relation domains are disjoint (f # g).

[ RN f;S: We check R and S for validity. This check is enough because no term f;* RN f;*.S
is in solved form. Consequently, the domain of the resulting relations is known. Given that
E(RNS) holds, the codomain is also known, as every projection P into the codomain shares
the same set of constraints, so validity of the codomain is effectively reduced to validity of
constraints.

e Ry N---NR,: Every pair R; N R; with ¢ # j is in solved form, thus the term’s validity
depends on the pairs’ validity.

O

7.3. The algorithm

This section defines an algorithm for computing normal forms of U-terms. The core of the
algorithm consists of two term rewriting systems whose effect can be explained by analogy with the
classic non-deterministic algorithm (ND) [Martelli and Montanaril [1982]. The first rewriting system
(system — defined in Sec. [7.3.2) performs what we call left-factoring, analogous to generation of new
equations from a common root term in ND, which is now algebraically understood as the distribution of
composition over intersection. The following diagram illustrates (£ stands for a multiset of equations):

{flt, o tn) = flur, o un), & = {ti =1, ..ty = ug, €}
[PROSS = f(RNS)

The other step in ND, equation elimination, is now algebraically understood as constraint propagation

(system — defined Sec.[7.3.4):

{z=tE} = {&[t/z]} when z & ¢
F(PNR)NG(PNS) —r FEP.NRNS)NGPNSNR)
System — is conditional on what we call functorial compatibility, a novel way of performing the
occur-check which was motivated by QRAy;’s axiom f;* N id = 0. The two rewriting systems are

carefully composed with the help of a constraint-propagation one (system —s defined in Section[7.3.3))
to guarantee termination.
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7.3.1. Rewriting preliminaries. The representation of U-terms in our rewriting systems is given
by the following term-forming operations: ¢ : Cx, = U, t: (Fx x NxN) - U, P: N> U, ©:
(Uy x---xU,)—=U,andN: (U; x --- x U,) — U, with n > 2 and n-ary ® and N. In addition
to the above ground representation, we define patterns of U-terms in a standard way using a set of
variables. Let i, j, k etc, range over N. Let a, b, ¢ etc, range over Cx. Let f, g, h etc, range over Fyx. Let
R, S, T etc, range over U-terms. We write (a, a)1 for c(a), write f7 for t(f,i,7), write P? for P(i),
write Ry ... R, for ®(Ry, ..., Ry,), and write R; N --- N R, for N(Ry,..., R,).

Rewrite rules are of the form p : [ — r with p the rule’s name, [ and r patterns, and [ not a variable.
Conditional rewrite rules are of the form p : [ — r < C belonging to type III CTRS [Klop, |1992]
(see Def. . We write —' for the normalization relation derived from a terminating and confluent
(convergent) relation —. We write o for composition of rewriting relations. We use = for syntactic
identity (modulo AC).

We use A and AC rewriting for ® and N. More precisely, we define the equational theories for
relational terms Ag, = {R(ST) = (RS)T} and ACH = {RN(SNT) = (I'NnS)NT, RNS = SNR}.
The AC rewriting used is described in [Dershowitz and Plaisted, 2001, pS77-581]: associative term
formers are flattened and rewrite rules are extended with dummy variables to take into account the arity
of term-forming operations. Matching efficiency can be improved by using ordered rewriting.

A rewrite rule p : [ — r matches a term ¢ iff lo = ¢ modulo A and ACH. A sequence of integers p
is called a position. f(t1, ... vtn)\(l’-l) = &1, given 1<i<mnandt)y =1t We allow subterm matching:
if there exists a position p such that lo = t|,, (modulo previous AC), then ¢ reduces to t{t, — ro}.
Importantly, we also allow matching over functorial variables which represent the largest composition
of f' termsﬂ We use F, G, H etc, for functorial variables. The expression length(F') delivers the length
of functorial variable F'. For example, the term 7%s3((a, a)1 N (b,b)1 N t{ PY) matches F(R N GS)
witho = {F + r?s3, R~ (a,a)1N (b,b)1, G — t1, S+ PP}. Matching over functorial variables
is a sort of specialized list-matching. Note that such a variable always matches the largest sequence
possible.

7.3.2. Left-factoring rewriting system.

DEerINITION 7.9. The rewriting system L consists of the set of rewrite rules (where i ranges over
all indices and f over all function symbols):

[IROES = fH(RNS)
LemMma 7.10. L is sound.
Proor. Soundness is a consequence of the following equation:
@) RSNRT =R(SNT)
which holds in DRA when R is functional (which is the case for every f/*):
R(SNT) Dy ia > rery R(S N R°RT) Dby modular taw] &S N RT
Conversely, RSN RT O R(SNT) by DRA. O
Lemma 7.11. L is terminating and confluent.

Proor. To prove termination it suffices to give a lexicographic path ordering on terms [Dershowitz,
1982]. The ordering is N > ®. The system has no critical pairs, so it is locally confluent, local confluence
plus termination implies confluence [Knuth and Bendix| |[1983]. g

'We use “functorial” in connection with function symbols (term formers), not with functors in category theory.
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7.3.3. Split-rewriting system.

DEFINITION 7.12. The rewriting system S consists of the rewrite rules:
F(RNG(PFNS)) —»s FRNFG(P?NS)

Lemma 7.13. S is sound, terminating and confluent.

Proor. Soundness and closure properties are immediate from (7). Termination is proven giving
the lexicographic path ordering ® > M and confluence follows from the fact that —s, is terminating
and locally confluent. (]

We will also use a parametrized version of S, written S; where 7 is fixed.

7.3.4. Constraint-propagation rewriting system. The purpose of this system is to propagate
constraints over P terms. Constraint propagation has two main technical difficulties. First, addressing
occur-check to avoid infinite rewriting. Second, propagating constraints before checking for term clashes.
Both difficulties can be addressed by introducing a decidable notion of functorial compatibility:

DEeriniTION 7.14. The convergent rewriting relation — a is defined as:

P)fr —aid (100 =20 (F)°f7 —al  idfl —a f7
(fH1—-a1 1" —a 1l (f7)°0—A 0 0f" —a 0
The above convergent rewriting relation gives rise to their associated function:

DerinNtTION 7.15 (Functorial delta). Given functorials F' and G, we define A(F, G) as follows:
A(F,G) =S, F°G =%\ S iflength(G) > length(F)
A(F,G) =5, G°F =\ S iflength(G) < length(F)

LemmMma 7.16.
0 fIFNG] =0
id ifF =G.
A(F,G)=4(S ifG=FS
S ifF=GS
1 otherwise.
Proor. By induction on functorial terms. O

REMARK 7.17. We may understand functorials as pointers to a position in a term. From this
standpoint, A handles “pointer interference”. That is, whether the functorials “point” to the same,
to different but compatible, or to incompatible positions in a term. The delicate case is when one
functorial points to a sub-position of another.

DerintTioN 7.18 (Syntactic difference). The syntactic difference ©(Ry N -+ N R, S1N---NSy)
between two arbitrary-length intersection of terms is defined as the term (\,c, S; such that (Vj €
{1.m}.R; # S;) <= i € D. Abusing notation, we use {} for the empty intersection.

Lemma 7.19. RNO(R,S)=SNO(S,R)
Proor. By induction on the length of R. O

Recall that = is syntactic identity modulo AC' (Section[7.3.T). Should we use the idempotency
axiom AN A = A to check equality modulo AC'I, we would get an extended version of Lemma[7.1%}

RNS=RNO(R,S)=SNO(S,R)=SNR
CoroLLARY 7.20. Forany term R, ©(R, R) = {}.
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DEerINITION 7.21. The rewriting system R consists of the rewrite rules:
RO: P°NF(P’NS)—r0
Rl: F(PPNR)NG(PPNS)—=r0 <<= A(F,G)=0VA(F,G)=f"...g"
R2: F(PPNR)NG(PNS) —»r F(PPNRNO(R,S))NG(PNSNO(S,R))
<= (O(R,9) #{} VO(S, R) #{}) AN (A(F,G) =1V A(F,G) = id)
Notice O helps us deal conveniently with the equivalence of terms R N S and S N R. We will also
use a parametrized version of R, written R;, where ¢ is fixed.

LemMma 7.22. R is sound.

Proor. R0 is sound beacuse every term matching the left hand side can be factored into a term of
the form id N f}* ... g7* using RPY N SPY = (RN S)Py which is a version of Eq. (§) below. Rl is
sound for two reasons:

(1) If A(F,G) = 0 then F and G are incompatible and the left hand side rewrites to O by
left-factoring.

(2) If A(F,G) = fI'...gj" then there is a common prefix F’ of F and G such that FNG =
F'(id N fI*... g7") and the right-hand-side rewrites to 0 by QRAy’s occur-check axiom.

That R2 is sound follows from the equation:
(8) F(PPNR)NGP =F(PPNR)NG(PYNR)

Recall that a relation is injective when RR° C id. Recall Lemma[7.10] which states that RT' N ST =
(RN S)T for T injective. Using these facts we prove the C direction:

F(Pio N R) N GPiO —[left+right factoring] (F N G)IDZ'O NFR g[modular law]
(FNG)(F°NG°)FRNPY) Sy (r° naoyr € FoF = id) (FNG) (RN PY)
=linjectivity of (R 0 P)] £ (RN PY)NG(RNPY)

The D direction is easier:
F(Pio N R) N G-P7;O Q[monotonicity of N] F(-PZ'O N R) N G(Pio N R)
Il

The following example illustrates why the compatibility check is needed to ensure termination.
Take the term Py N fi (P N R). If we propagate restrictions by orienting (8) we get an infinite rewrite:
PPOfi(PPNR) = PENFHRNPYOfL(PYNR)) — PPOfi(ROPPNfH(PPNRNf{(PYNR))) ...

DEerINITION 7.23. Let > be the order relation:
F(PPNR)NG(PSNS) =c F(PPNRNO(R,S))NG(PNSNO(S,R))
where ©(R, S) # {} and (S, R) # {}.

Informally, think of > being defined over the measure “number of different elements of R and S”.
We prove ¢ is well-founded using Lemma[7.19]

Lemma 7.24. > is well-founded.

ProoF. > has bounded depth, with no chain of length longer than two. Suppose >¢ had a chain
of length three:

F(PPNR)NG(PPNS) e
F(PPNRNO(R,S)NGPPNSNO(S,R)) e,
F(PPNRNOB(R,S)NO(RNO(R,S),SNO(S,R))) N
G(PPNSNO(S,R)NO(SNO(S,R),RNO(R,S)))
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and note that in order for the chain to exist O(RNO(R, S), SNO(S, R)) # {}. But using Lemmal7.19]
RNO(R,S)=5N06O(S, R), so by Corollary[7.20, O(RNO(R, S),SNO(S, R)) = {}, contradicting
the existence of the chain. t

)

LemMma 7.25. R terminates.

Proor. Rules R0 and R1 rewrite to 0. For rule R2 we define a well-founded order that contains
the relation induced by R2. Notice that the finiteness of the terms involved in the rewriting ensures that
the transformation for handling the n-ary term former N doesn’t affect termination. O

Lemma 7.26. R is confluent (modulo commutativity).

Proor. We give the same lexicographic path ordering as Lemma and R has no overlapping
rules. H

7.3.5. The algorithm. Unfortunately, a naive application of the previous rewriting rules does not
necessarily reach a solved form. Take for example the term 73 (P{ N s}(Ps N (a,a)1)) N r3(Ps N
st(Pp N (b,b)1)). If we apply the rewriting strategy —'s o —4% o —'. we do not reach a solved form
because —'5 destroys constraints over Py, impeding the constraint propagation step to work properly.
One solution is to complete the constraints for each P one at a time.

Lemma 7.27. Given a rewriting t —>:5 t', every P? int' occurs at top level relative to functorials,
i.e., t' has the form:
P°NF(PPNR)N---NGP,NS)N...

Proor. If the P? term occurs deeper in the term, ¢’ has the form:
F(RNG(SN---H(P°NT)))N...
which is not a normal form for — . O

DerintTION 7.28 (Individual constraint propagation). The rewrite relation —, parametrized on i
is defined as:
5 03 O —p. 0

LemMA 7.29. Z;(t') holds for every term t and reduction t —y, t'.

ProOOF. Assume a term ¢ exists such that t —;, t' and —=Z;(¢"). There are subterms of ¢’ of the form
PPN Rand P? NS, with O(R, S) # {} or O(S, R) # {}. Lett = u, then no subterm of the form
FRNFS exists in u. Let u —>1§ v, then every P} in v is of the form described in Lemma Let
v =% w, then Z;(w) because w is a normal form of —%, and P’ N R and PY N S with O(R, S) # {}
and ©(S, R) # {} cannot occur at the top-level, and every Py is at the top level. Let finally w —', ¢'.
For —>!£ to break P-constraint completeness, w must have a term of the form F'P; N F'R such that after
—>IE, R becomes a new constraint on P°. However this cannot happen, for v had no such terms and v
had only terms of the form F'(PY N R) N FG(P? N R), which are rewritten to 0 by R1. O

Lemma 7.30. Given t such that Z;(t) holds then t —>:S t" and Z;(t').

Proor. Follows from —g, rules because if Z(¢) then no term of the form F(P? N GR) with
P? in R can occur in ¢. Such occurrence is the necessary condition for _>Es,i to destroy P-constraint
completeness. (|

Lemma 7.31. Given t such that Z;(t) holds thent — t.

Proor. Follows from the definition of —,. Note that if R0 or R1 are applicable for a term ¢, this
easily implies ~=(t). d
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dep(P?) = 0 dep(P) = {j)
dep(RNS) = dep(R)Udep(S) dep'(RNS) = dep'(R)Udep'(S)
dep(f'R) = dep'(R) dep'(fR) = dep'(R)

FiGURE 7.1. Definition of dep : U — P(N)

Lemma 7.32. —y, reaches a fixed point, in other words, given a term t then t —, t' —, t" and
t= "

Proor. Z;(t') holds by Lemma[7.29] In the second —;, step, ¢’ —'. ¢’ holds. By Lemma|7.30]
t’ —>fsi uwand Z;(u). By Lemma , we have u _>!R¢ u. Finally, we need to prove ¢’ —>ES,£ u—, t.
This is proven by the fact that %!ﬁ undoes everything %gi does on already factorized terms, which is the
case of t’. Givenrewriting rules F'(RNG(PNS)) —s, FRNFG(P?NS)and FTNFU —, F(TNU),
their composition happens with substitution {T" — R, U — G(P? N S)}, resulting in the rewriting
rule F(RNG(P? N S)) —ros, F(RN G(P? NS)) which is the identity. O

DeriNiTION 7.33 (P-dependency). Given a term P N R, we say i P-depends on j if j € dep(R)
where dep : U — P(N) is defined in Fig. We can build the P-dependency for a term t taking all
its subterms in the form P? N R.

Lemma 7.34 (Constraint destruction). Given Z;(t), t —, t' can make —=;(t") iff j P-depends on
iandi # j.

Proor. The only way —, can add a new constraint to a P? by constraint propagation is if the
term is in the form P? N F'R and P occurs in R which is precisely the definition of P-dependency. [

LemmMma 7.35 (Occurs check). Ifi P-depends on i in a term t then t —, 0.

Proor. Such P-dependency means P N F'R and P occurs in R which gets rewritten to 0 by
!
—R.- O

i

DEriNITION 7.36 (Solved form algorithm). Given a termt € U, containing P} terms with i €
{1...n} and n > 1, we define the rewriting relation —y,, as —y, o---0 —y,, that is:

% 0ok, 0 e, 0k 0 3k, 0ok, 0 00 %, 0 i, 0
Forn = 0, there are no P} int and we define —y , as -t
LemMmA 7.37. There is a finite k such that t —>’;,M t' and Z(t').

Proor. The case n = 0 follows from Lemma [Z.11] with & = 1. The case n = 1 follows from
Lemma(7.32with k = 1. In the case n > 1, for a step u —, u’ then Z;(u’) by Lemma[7.29] However,
by Lemma such a step can make ~Z;(u’) hold iff j P-depends on ¢. Suppose the P-dependency
graph of ¢ is acyclic. Then there is a set of terminal edges E such that forall [ € E, =; holds after
—, and no other step —4, can make =; false, for they depend on no j. Once the term is =; for every
l € E, E can be removed from the graph. The process can be repeated with the new set E’ of terminal
edges a finite number of times, for the graph is acyclic and the number of edges is finite. Finally if the
P-dependency graph of the original term is cyclic, then by Lemma[7.35|the term would get rewritten to
0 in the —, iteration corresponding to any ¢ on the cycle. Thus when the process ends, Z;(¢') for all
I € {1...n} which is equivalent to Z(¢). O

Lemma 7.38. —yy,,, reaches a fixed point.

Proor. The proof is similar to the one in Lemma[7.32} but using Lemma/7.37} for once Z(¢) holds,
—u,,, application does not modify ¢. g
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Lemma 7.39. The fixed point for —y,,, is in solved form.

Proor. We check by induction that no unsolved term can be a fixed point:

e fI'R is unsolved when R is unsolved, this means one of the cases apply for R.

e PPN fIR,if P? ¢ Rand R not in solved form: If R is in unsolved form then one of the
cases below applies. Otherwise, if P, is a subterm of R when 4>1Ri fires, it rewrites to O.
fPRN f*S: Terms of this form match the left side of — ..

e fI'RN [}'S, we have two cases:
- Z(RN.S) doesn’t hold: Lemmaimplies that —,,, reaches a fixed point for ¢ precisely
when =Z(t) holds, so ==(R N S) is a contradiction.
— Any of R, S are in unsolved form: for the term in unsolved form one of the cases of the
definition of unsolved applies.
RiN---N R, if some pair R; N R;,% # j is in unsolved form: If the pair R;, R; is in
unsolved form one of the cases above apply.

O

DerintTION 7.40 (Relational unification). We define the relation between U-terms with maximum
index m, denoted t — [y N1Fn} t', as follows: If t _>Iuw s and s is not valid then t' = 0; otherwise,
t'=s.

Tueorem 7.41. Termsty, ta withn different variables are not unifiable iff K (t1)NK (t2) = {uN1Fn}
0.

Proor. By Lemma we know that —>;/,M brings any U-term to solved form. As we have a

complete decision procedure for solved terms by Lemma we can decide if K (t1) N K (t2) is O,
which means by Eq.[6]that ¢1, ¢, are not unifiable. (]

DeriniTION 7.42 (Relational unifiers). We say a term t in solved form has a unifier R for i if PN R
is a subterm of t.

For example, suppose we have the term P N (a, a)1 N Ps. This means in 7 (X) that 1 = 25 = a.

7.4. An Example

We will use the example given in [Martelli and Montanari, |1982]:
1 = f(g(h’(a7 $5)7 1‘2)7 L1, h(a7 .’I,'4)7 .’II4)
ty = f(21,9(z2,73), 22,b)
First, we use K-translation to translate the term into a suitable relational form:
K(t1) = fi(g7(hi(a,a) N h3FY) ﬁg2P2) N félpl N f3(hi(a,a) NA3PY) O f{ P}
K(t2) = fiP? 0 f3(91Ps N g3 Pg) N fi P50 fi(b,b)1
So K (t1) N K(tg) is:

fi(g3(hi(a,a)1 N h3Pg) N g3 Py) ﬁfflpl N
félplo ﬂfz( ﬂgQP?,) N
f3(h3(a,a)1 N R3PY) ﬁf§P2 N
1Py N f1(b,0)1

Now we apply our rewriting strategy. For the sake of brevity, we will rewrite variables in the optimal
order, which is easily calculable after factoring. We first factor the term:
f1(91(h2(a a)10h2P5) NgsPsNPY) N
fa (PP N giPs N g5 Ps) N
(hQ(a a)l m h3Py N Py) N
fi(Pg 0 (b,b)1)
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One of the orders induced by I is 1, 3, 2,4, 5. We will start with variable PS. The first step is to split
on 5. We apply —s.:

f(g%(hQ(a o)1 )Ng3Ps N PY)N figih3Ps N
él(P m91 ﬁ92P3) n
2(h¥(a, a)lﬁh2P4ﬂP2) N

f4(P4 (b,0)1)

No constraint can be propagated, so we come back and split on 4:
f1(91(h2(a a)lﬂh2P5)ﬂg PyOPY) N
f3(PP N gt Py N g3Ps) N
(h2(a a)l m Pg) N fEhipPy N
f1(P7 0 (b,0)1)

At this point some propagation takes place:
sh3Pp 0 fH(PY N (b,D)1)
fEh3(P§ N (b,b)1) N f1(P§ N (b,b)1)
The full term is now (after factoring again):
f1 (g1 (hQ(a a)l Nh3PS)NgsPs NPY) N
f3(PP N gt Py N g5 Ps ) N
fi(h (a a)lﬂPQ NA3(Py N (b,b)1)) N
fH(Py N (b,b)1)
fig3Ps n
f391Ps n
FA(P5 0 13 (a, )1 A R3(PE 1 (b, b)1)
and we get propagated the constraint k2 (a, a)1 N h3(P§ N (b,b)1) to the other terms yielding a result:

—R

‘We factor for 2:

fi(gi(h3(a,a)1 N h3PS) N g5(Ps N hi(a, )1ﬂh2(P4 (b,0)1))NP7) N
f3(PY N gi(Ps N h3(a,a)1 0 h3(PF N (b,b)1)) Ng3P3) n
f3(hi(a,a)1 N P O h3(PY N (b,0)1)) N

f(P{ 0 (b,0)1)
For Py there is only one occurrence, so we go to propagate on Py .

fL (P N gt (hi(a,a)1NA3PS) N g3(Ps Nhi(a,a)lNA3(PE N (b,0)1))) N
f3 (PP N gt (P3N hi(a,a)l NA3(PE O (b,b)1)) N g3 Ps) n
which results in
P g2(h3(a,a)1Nh3PS) N gl(P2 N h3(a, a)l Nh3(Py N (b,b)1)) N
93(Ps Nhi(a,a)1NA3(PY N (b,b)1) N g3 Ps)

after factoring becomes:

[P0 gi(hi(a,a)1 N PRR5(PY NP N (b,0)1)) N
93(Ps N Py 0 hi(a,a)1 N h3(PY N (b,b)1))
The final term:
fH(P? N gi(hi(a,a)1 N PRh3(PY N Py N (b,b)1))
93(P3 0 P3N hi(a,a)1 0 h3(PY N (b,b)1)
f3 (PP N g (h3(a,a)1 N PSh3(Py N P3N (b,b)1))
95(Ps N Py N hi(a,a)1 N h3(PY N (b,D)1)
f3(hi(a,a)1 N Py O R3(PY N (b,0)1))
fi(PY N (b,0)1)

DDDDD
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We checked the term is valid: we couldn’t find an invalidating constraint. Now, we erase the P}
terms to help see better what actually happened:

FHg2(h2(a,a)1 N h2(b,b)1) N g2(h2(a,a)1 N h2(b,b)1)) N
f3(g3 (hi(a,a)1 N Rh3(b,b)1) N g(h%(m a)1Nh3(b,b)1)) N
FA(h3(a,a)1 N R3(b, b)1) N
fi(

b,b)1
Enhanced visualization:

f1(91(h1aﬂh2b) ﬂgg(hlaﬂhgb)) n
fa(g1(hian heb) Nga(hian heb)) N
fg(hlaﬂ hgb) N
fab

If we worry about space we can borrow categorical notation to stretch the text:
f(g(h(a,b), h{a, b)), g(h(a, b), h(a, b)), h(a,b),b)
orindeed with ¢ : 1 — 2,6(f) = (f, f):
f(gh(a,b)s h(a,b),b)
which can be translated back to

f(g(h(a,b), h(a,b)), g(h(a,b), h(a,b)), h(a,b),b)

7.5. Related work

Unification. Unification was first proposed in [Robinson, [1965] and axiomatized in [Maher, [1988,
Mal’tsev, |1961]]. Classical algorithms for first-order unification are surveyed in [Baader and Snyder,
2001], such as [Martelli and Montanaril, |1982 |Paterson and Wegman, [1978|] which define fast and
well-understood algorithms targeted to implementors using imperative languages. Other interesting
approaches to unification include categorical views [Goguen, [1989| Rydeheard and Burstalll |1986],
unification for lambda terms [Huet, (1975 [Dowek, |2001]] and a remarkable one [Dougherty, |1993],
which studies unification in the typed combinatorial paradigm [Curry and Feys, [1958]]. Nominal
unification [Urban et al., 2003 is an alternative approach to meta-theory formalization that uses nominal
logic. Indeed, nominal techniques [Gabbay, |2011]] have been established as a solid approach to meta-
theory, binding, and syntax formalization giving rise to nominal rewriting [Fernandez and Gabbay),
2007]] and nominal algebra [[Gabbay and Mathijssen, 2009].

C-expressions [Bellia and Occhiuto},|1999,1993] also provide a combinatorial unification algorithm,
based on applicative terms instead of relations. Unification using explicit substitutions is handled in the
higher-order case in [Dowek et al., 2000].

In practical terms, our work is not different from these approaches because the result of the algorithm
is a unifier.

However, our work is very different in its theoretical foundations and implications. In a sense, all the
combinatorial approaches are based on applicative structures, where a term f(x) is represented by the
function f such that f(z) = f(x), so variables are implicit. The relational approach allows us to go a step
further by explicity handling variables at the object level by means of projections. In fact, the relational
term P; can be effectively identified with the i!" variable. Because of this, some primitives that are
difficult to define in other frameworks, such as the term-destructor function f? : Ts; — (Tsq X+ - X Ts;)s
are easy to define in ours.
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Comparison with cylindric algebras. Tarski and Givant [[Tarski and Givant, |1987] discuss in depth the
benefits of variable elimination via binary relation algebras, including their relation to cylindric algebras.
(It is interesting to note that Nemeti deems both approaches complementary in his review of Tarski
and Givant’s book [Németi, 1990]). In our context, binary relation algebras provide a mathematically
rigorous notion of compilation in which target code retains the declarative content of the source code
and is extensible to constraints and many other logic programming formalisms. The use of binary
relations, as compared to other relational formalisms in general and cylindric algebras in particular,
greatly simplifies the rewrite rules. First, there is no need for indexed joins, i.e., relations obtained
by “composing” two n-ary relations with respect to a particular component. Second, functions can be
interpreted “as themselves”, i.e., as single-valued relations.

Variable elimination and abstract syntax. Other efforts to eliminate variables in logic programming
include the n-ary relation based combinatory work of [Hamfelt and Nilssonl [1998]] and [Bellia and
Occhiutol |1993]] where a new polynomial algebra is developed for the purpose of eliminating variables.
These results can be viewed as a special case of the research in abstract syntax aimed at axiomatizing
the treatment of renaming, freshness, instantiation, and quantification as a mathematical theory in its
own right. We refer the reader to [Gabbay et al., 2007} |Gabbay and Pitts| 1999, |(Cheney and Urban,
2004] and to [Cheneyl |2004], the latter an excellent and detailed description of the field, its aims and its
history. Finally, category theory itself can be viewed as a device to eliminate variables from mathematics.
Categorical tools have been increasingly employed to formalize abstract syntax (see [Fiore et al., 1999,
Gabbay and Pitts|, 1999 [Freyd and Scedrov, |1991| [Finkelstein et al., 2003} |/Amato et al., 2009]).
Tabular allegories. Freyd shows in [Freyd and Scedrovl [1991] that there is a natural canonical extension
of a category to a relations-enriched category (an allegory) in which the original arrows are recoverable
as functional relations. Our work shares a special relationship with Freyd’s tabular allegories. An
allegory is a category whose HomSets are enriched with semi-lattice structure[Freyd and Scedrov,
1991]]. An allegory is tabular iff every relation R : A — B has a tabulation C, f : C' — A,g: C — B
such that R = f°g and (z; f = y; f) A (x;9 = y;9) = = = y (; denotes diagrammatic composition).

This informally means that we have an object C' such that it uniquely determines all the pairs of
elements belonging to the relation. As an example, fix the set A = {1,2,3} and B = {t, f}, then the
relation R : B — B = {(t,u), (t,v), (v,t)} is tabulated by f(1) = ¢t, f(2) = t, f(3) = v,g(1) =
u,9(2) =v,9(3) =t.

In our encoding, the left tabulation corresponds to the term structure and the right tabulation captures
equations among variables. Instantiation of a variable is a change of the domain of the tabulations. As
an example imagine the relational term K (m(x1, 22, 23)) N K (m(z1,21,a)). Then the domain C' of
the tabulations is isomorphic to the Herbrand domain and the tabulations f, g would be defined (assume
Cis Hyx):

fl) = m(z,x,a)

g(r) = (x,x,a)

In this setting, we can interpret our algorithm as a check for disjoint images of the tabulations.

7.6. Conclusions and Future Work

We have presented an algorithm for first-order unification using rewriting in a variable-free relation
algebra. The simple systems — » and —5 suffice to decide unification for occur-check-free pairs of terms.
Function A and the split-rewriting system are introduced to deal with occur-check at the expense of
losing simplicity. We can regain simplicity by using a more powerful notion of rewriting and matching,
obtaining as a result an efficient algorithm largely in the spirit of [Martelli and Montanaril, [1982].
Furthermore, a dual right-factoring version of the algorithm exists where constraints are accumulated
over fI' terms and factorization happens for Py terms, using FPY N GPY = (F N G)P?. We plan
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to relate this kind of duality with other duality/symmetry notions such as deep inference [Guglielmil,
2007].

Substitution. In the relational world we have no variables and no substitution notion. This raises an
interesting paradox: the heart of unification is the computation of a substitution acting on variables. How
can we unify in such a setting? The answer is that substitution gets replaced by constraint propagation
and occur-check translates to functorial compatibility in such a way that pure (conditional) rewriting is
enough!

Abstract syntax and algebraic approach. Another advantage of performing unification in the relational
setting is that variable elimination is one way of formalizing abstract syntax, effectively giving syntax,
syntactic operations (renaming, substitution, etc.), and syntactic machinery (contexts, multi-equations,
etc.) a rigorous axiomatization by coding them out of existence into a particular formalism and making
them as declarative as the object language. Even properties are captured algebraically, as mentioned
in the introduction. For example, invariance under substitution of ground terms is reflected in our
framework by K (¢)°K(t) = 1 (the equation is true iff ¢ is ground) and equality’s congruence with
respect to term forming (f(t1,...,t,) = f(u1,...,uy,) iff 1 = ug A -+ A, = uy) is captured in
DRA as FSNFR = F(SN R), provided F is a mapping.

Extending the framework. Our framework can be seamlessly extended in order to formalize and decide
other notions of unification. For instance, a common unification pattern found in logic programming
is unification among renamed apart terms. Consider a restriction operator v such that vx1.t = 7 is
equivalent to to = 1, where o is a renaming apart of z1, and vx,.t = x1 is equivalent to t = z1 iff 1
does not occur in t.

This variable-restriction concept can be faithfully represented in our framework using the partial
projection relation (Q;, which relates an open sequence with the ones where the ith element may be any
term. (In [Lipton and Chapmanl|[1998]] Q; is understood as an existential quantifier.) Our framework
is modified as follows. First, extend K with case K (vx;.t) = K(t)Q;. In words, the ith position of
K (va;.t)’s codomain is free, whereas for K () it contains the set of possible groundings for x;. The
new definition of K extends U, so a new decision procedure is needed. It is defined in modular fashion
by adding a new rewriting subsystem for ); elimination. Some rules of this system are P;@); — P; and
([P NR)Q: — []'P;Qi N RQ;.

Performing unification modulo additional theories is possible in our framework and we think it
should not be difficult to derive the corresponding algorithm. As supporting evidence, see [Lipton and
Chapman), [1998]] on how to represent disunification problems with relations.

Categorical interpretation. Defining the full set of rules for the system in the preceding paragraph will
result in a too complex rewriting system. We believe such a complexity is not inherent to our approach,
but to the formalism used, in this case rewriting.

We could modify our rewriting procedure — adding more structure awareness to it — in order to
avoid most of the cumbersome rewritings, like the splitting/factoring, where terms are split to be joined
again. However we believe the algorithm’s true nature will be revealed in a categorical interpretation.

A deeper algebraic study of the algorithm reveals some interesting properties. For instance, a
“functorial” variable directly maps to an arrow in a category. In fact, normal forms are just a representation
of the tabulation for the intersection of two relations.

Another example of a categorical construction is the “functorial compatibility” test, F'°G, which is
just a tabulation for the compatibility relation.

Establishing a categorical semantics where the current algorithm can be compared with existing
pullback construction algorithms is performed in Chapter [0}
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CHAPTER 8

Category Theory

Category Theory is an area of mathematics that examines in an abstract whay the properties of
particular mathematical concepts, formalizing them as collections of arrows or morphisms and objects,
with these collections satisfying some basic conditions.

Many areas of mathematics can be formalized by category theory, but in our humble opinion,
Category Theory is a natural framework for Constructive Mathematics and Computer Science. Category
Theory was developed in the 40s by Saunders Mac Lane and Samuel Eilenberg, and thus should be
considered a young area of mathematics. In Computer Science, category theory has brought significant
advances and improvement in both theoretical and practical fields.

A remarkable feature of Category Theory is its ability to represent different areas of mathematics
using a unified framework, and revealing previously unknown connections. In Andrej Bauer words:

Developments in categorical logic reveal important and deep interaction between
logic and category theory (or algebra, if you will), especially sheaf theory and topos
theory. For example, they elucidate the relationship between Cohen forcing and
Grothendieck’s constructions which originated from algebraic geometry, if I am not
mistaken, certainly an amazing connection.

Recent developments in type theory reveal important and deep intereaction
between type theory and homotopy theory. It is perhaps too early to pass a definitive
judgment, but the connections certainly look promising.

This chapter doesn’t intend to be a comprehensive introduction to Category Theory, for that the
reader may consult standard textbooks, some of them are [Mac Lane, (1998, Barr and Wells|, [1999]
Jacobs, |1999| |Pitts, [2000, [Borceux, |1994| |[Freyd and Scedrov, 1991} Lambek and Scott, |1986| Makkai
and Reyes, [1977)]. The purpose of the chapter is to present the definitions and notions used in Chapters|J]
and [T0] for defining the categorical machine for logic programs.

8.1. Basic concepts

A category C = (O, .A) consist on a collection of objects @ and arrows .A. For every object
A € O, an identity arrow exists, id4 € A. Given arrows f : A — Band g : B — C, its composition
f;9: A — C is defined. Diagrammatically:

f g

A - B - C

A fi9 . C
We use the so-called diagramatic order of composition, where an arrow the composition of an arrow
f:A— Bwithg: B — C is written as f; g. Note that most category theory texts employ what we
call the functional order of composition, in which this same composition would be written g o f. As
with relation, we omit the ; symbol when there is no confusion and write fg for f;g.

The composition operation obeys the laws of associativity and identity, that is, for f : A — B,
g:B—=Candh:C — D,wehave (f;9);h = f;(g;h) andida; f = f = f;idp.
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FiGure 8.1. Basic Commutative Diagrams

Often arrow equality is expressed by means of commutative diagrams. A diagram is commutative
iff for any path in the diagram with the same origin and target, the composition of the arrows of both
paths is equal. The basic laws of a category are shown in diagrammatic style in Fig.[8.1] As the reader
we may have noticed, the basic laws of a category are an extension of the associativity and identity laws
of a monoid. Indeed, a monoid is category with a unique object, and arrows as elements.

Another example of a category is a partially ordered set. Objects are elements of the set, and an
arrow from A to B exists iff A < B.

Often, categories allow different representations for the same mathematical concept. For instance,
the natural numbers may be seen as a category with one object and arrows the numbers, then composition
is may be the addition operation. Or we may model them as a partially ordered set.

An important category is Set, the category of sets and functions between them. In this category,
objects are set and arrows are set-theoretic functions, that is to say, a function f from A to B is a subset
of the cartesian product A x B, such that Vo € A.3ly.(z,y) € f.

DeriniTION 8.1 (Monic Arrow). An arrow f is monic if for all morphisms g, h, g; f = h; f implies
that g = h.

In some categories, this corresponds to the notion of “injectivity”. We denote monics with an
special purpose arrow symbol:

f

A——— B

Correspondingly, we say an arrow is epic if for all morphisms g, h, f; g = f; h implies that g = h.

Indeed, the monic/epic concept is a good example of what we call “duality”. From a category C, we
may form its dual category C° by reversing all the arrows and keeping the same objects. Thus, monics
in C are epics in C°.

DerintTION 8.2 (Isomorphism). An arrow f : A — B is an isomorphism iff exists an arrow
f~': B — Asuchthat f; f~' = idy.

DeriniTION 8.3 (Subobject). For an object A, a subobject is an isomorphism-closed class of monic
arrows.

In some categories, the subobject definition corresponds to the notion of subset of A. It should
be noted that in category theory, equality is usually defined up to isomorphism. However, in com-
puter science, that approach is not so convenient, and we require “canonical” representatives of most
constructions, including subobjects.

8.2. Functors

A functor is an homomorphism of categories, that is to say, a mapping that respects the categorical
structure.
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DerINITION 8.4. Given categories C = {O, A}, D = {0, A'}, afunctor F : C — D is composed
by an object map Fo : O — O" and an arrow map Fa : A — A’ such that F4(ida) = idp, 4y and
Fa(f;9) = F(f); F(g)-

It is easy to check that there is an identity functor and that functor composition is associative. In
Lawvere’s thesis [Lawverel |1968], the category Cat where objects are categories and arrows are functors
is defined. To avoid size problems, we assume that categories are small, that is to say, their collection of
arrows and objects are actually sets.

Can we take this generalization further and build a category where objects are functors and arrows
are transformations between them? What is a morphism of functors?

DerintTION 8.5 (Natural Transformation). Given functors F, D : C — D, a natural transformation
nx an object-indexed family of arrows n4 : F(A) — G(A) such that the following diagram commutes
forall arrows f : A — B:

F(f)

F(A) F(B)

A B

G(A) M G(B)

Thus, the functor category Fun(C, D) has as objects functors from C to D and as arrows the natural
transformations.

May commonly used categories are functor categories, of particular importance are the hom-functors.
Assuming C a small category, there exists a hom-set Hom(A, B) which is the set of morphisms from A
to B. Then, the hom-functor Hom(A, —) : C — Set maps each object X in C to the set Hom(A, X)
and each arrow f : X — Y to the function Hom(A, f) : Hom(A,X) — Hom(A,Y) given by
mapping each arrow g : A — X in Hom(A, X) tog; f : A — Y. By a symmetric argument, a functor
Hom(—, A) exists.

The Yoneda Lemma states that any small category C can be embedded in the category of contravari-
ant functors Fun(C®, Set) from C to Set via a functor h : C — Fun(C®, Set). h is called the Yoneda
Embedding.

8.3. Diagrams
In this section, we follow [Barr and Wells| [1999] conventions and definitions.

DerintTiON 8.6 (Graph). A graph G = (Gy,Gg) is composed of a set Gy of nodes and a set
Ge = (Gy x Gv) of edges.

DerintTION 8.7 (Graph Homomorphism). A graph homomorphism F : Gy — Jy is a maps such
that if (u,v) € Gg, then (F(u), F(v)) € Jg.

DerintTION 8.8 (Diagram). Let G and J be graphs. A diagram in G of shape [J is a homomorphism
D : J — G of maps. We call graj the shape graph of diagram D.

ReEMARK 8.9. We mostly follow [4.1.14|Barr and Wells, |1999|] in our conventions and definitions
for diagrams.

There exist several notions of model for a diagram. We use the notion of the model of a graph in a
category.

DerintTioN 8.10 (Free Category from a Graph). Let G be a graph. Then, its free generated category
F(G) = {O, A} is built as follows: Let O = Gy, then, name each edge of the graph. The set A%, is
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generated as follows: add an arrow id 4 for each object in O, add every vertex f : u — v. Then, A%H
is generated from all arrows f : uw — v and g : v — w by adding f;g. Ag is the limit of A%, and A
is the quotient of Ag by the following equations: ida; f = f, f;ida = f, f;(g;h) = (f;9); h.

DerintTION 8.11 (Model of a Graph). Given a graph G, a model of G in a category C is a functor
from F(A) to C.

When a model is an embedding, the may see a diagram as a subcategory of the original one.

8.4. Limits

Limits are usually defined in terms of diagrams and cones, but we won’t describe them in those
terms, presenting the concrete limits used in this work.

DerintTion 8.12 (Initial Object). We say an object A is initial, if for any other object B, there is a
unique arrow 7 : A — B.

DerintTION 8.13 (Terminal Object). We say an object A is terminal, if for any other object B, there
is a unique arrow ! : B — A.

The above definitions imply that if an initial or terminal object exists, it is unique up to isomorphism.
Note also how they form an example of dual definitions.

DerintTioN 8.14 (Binary Product). A binary product of objects A, B is an object A X B, together
with arrows waB :AX B — A, 7T§4><B : A X B — B called projections such that for any arrows

f:C — A g:C — B there exists a unique arrow (f,g) : C — A x B such that (f,g); 71 = f and
(frg)im2 =g

T 2

A B

Ax B
4

P <f7‘ 9

Note that we omit the superscript from the projections as it is usually clear from the context. We
may generalize the definition of product from binary to n-ary products easily, by involving more objects
and requiring the existence of the corresponding projections.

The dual notion of the product is the coproduct:

DerintTION 8.15 (Coproduct). A coproduct of objects A and B, is an object A + B with arrows
inl, inr and a unique [,] such that the following diagram commutes:
inl A4 B inr

A B

P [f,: 9] N
\

The product’s definition implies that a product A x (B x C) is isomorphic to (A x B) x C, however,
in some case having a stronger equivalence is convenient:

DerintTION 8.16 (Strictly Associative Product). A product (A x B) x C'is strictly associative if it
is equal, not isomorphic, to A x (B x C), that is to say, it is the same object.
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Thanks to this definition, we may write A x B x C for strictly associative products.
Now we introduce limits that are meant to represent in an universal way equalities among arrows.
The first one is the equalizer:

DeriniTion 8.17 (Equalizer). Let f,g : A — B be arrows in a category C. An arrow h : C — A
such that h; f = h; g is said to be the equalizer of f,g if for all other arrows u : C' — A exists a unique
b : C" — C such that w = h'; h. In diagrammatic form:

C/
h/

h A f

v
C B

9

The generalization of this notion to arrows that don’t share the same domain leads to the definition
of pullback:

DerintTioN 8.18 (Pullback). Given arrows f, g with a common co-domain, we say that (p, q, X X z
Y') is a pullback if p; f = q; g and for any arrows x, y such that x; f = y; g, exists and unique h such
that © = h;p and y = h; q. In diagrammatic form:

Z

For any of the notions defined above, we say that a category has it (products, coproducts, etc...)

if for every object (or arrow) of the category, the limit exists. For instance, if we say that a category

has products, then a product diagram exists for any two arbitrary objects A, B. Or if the category has

equalizers, then for any arrows f,g : A — B, there exist and arrow i : C' — A such that it is an
equalizer of f, g.

DerintTION 8.19 (Complete Category). Let C be a category. We say it is complete (or cartesian)
category if it has all finite limits.

The above definition is equivalent to stating that C has equalizers and all finite products, or that C
has pullbacks and a terminal object or that C has equalizers, binary products, and a terminal object, as
every all finite limits can be constructed from these basis limits.

8.5. Lawvere Categories

A Lawvere category is a category C with strictly associative products and a denumerable set
{T°, T',...,T™, ...} of distinct objects, where each object 7™ is the n-th power of the object T, thus
the product T x T™ is T™*", We write 7 for T*. Note that addition is associative, so this notation fits
well our notion of category as ((1 x 1) x 1) = (1 x 2) = 3. This means (idy X id) : 2x 1 —+2x1=
ids :3 = 3,orfor f:2— 2, (f xids) = (f;m1, f;7m2,idy,idy), etc. ..

We write 0 for the terminal object. We write ! 4 : A — 0 for the terminal arrow. Lawvere Categories
are a natural framework for categorically representing algebraic theories. Examples of such categories
C may be seen in [Lawvere), [1968]], although we recommend the reader the explanation of [Hyland and
Power, [2007]]. The presentation in [Borceuxl [1994] is also recommended.
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Arrows from N — 1 are called operators and arrows from 0 — 1 are called constants. For
instance, in the Lawvere category with operators + : 2 — 1, s : 1 — 1 and constant o, arrows such as
{l2;0,(s x 8;8);+};+ : 2 — 1 exists, which is a representation of the term o + (s(x1) + s(s(z2))).

A logic program signature ¥ has a corresponding Lawvere Category Cs..

DEeriniTION 8.20 (Lawvere Category of a Logic Program). For a given X, we start with the free
Lawvere category, that is to say, the Lawvere category without operations and constants. Then we add
arrows as follows:

o For every constant a € Ty, we freely adjoin an arrow a : 0 — 1.
e For every function symbol f € Ts, with arity a(f) = N, we freely adjoin an arrow f : N —
1.

Note that the newly adjoined arrows are monic, given that we didn’t impose any equational related
to them theory to the category.

DerintTioN 8.21 (Models for Lawvere Categories). A model of a Lawvere Category C is a functor
F : C — Set which preserves finite products and pullbacks. A homomorphism of C-models is a natural
transformation.

The category of models Mod(C, Set) for C is the usual functor category.

8.6. Regular Categories and Relations

Several definitions exist for Regular Categories [Butz, 1998 [Borceuxl [1994] |Johnstone, 2003| [Freyd
and Scedrov, |1991]]; we use the latter presentation. A regular category is basically a complete category
where arrows satisfy certain exactness conditions.

DerINITION 8.22 (Image). If B’ is an object, we say B’ allows f : A — B if f factors through B’,
i.e. if there are arrows s : A — B’ andt : B’ — B such that s;t = f. The image of f : A — B, if it
exists, is the smallest subobject that allows f.

A

f

B+——+B
DerintTiON 8.23 (Cover). Anarrow f : A — Bisa cover ifits image is entire (i.e. an isomorphism)

We denote covers by A — B. Every cover is an epimorphism but the converse is not true. We denote
covers by

A———>B

DerintTION 8.24 (Regular Category). We say C is a Regular Category if it has products, equalizers,
images and pullback transfer covers. Diagrammatically:

A——> B

I~

C ——>D
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Note that the properties of covers together with the existence of images allow us to construct a
cover-monic factorization of any arrow in a regular category:

A—> B
_ \4
D
o
c—= sc
Regular Categories give rise to categories of relations.

DeriNtTION 8.25 (Monic Pair). f: C' — Aand g : C — B is a monic pair iff (f,g) : C — Ax B
is monic.

A monic pair (f, g) is a subobject of A x B, thus, we may see it as relation from A to B:

DeriniTION 8.26 (Composition of Relations). The composition (u, v) of a relation (f, g) with (h, 1)
is defined by the following diagram:

P/

The purpose of the cover is to ensure that (u,v) remain a monic pair.

Relation composition may be defined in an alternative way, which is indeed the form we will use
for our machine. In this diagram:
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the composition of (f, g) with (h,4) is (u; f,v;):

A c

Relations are not exclusive of regular categories, but their composition is well defined only if their
category is regular.

Lemma 8.27. Composition of relations is associative iff the category is regular.

Proor. See Johnstone [Johnstone| 2003|| or Freyd [Freyd and Scedrov} 1991]. Basically, pullbacks
don’t transfer covers, associativity fails. If associativity fails, there exists a pullback with doesn’t transfer
a Cover. U

DeriniTiON 8.28 (Categories of Relations). For a regular category C, the category Rel(C) of
relations has the same objects as C, arrows A — B are monic pairs (f : C — A,g : C — B) and
composition is defined as above. C is a sub-category of Rel(C). The inclusion functor sends an arrow
f: A= Btothe pair (id, f). If a morphism of Rel(C) is in C, we call it a map.

This is not the only categorical definition for categories of relations, for instance, in [Mulry, [2002],
it is proven that a category of relations is equivalent to a category of functions with a powerset monad.

Given arelation (f, g), we say (g, f) isits reciprocal. The natural order-isomorphism Sub(Ax B) =
Rel(A, B) yields a semi-lattice structure on Rel(A, B). If a morphism of Rel(C) is in C, we call it a
map.

8.7. Allegories and Tabular Allegories

An allegory is a enriched notion of category, such that in addition to composition, the intersection
and reciprocation is defined for arrows. They provide a natural categorical framework for working with
relation algebras.

DerinNiTION 8.29 (Allegory). An allegory R = {O, A} is an enriched category, with objects O
and relations A. We write R; S : A — C for composition of relations R : A — Band S : B — C.
When there is no confusion possible we may also write RS for R; S. We add two new operations:

e Foreveryrelation R: A— Band S: A— B, (RNS): A— Bisa relation.
e Forevery relation R: A — B, R° : B — A is a relation.

We write R C S for RNS = R. The new operations obey the following laws:

RNR = R RNS = SNR
RN(SNT) = (RNS)NT R = R
(RS)° S°; R° (RN S)° (R°N S°)

R;(SNT) C (R;SNR,T) (R;SNT) C (RNT;S8°);S

A map is a relation such that R°; R C id and i«d C R; R°. We use capital letters for relations and
small letters for maps. A relation R is coreflexive iff R C id. For an allegory R, we shall denote its
subcategory of maps by Map(R).

DerintTioN 8.30 (Tabulation). A pair of maps f, g tabulates a relation R iff f°;9 = R and
Lengg =1

The latter condition is equivalent to stating that f, g form a monic pair. It is easy to prove that a
tabulation is unique up to isomorphism. A coreflexive relation R C d is tabulated by a pair of the form
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(f,f). f R = f°; g, then R° = ¢°; f. Some diagrams showing tabulations for a relation R:

C C C
;7/ \g; ;y/ \g; )y/ \yi
A R B A R B B R A
A coreflexive relation R C id is tabulated by (f°, f):
C

VX
AOLOA

DEerintTION 8.31 (Tabular Allegory). An allegory R is a tabular allegory iff every relation has a
tabulation.

Let R be a tabular allegory, then Map(R) is a regular category. The following lemma tells us
that a tabular allegory is the relational extension generated by its maps and that the concepts of regular
category and tabular allegory coincide:

Lemma 8.32. If R is a tabular allegory then R =~ Rel(Map(R)). If C is a regular category then
C ~ Map(Rel(C)). If R = Rel(C) then Map(R) = C.

Proor. See [Freyd and Scedrov, [1991] 2.147 and 2.148, 2.154. O

Composition of relations in a tabular allegory is thus defined in the same way than for categories of

relations arising from a Regular Category. See Def.[8.26]
The enrichment of an allegory with a U operation, yields the concept of distributive allegory.

DermntTioN 8.33 (Distributive Allegory). A distributive allegory is an allegory with a new relation
denoted 0 4 g for every object A, B, and given relations R, S with the same type, R U S is an arrow.
They obey the following laws:

RUR = R RUS = SUR
RU(SUT) = (RUS)UT ous = S
RU(RNS) = R R0 = 0

R(SUT) = RSURT RN(SUT) = (RNS)U(RUT)

Distributive tabular allegories exists, with Pre-Logoi as the category of maps. However, we won’t
make use of them in this work.

8.8. Related Work

Beyond standard textbooks, categorical logic [Lambek and Scottl |1986] is particularly interesting
for the computer scientist. Certain categories are suitable as frameworks for constructive logic. In
particular, cartesian closed categories [Lawvere,|1969b}|1968] are able to adequately interpret the simply
typed lambda calculus, and C-monoids provide a model for the untyped one.

This fact has been thoroughly used to give semantics to programming languages, and indeed,
very interesting transfer of categorical concepts to programming language practice has happened, like
monads [Wadler, [1995] Moggil, |1991]).

The main purpose of Lawvere Categories is to provide a categorical version of algebraic theories.
In computer science, they have been used as an alternative to monads [Hyland and Power, 2007, [Hyland
et al.,|20006] and to build categorical semantics based on indexed categories over them [[Amato et al.|
2009, |/Amato and Lipton| |2001} |[Kinoshita and Power, |1996].

95






CHAPTER 9

Allegorical Semantics for Logic Programming

In this chapter we explore the correspondence of constraint logic programs with -allegories. In
a X-allegory, predicates are arrows, and the equational theory of the allegory supports a notion of
categorical machine. In order to carry out resolution using the machine, we develop an algorithm for
arrow (relation) composition.

The resulting system bears a strong resemblance with traditional abstract machines for logic
programming such as the WAM. Indeed, in the categorical machine, types can be understood as memory
cells and projections as pointers. We formalize the machine and briefly discuss some issues that an
implementer may face.

9.1. Introduction

In Chapter[6] we developed operational and denotational semantics for constraint logic programming
using the theory QRA of distributive relation algebra with a quasi-projection operator. The presented
semantics have very pleasant properties, but individual relations are assumed to range over the same
domain, forcing our models to be pairs of elements of the union of the set of all finite sequences of
terms generated by the signature of the program.

While this semantic choice allows for a simpler presentation, the useful part of the interpretation for
a particular query or predicate is a fixed-length sequence T3¢ C A" where n is their arity. For instance,
[add] “contains” an infinite number of sequences of length greater or equal than 3, but in all cases, the
meaningful information about the predicate is stored in the three first elements.

Developing an efficient rewriting system for the execution of logic programs becomes difficult with
this approach. The representation doesn’t directly capture the bound{] on the useful part of a sequence
so, when a predicate call happens, we must split the constraint store in two parts — the one belonging
to the caller environment and the one needed by the called predicate — and merge back the results at
return time. Propagating constraint operations that happened inside a procedure call to the outer context
is delayed.

We remedy this shortcoming by using typed relations. The theory of allegories [[Freyd and Scedrov,
1991]], provides a categorical setting for distributive relation algebras. In this setting, relations are typed
and types can be interpreted as a fixed-length sequence of terms. hd and ¢/ relations are replaced by
the categorical product, capturing in an adequate way the shared context required to have an efficient
execution model.

The use of tabular relations is key on our work. We say a relation R : A <> B is tabulated by
a monic arrow f : C — A x B if every pair of the relation is in its image. We may split f into its
components f;m : C — Aand f; 79 : C — B, and state that the pair (f; 71, f; 7o) tabulates R. Such
a concept is fundamental for two reasons: composition — and intersection — of tabular relations is
defined in terms of their tabulations and the types of the tabulations have an important meaning in the
proposed implementation.

N given relational term can be analyzed in order to obtain such bounds, but note that this is not practical in execution, as
the analysis would have to be performed in every predicate call.
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Together with allegories, we make extensive use of the so-called Lawvere Categories. aWork
in J[Amato and Lipton} 2001} |/Amato et al., 2009, |[Finkelstein et al., 2003} |Corradini and Asperti, (1992}
Asperti and Martini, |1989, |Kinoshita and Power, |1996| shows that Lawvere Categories, when used as a
base for an indexed category form an adequate model for Logic Programming plus common extensions,
such as constraints. However, the above semantics didn’t lead to an implementation effort, as the level
of abstraction imposed by the categorical theory is quite high.

A very important concept in Lawvere Categories is the notion of strictly associative product. Given
types A, B (or objects in categorical language), we write A x B for their cartesian product. As usual
A x (B x () is isomorphic to (A x B) x C. We say our products are strictly associative if the
isomorphism is an equality. Thatis, (A x B) x C = A x (B x C). We are thus allowed to write
A x B x C. This reveals to be a crucial fact for relating the categorical semantics with the an actual
implementation, since if we interpret a chosen type H as a memory cell, then a memory region of size
n may be interpreted as H™ iff our products are strictly associative.

The idea is to use a Lawvere Category C as the category of maps for a tabular allegory. Thus,
types in the allegory will correspond to types in C and arrows in the allegory are all the relations
tabulated by the arrows of C. That way, we can choose to define an Allegory R or a Regular Lawvere
Category C. Once one is defined, we may obtain an equivalent structure as follows: Rel(C) ~ R and
Map(R) = C. The resulting Allegory or Regular Lawvere Category are a satisfactory model for the
conjunctive fragment of Logic Programming.

This construction is not straightforward. The first problem we face is that Lawvere Categories are
not — in general — complete. They lack equalizers, and indeed this is considered a feature. We fix this
problem adjoining an initial object to our Lawvere Categories. This simple addition makes the category
regular.

Tabular allegories directly generated from a Regular Lawvere Category C cannot support logic
programming in full, as they are not distributive, that is to say, the lack union arrows R U S.

A distributive allegory is tabulated by a Pre-Logos, however, extending a Lawvere Category to
become a Pre-Logos diminishes some of the advantages we enjoy, in particular, arrows cannot be
interpreted as functions between terms anymore.

In order to remedy this we define the target of our translation to be special distributive allegories
called X-allegories. A X-allegory is constructed as the distributive completion of a tabular allegory
R, where Map(C) is a Regular Lawvere Category. Note that in a X-allegory, arrows that don’t enjoy a
union-free representation may lack a tabulation. This is not a problem, as we will handle disjunction
within the algebraic theory of allegory itself, without any mention of tabulations. Thus, X-allegories
replace most of the ad hoc theory used in logic programming, with a well known theory, category theory.

A key difference with respect to Chapter|[6] is that a clause is translated to an arrow which is defined
in terms of composition of tabular relations. Intersection is not used.

The composition of tabular relations is fully characterized by the pullback of its tabulations. In our
translation, relation composition models unification, parameter passing, renaming apart, allocation of
new temporary variables and garbage collection.

The fact that pullbacks model all that primitives present in logic programming is not new, but the
recasting of the pullback concept as composition in a tabular allegory and the use for logic programming
semantics is, as far as we can tell, new. Indeed, it opens up the door to new semantic constructions
previously unknown. The fact that our models are composition based allows the use of typical semantic
constructions from functional and functional logic programming.

Queries to the program are also constructed using relation composition. For execution, we want
to follow our previous approach of “executable semantics”. In the category theory setting, diagram
transformation is an adequate device to define a computation notion. A query () against a clause R is
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represented categorically as the composition of two tabular relations () and R:

A < - A
Given that composition of tabular relations is defined in terms of pullbacks, the core of our logic program
machine is a categorical-inspired algorithm for the construction of a pullback diagram.

An implementation of such algorithm should yield an efficient interpreter for Prolog. By efficient, we
mean that the implementation can achieve the same O(—) complexity as machines like the WAM [Warren,
1983]] without sacrificing its declarative nature.

Diagrams accurately capture sharing, but we may go further and interpret categorical projections
as pointers. Strictly associative products, their projections and their associated equational theory form a
good model of the notion of memory cells, pointers and variable substitution and de-referencing.

If we interpret the categorical diagrams arising at the execution of a given Prolog query we find
surprising discoveries. The domain of a tabulation represents the number of distinct “logic variables”
used by the relation or program fragment, whereas the co-domain represents the “local” storage or
number or terms in use for the machine in that particular moment. Going even further, the co-domain
almost exactly matches the notion of “register” used in a traditional Warren Abstract Machine! ([Warren,
1983| |Ait-Kacil, [1991]].

Substitution and de-referencing is formalized by the equations (f, g); (h,4) = (f;h,g;i) and
(f1, f2); m; = f;. This corresponds to the traditional pointer-based representation for terms. A projection
m; is a pointer to a cell in the heap, arrow normalization using the product’s equations is de-referencing
and composition is the replacement of the pointed cell contents.

We hope that all of the above notions will allow us to develop a "cell-based" instruction set for the
implementation of the pullback algorithm, and thus, an instruction set for Prolog.

Structure Of The Chapter. In Sec.[0.2) we define Regular Lawvere Categories. Their associated distribu-
tive allegories, 2-allegories are presented in Sec. Pullbacks are a fundamental tool for our purpose,
we discuss their existence and semantics in Sec.

In Sec.[9.5we introduce a notion of categorical computation. The algorithm for pullback calculation,
which will form the core of the machine is presented separately in Sec.[9.6

Sec. presents the compilation procedure of a logic program, which amounts to translating
predicates to arrows in a X-allegory. Sec..8|presents the algebraic specification of the categorical
machine. Some discussion about implementation is carried out in Sec.

Finally, we discuss related work in Sec.[9.10] and detail future work and conclusions in Sec.[9.11]

9.2. Regular Lawvere Categories

We define a completion procedure for a Lawvere Category to make it regular. As seen in Sec.
regular categories are in correspondence to tabular allegories.
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DeriniTION 9.1 (Regular Lawvere Category (RLC)). Given a Lawvere Category C, we build its
regular completion C by adjoining an initial object L, the corresponding initial arrows 74 : 1L — A
for every object A and applying the quotient ? 5; f =7 g for any arrow f : A — B.

It is obvious that this procedure equates arrows that were not equal in C.

ReEMARK 9.2. Adjoining objects and arrows to an existing category is logical procedure involving
the graph of a category. The reader may consult[I1.4|\Lambek and Scott,|1986|] for a rigorous definition
and commentary.

InC, every pair of arrows has an equalizer, so asking for the existence of an equalizer makes no
sense anymore, as arrows not having an equalizer in C are equalized by L in C. Indeed, the new question
is, “what is the domain of the equalizer?” The domain of the arrows will play a fundamental role in
proof search.

LemMma 9.3. In a Regular Lawvere Category, every arrow has an image.

Proor. By induction on arrows:

e For ainitial 74 : | — A, its image is itself, as there’s no arrow with codomain L, thus 7 4 is
a monic.

For a terminal arrow !4 : A — 0, its image is id.

Constants and operators are monics, thus they are their own image.

The image of projections 7; is id.

For an arrow (f, g), if it is a monic, then its image is itself, otherwise the image it is built
from the images of f and g.

O

LemMA 9.4. In a Regular Lawvere Category, pullbacks transfer covers.

Proor. The only covers in a RLC are the projections, its associated arrows such as (73, ) : 3 — 2
and the terminal arrows.
A single projection may be pulled back against three kind of arrows:

5 (13 a,id) 1 5 (1, m2) 5 2‘<<7T1»772>;f,773>
m h m (m1,7m3) 7T1\ (1, 2)
l«—0 l]e——+—2 1+« 2
a 1 f
In all cases, the pullbacks transfer covers. For arrows of domain M > 1, they are covers iff they are of
the form (m;,,...,m;,,), and it is easy to check by induction that they transfer covers. ]

LemMA 9.5. The regular completion of a Lawvere Category is indeed a Regular Category.

Proor. Every pair of arrows has an equalizer, thanks to the existence of the initial object. Every
arrow has an image as can be checked inductively over the set of arrows. Pullbacks transfer covers. [J

Models for Regular Lawvere Categories are models of Lawvere Categories in which the initial
arrows are mapped to initial arrows in Set. The most interesting model is the initial one, which we use
for our logic programming semantics:

Derintrion 9.6 (Initial Model). Given a choice (,) of product in Set, and a choice of symbols for
the signature 3. generating the Regular Lawvere Category C and set Tx, the initial model of a Regular
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Lawvere Category C — that is to say, the initial object in M od(C, Set) — is the functor [], with object
and arrow components ([Jo, [J4):

[LJo=0 [0lo={s} [Nlo=T&" N>0

[?n]a = QAHN]]O

['n]a = Az.e

[c:0—1]a = le.c

[f:N—=1]a = Ani,...,nnN). f(ny,...,nN)

[ri : N —1]a = Ani,...,nN). n;

[{t1,...,tn) : M = NJa = In([n]a;[t1]a,.-.,[n]a;[tn]a)

The proof that [] 4 is initial follows from the fact that 7y, is the initial term model of the signature.
Given a Regular Lawvere Category C, we call Rel(C) a pre-X-allegory. Such allegories are the
base upon which proper X-allegories will be built in Sec.[9.3]

9.3. X-Allegories

Regular Lawvere Categories are not enough to model disjunctive clauses in logic programs, as
they cannot tabulate (and thus generate) arrows arising from disjunctive clauses. Chapter[6]provides
strong support for us to think that distributive allegories should be the adequate framework for logic
programming. However, in order to achieve an efficient implementation we would be looking for a
tabular distributive allegory. A distributive allegory is tabulated by a Pre-Logos [Freyd and Scedrov,
1991]], which is a regular category whose subobjects form a complete lattice, not just a semi-lattice.
We may extend a Regular Lawvere Category into a syntactical Pre-Logos, but the added complexity is
unnecessary, as tabulations are really needed to implement unification, that is to say, the conjunctive
part.

In this section, we define a middle ground between a tabular allegory and a distributive tabular
allegory which we call X-allegory.

In contrast with Y-allegories, where the union of arrows is externally characterized, the traditional
categorical framework for our logical system would indeed be a geometric category or a Pre-Logos in
Freyd’s terminology.

Recall that theories involving A, T, and 3 are regular theories, which can be interpreted in a regular
category. If we add V and L to the logic, we obtain coherent categories. Geometric categories extend
our reasoning to infinitary V, requiring the existence of all small colimits.

DeriniTION 9.7 (X-Allegory). Given a Regular Lawvere Category C, we define a X-allegory R
as the distributive allegory generated from the allegory R =~ Rel(C) by freely adding all (infinitary)
union arrows and taking the quotient by the distributive laws. This means that an inclusion functor
F : R — Ry exists. Recall that all the arrows in R are tabular, thus, it is easy to see that all the
arrows in R that possess a union-free representation are tabular.

Note that using this definition, arrows that are the an infinite union of arrows of R exist. The
above procedure may be logically seen as freely creating all the finite words f; U fo U --- U f, and
infinite words f1 U fo U- - - U f,,, where f; are arrows in R, then taking their quotient by the distributive
axioms. Indeed, the procedure yields an inclusion functor F' from I to [ry, such that given a functor G
from allegories that preserves the allegory structure, there exists a unique functor G’ that preserves the

101



allegory structure such that:
F

Ry

<
v
S
The compromise of using X-allegories means that the conjunctive part of resolution is handled by

pullbacks of tabulations whereas backtracking is controlled by pure allegorical laws.
The standard interpretation for a sigma allegory is a functor to Rel, the allegory of sets and relations.

DeriniTion 9.8 (Interpretation of X-allegories). Let R be a 3-allegory. The functor [|s : R — Rel
is defined as the identity on objects. For primitive arrows belonging to the associated RLC, we use the
[ a,interpretation, then:

[f]s = [fla

[R°ls = [R]S
[7:Sls = [R]s:[S]s
[RNS]s = [R]sN[S]s
[RUS]s = [R]sU[S]s

9.4. Pullbacks in Regular Lawvere Categories

Pullbacks are the fundamental concept we will base the resolution machine on. In the next sections,
we will develop a pullback calculation algorithm. Before that, we think it convenient to have a closer
look at pullbacks in Regular Lawvere Categories. Understanding the inner working of pullbacks is a
fundamental pre-requisite in order to understand how the algorithm and the translation works.

The objects of a RLC are the natural numbers plus a distinguished object L, with it the initial object
and 0 the terminal one. The usual projections and product formers are present. Arrow are constants
c¢:0— 1, and operators f,g : N — 1, where N > 1. Note that | x N = 1, and for M, N distinct
from L, M x N=M + N.

9.4.1. A Pullback Tutorial. We recall the pullback definition from Sec. 8.4} Given arrows f, g
with a common co-domain, we say that (p, ¢, X Xz Y') is a pullback if p; f = ¢; g and for any arrows
x, y such that z; f = y; g, exists and unique h such that x = h;p and y = h; g. Pullbacks are defined
diagrammatically as:

X — X xzY

f is a pullback iff
q for all z,y, 3'h

That is to say, for arrows f and g we must find a pair of arrows p, ¢ such that the diagram commutes and
are universal for any other commuting arrows.

We may also interpret pullbacks in RLC as their pullbacks in Set. A pullback among two arrows in
Set f: N— Mandg: N — M, is set-theoretically understood as { f () = g(y) | z € NAy € N'}.
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Note the very important fact that x and y are disjoint variables. The pullback operation is unification
between fully renamed apart terms! Pullbacks may be easily used to generate fresh variables. In an
allegory setting, this corresponds to composition with the reciprocal of a projection, namely 7.

Let’s present an example. What is the pullback of the following diagram?

2

1

le——F1

idy
an obvious choice for making the diagram commute would be:
idy
L

T T

2

le——7——1

idy

This corresponds to the set theoretic interpretation, {((x,y),z) € 2 x 1| m1(x, y) = 2z}, which indeed
makes z redundant, as the set defined in the comprehension is isomorphic to 2. We check the universal

property for the object 1:

9

1

2 2 o ™M [y
1
For the outer diagram to commute, it is required that f = (id, h), where h : 1 — 1 is an arbitrary arrow.
The inner diagram must commute, so g = f is forced. The choice of ids guarantees that the universal
property holds.
What happens if we pick a different choice for the pullback?
(idy,idy)

p R AT
L
T Zdl
1

— 1

idy



Is the above diagram a pullback? Let A = (id;, z’dl) and let’s check the universal property:

N

\
1

S

The diagram forces g = 71, and f is the solution to f = my; (id, id), thus f = (w1, 7). But for the
outer diagram to commute, f could be any arbitrary arrow (7, _), hke (71, 72), and in this case there’s
no solution for g. The universal property fails. Had we chosen 3 as the pullback object, is easy to see
that the uniqueness property would fail.

Given that the objects in our category are the natural numbers, the following informal guidelines
apply: If a candidate pullback object is too “small”, the universal property will fail for the arrow h
cannot be constructed. If the candidate object is too “big”, the uniqueness property will fail.

How do pullbacks model renaming apart and variable destruction? Consider the following diagram:

2

1

le———2
1

we may take again an obvious choice for making the diagram commute:

id
9« 12

2
L

T idg

le——-2

!

This diagram looks better than our previous failed candidate. But it is not a pullback. It fails the universal
property precisely at this commuting square:

3
) &
X% NI,
id id
5" 9 P

PO

,<\'\/
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There’s no unique arrow that makes the two upper triangles commute. Indeed, the correct pullback for
the original diagram is the out square we have just drawn as a counterexample.

9.4.2. A Catalog of Pullbacks. For reference, we draw common pullbacks in a Regular Lawvere
Category:

9 < Zd 9 <7T1,7T2> 3
L L
1 B! Uyt <7T1,7T3>
1 +—— 1 l]e— 9
id T

My mo)fims)

US| <7T1’7T2> 1 <7T3,7T1>

- 2 le——n—2
f Up)
A
2 1 o SAmm)
L L
id id id id
2 1 24— 2
A <7T277T1>
I
3 < <7Tla7r277r3> 4 0 < -2 2
L L
(m1,m2) (1, T4, m2) c (71, l2¢,3)
2 < 1 1 < 3
<7T1,7Ts> U]
d
g mum2) 5 22 o
L L
Iy (T3, T4, T5) Iy Iy
0«———+—-3 0«—0
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9.5. Computing with Diagrams

The theory of a category identifies objects that are the same, that is to say, f;id = f are the same
conceptual arrow. However, the representation f;¢d and f are two different syntactic entities.
Indeed, this representation problem is present in diagrams, note that

A A
A - A - - A
f id
A - - A - A
id f

denote the same arrow f : A — A but are all three different diagrams. We want to use categories in
two different ways:

e As a semantic and foundational device. Each logic program will have a an associated -
allegory.
e As a computational paradigm. Our computational notion is a form of diagram transformation.
Our objective is to use diagrams as a computation device in such a way that we may directly relate a
computational state to its categorical counterpart, making soundness trivial to prove, using the diagram
inclusion functor into a category.
Diagrams are defined in Sec.[8.3] in the rest of this section, we’ll focus the computation of pullbacks
using diagrams. Assume a Regular Lawvere Category C, with operators f : 3 — 1and g : 2 — 1. The
diagram:

1—9 19

has a pullback by definition, given that C is complete. Mathematically, it exists and we have the diagram:
/

3«1 43x;2

L

1— 9 9

However, we have no idea of what is the canonical representation for f’, ¢’, we have to compute it.

In light of Sec.[9.4] we may develop an ad-hoc or semantic-based algorithm. However that approach
would make us to lose track of the categorical roots of the problem. The objective is to use the categorical
theory to perform computation.

What is a canonical representation for arrows. Fortunately, as RLC categories are freely generated
from logic programs, every arrow has a normal form induced by the categorical theory.

But we need to use that notion with care. Arrows like:

<gv <7T177T2>;fZ 2 <7T277T1>

3 - 2
have a normal form induced by the equality theory of the product:

5 ({1, 72); f,9) 5
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but arrows involving the initial object like:

<71;?1> ) <7T1,7T1,7T2Z 3

the normal form is:

<?17 ?17 71> :?3

1L 3

Now, imagine we want to rewrite the arrow (71, 71) to (71, 79;71) : 1 x L — 2. As1x L =1, ifwe
fully use the categorical theory for arrow normalization, we may lose the rewriting step.

The possibility of using a countable number of meta-arrows and meta-objects was taken into
consideration. But it turns out that for our purposes, using arrows is enough. The fact that we don’t
need to use meta-arrows is closely related to the use of ground terms in Sections[6]and

Thus, the two basic steps of our computational paradigm are: arrow rewriting, and arrow normal-
ization based on a version of underlying equational theory of the category.

A very important choice for designing a categorically-inspired algorithm using this approach is
whether to use commutative or non-commutative diagrams. It is obvious that the result of a pullback
calculation algorithm will be a commutative diagram, but should we start with a commutative diagram
and modify it until it is a pullback, or should we start with a non-commutative diagram and rewrite
arrows until the diagram is commutative, and thus a pullback?

We developed both approaches and found that using non-commutative diagrams reflects much
better what is happening in the computational world. Imagine a pullback which is intended to unify two
terms. In representation of terms in memory, they are not equal, but we keep instantiating variables
until they become equal. This should be interpreted categorically as a non-commutative diagram and it
is the approach we use for the actual pullback algorithm given presented in Sec.[9.6]

In order to illustrate the commutative approach, we briefly present the example of a pullback
calculation. Start with the diagram:

(1, 71)

9 <7T27 7T1> 9

We reduce the computation of a pullback to the computation of an equalizer. The transformed diagram
is:

74 (1, m2) {my, 1)
1 2

S

I >

(ma, 7y (ma, )

Remember that 2 x 2 = 4, as products are strictly associative. We normalize the arrows and obtain the
following diagram:

% (71, 71)

1 4

(ma,73)

As previously hinted, we could (and will) use the non-commutative approach, so replacing id for 7, we
would get a non-commutative diagram:

id4 <77177T1>

4 —— 4 -- 2

—
<7T47 7T3>
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Using the non-commutative approach will be specified in the next section, so the previous diagram:
7 (1, m1)
4= 2
(s, m3)
is the starting diagram for our computation.. Note that 7, = (?1,71,71,71), S0 a more convenient
diagram for our purposes is:

1

Ly mem)
(T4, m3)
The problem is clear, our algorithm must rewrite the 71 arrows in order to construct the equalizer. The

first step is induced by comparison of the 71 and 7y4:

(71, m2; 71, m2; 71, ) {m,m1) .

1x_L >4
<7T477T3>
the next step is induce by m; and 73:
(71, w25 71, 71, 1) M
1x L —
<7T477T3>

Now, we update the “free” positions in order to obtain the equalizer, finishing the computation:

p Sy m) (Tl

2
<7T47 7T3>
Going back to the original diagram, we get:
(71, m2) (1, m1)
g M2, M) 4 <r > 2
(T3, ma) (T, 1)
thus the pullback is:
5 (71, m2) 5
L
(1, m1) (1,m1)
92 <7T27 7Tl> 2

The reader will immediately see why the non-commutative approach is easier to understand. Here, the
arrows are always equal, and we must rewrite trying to reach a maximal ordering without breaking
equality, whereas in the non-commutative approach we just rewrite to make components of product
arrows equal.

9.6. The Pullback Algorithm

We develop a pullback calculation algorithm for an Regular Lawvere Category C generated from
an arbitrary signature 3. We follow the approach introduced in Sec.[9.5]to develop the algorithm.

In order to improve the presentation, we reduce the pullback problem to its equivalent equalizer
formulation. We start with a non-commutative diagram and rewrite it until we reach a commutative one,
which will be an equalizer.

The diagram rewriting used in the algorithm doesn’t change the shape of the diagram, allowing for
a non-diagrammatic representation. Arrow composition captures substitution, and is implemented by
normalization modulo the equational theory of the categorical product.
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DerintTION 9.9 (Pullback Problem). A pullback problem is given by two arrows f : N — M and
g: N' — M. In diagrammatic form:

N

M N’

We call N + N’ the type of the pullback problem.

DerintTION 9.10 (Arrow Normalization). The arrow normalization relation — g is given by the
rewriting system:

hi(f,9) —r (h;f, h;g)

(f.gyimi —r f
(f,g);m —r g
filn —r m f:M—N

It is easily seen that — g is confluent and terminating. We write —>IR for the associated normalizing
relation based on — R.

We don’t need rewriting cases for the initial arrow. If we need to equalize two arrows with the
initial one, the pullback is determined to be the initial object and the computation stops.

DEerintTION 9.11 (Pre-Starting Diagram). For a pullback problem, build the pre-starting diagram
P:
m; f
NxN' - M
259
Given that products are strictly associative mo behaves as renaming operation 7; — m; N for all
projections occurring in g.

Take the example of f : 1 — 1= (m1),g:2—= 1= {((m,m2); f). Then1x2=3,s07m3:3 — 2
is equal to (2, 73), and ma; g = ((ma, w3); f).

The construction of the starting diagram involves then formally replacing the representation of
N x N'by N+ N'.

DeriniTION 9.12 (Starting Diagram). Given N x N’ = N+ N', we make a choice of representation
p1 : N+ N — N = {(m,...,nn)andps : N+ N — N' = (nnt1,...,7n+nN'). Then, let
p1; [ —'% [/ and pa2; g =Y ¢, the starting diagram P is:

N g e = T NN Ty

The elements of the diagram f’, ¢/, N + N’ and M, will remain static throughout all the algorithm,
so our algorithm state will only needs to include leftmost arrow in the starting diagram.

DerintTION 9.13 (Algorithm State). For a pullback problem of type N, the algorithm state is
(S| h), h : N = N an arrow and S an ordered multiset of equations f =~ g between arrows
f,g: N— 1

DeriniTION 9.14 (Helper Substitution). The helper substitution function 7 is defined as - (i, f:
N — 1,h: N = N) =1/, where (m1,...,mi—1, f,Ti+1,--.,TN); h —' h'. Basically, this function
replaces any m; in h by f.
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If we visualize the arrow h : N — NN as a function mapping N memory “cells” to N “registers”,
& is the action of replacing the i-th memory cell by f.

DEerintTION 9.15 (Pullback Calculation Algorithm). The input of the algorithm is two arrows
fo: N — M and go : N' — M. First, build the starting diagram ‘P, which produces arrows f|, and
g, and a type of the problem N + N’ = Nr. Diagrammatically:

, 1
ZdNT = <7T1,...,7TNTZ NT %» M

_—

90

N

fland gl are of the form (f1, ..., far), {91, -, gum). Thenbuild the initial set S = {f1 ~ g1,..., f; =
g} The initial state is (S| (71, ..., TN, ))-
The algorithm proceeds to transform the state (S | h) iteratively until S = () using the following
rules:
e Pick an equation from S such that S = {f ~ g}US'. Compute h; f —' f' and h;g —'% ¢'.

Then, obtain the new state by case analysis on [’ ~ ¢':

!M;a ~ 'M,b = Fail

!1\4;a ~ h,f = Fail

gf = ¢;f = Fal

o =~ Ilys;a = (S| h)

e ~ m = (80 (4 iah)

T ~ T = (9| g(}m,h))

e ~ g = (5| o (i,9;f,h))

gf = ¢if = {n~=atu---U{g.~=g,}US"|h)

Note that the type of h is not changed thorough the algorithm, so when S = 0, our diagram will be
commutative but may not be an equalizer for having an incorrect domain.

Adjusting h to be a monic arrow — that is to say, we inspect h and determine the K elements of the
product N that are not referenced in h — is enough. Compose h : Ny — Np with a monic extension
of idn, — i to N such that the occurrences of projections in h are assigned different indexes to obtain
b : (Ny—K) — Nr. Then the equalizer is I'. If the algorithm fails, the equalizer is the initial arrow:

2 !

'Nr

1 M

Nt

g/

The process of converting h to a monic is similar to garbage collection and memory de-fragmentation.
Imagine that h : 4 — 4 is h = (w3, 73, ma; f, w3; f). In this case, 7, and 74 don’t occur in h, so we
may safely adjust the type of h to h : 2 — 4. This is done categorically using the monic extension
e: 2 — 4,let’s use for instance e = {7y, 7, w1, 71), 80 b = e;hish' = (my, 71, ma; f,71; f). Viewed
computationally, the term sequence for 1’ is using just two variables versus 4 for h.

As an example, we calculate the pullback of arrows f : 3 — 2 = ({71, mag, w2, 1 h) f, 73) and
g:3— 2= {((lsa,71,m2g,m3) f, m3h). The type of the problem is 6. The starting diagram is:

6 (01, T, T3, Ty, T5, T6) 6 <<7T1>7729>W2,771h>f>7T3Z 5
((l6a, 74,59, 75) f, ™6 1)
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The algorithm proceeds:

({71, m2g, ma, i h) f = (l¢a, 74, 759, 75) f, 73 = wgh} | (w1, 72, T3, T4, T, T6)) —
({m ~lga, Tog ~ T4, T2 & W5g, T h & w5, T3 &~ weh} | (w1, T2, T3, T4, T, T6)) —
({mag m w4, o &~ w5g, mh &= w5, w3 = Wh} | (l¢a, wo, T3, T4, 75, T6)) —
({me ~ 759, m1h ~ 75, 73 ~ T6h} | (6@, T2, T3, T2 g, T5, 76) ) —
({Wlh N T5, T3 = ﬂ—Gh’} ‘ <!6@,7T59,7T3,7T599,7T5,7T6>) —
({73 ~ meh} | (lea, lsahg, w3, lgahgg, lsah,mg))  —
(@ | (lsa,lgahg, meh, \sahgg, lsah, T6))

We perform the renaming step. There’s only one projection used, g, so we compose h with (71, 71, 71, 71
to obtain the final equalizer:

) (l1a, ahg, 1 h, lhahgg, 1ah, ) 6 ((m1, mog, w2, L h) f,73)

((l6a, ma, 59, 75) f, w6 h)
Note that in the interest of mimicking the actual behavior of many Prolog implementations, we

didn’t implement the occur-check in the rules. Without the occur-check, it is impossible to develop
termination or soundness results. Let A = (71, 1) in the following example:

1

<7T1,A;f>

[\]
A

1
(m1, (A5, 85 )5 )
The pullback of the above diagram is the initial object L, as there is no arrow g such that g; (w1, 71) =
g; 1 is true in the original Lawvere category. However, the pullback algorithm won’t terminate and
proceed to construct the infinite arrow:

A; A; A;
ST -5 S A

In that case, the resulting diagram won’t be a pullback, and the algorithm may even fail to terminate.
In order to prove some properties of the algorithm, we consider a slightly different version from the
one presented here. We noted that the domain of the substitution arrow £ is not modified. This choice
was done to remain in consonance with what would happen in an implementation, but now we’d like to
track which variables are in use.
We modify the substitution function 7 as follows:

DeriNtTION 9.16 (Reducing Helper Substitution). Let i be a natural number, f : (N — 1) — 1 and
h: N — N arrows. Then, the helper substitution function is 7 (i, f,h) =K : (N —1) = N, where

(T1ye ey Tis1y oy ooy TN—1)5 B —>!R K

Now, the categorical framework tracks which variables occur in a term, in a similar fashion to
structural approaches like the one in [McBridel 2003]]. So for a term in NV free vars, the substitution
operation returns a term with N — 1 free variables. This scheme is, by itself, enough to guarantee
termination.

The rules of the algorithm are now modified as follows:

!]\/[;a ~ T = (Sl | ? (L!M,l;a, h))
! moo= (80 G )
g f = (8o (i,R;g;f,h))  ifg;fnotusing m;

Q

Q

T
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Note the new side condition of g; f : M — 1 not using m;. What this means is that the projection m;
doesn’t occur in g; f, that is to say, the arrow is invariant under any embedding R : (M — 1) — M.

Then,  uses such and embedding to create a new diagram with a domain of M — 1.
Lemma 9.17. The modified algorithm terminates.

Proor. For the fail rules, the proof is immediate. Let m, n be natural numbers and (m,n) >
(m/,n/) if m > m’ orm = m’ and n > n/. Assume that the last rule (equation introduction) is
performed automatically for every equation after a substitution. Then, assigning m to the type of the
diagram, and n the number of equations, we see that when a substitution happens, it may augment the
number of equations, but it will decrease the type of the diagram. (]

LemMma 9.18. For a final state () | h : E — M), the starting diagram commutes, that is to say
h; fo = hi 9o

Proor. The equational theory of a regular Lawvere category is straightforward, and mainly imposes
that (f, g) = (f',¢') iff f = f' and g = ¢’. The normalized disagreement set of a diagram is built by
performing the transformation (f, g) = (f',¢') = {f = f/Ug=g¢'}

It is easy to check that for a given diagram and state of the with equations S, the normalized
disagreement set coincides. Then, if S = (), it means that the diagram is commutative. O

=

We should remark that o is always sound thanks to its implementation as arrow composition, given
that f = g = h; f = h; g. In other words, no substitution can make a commutative diagram into a
non-commutative one.

Lemma 9.19. Given a family of arrows hy in a regular Lawvere category, such that for every h;,
hi; f = hs; g, the equalizer is arrow h; such that it is a monic and has greater domain.

Proor. Suppose that the arrow h; is not a monic. Then, the uniqueness property of the equalizer
trivially fails.

Suppose that the arrow A is not the one with the greatest domain that is a monic. Then, the monic
arrow with the greatest index cannot be factored through h;, as we cannot factor a monic M +1 — N
through a monic M — N. The existence property fails. (I

Lemma 9.20. The algorithm returns an arrow h that is monic and has maximal domain.

Proor. An arrow h : M — N is monic in a RLC iff all 7r; from 1 to M occur in the normalized
representation of h. Thus, h must be the monic arrow with the maximum number of distinct m; that
makes the diagram commute. The end of the algorithm guarantees that the arrow is monic. The
disagreement set shows that the algorithm eliminates the minimum number of 7; terms in order to make
the diagram commute, so h is the required arrow. U

Lemma 9.21. Given a starting diagram:

id = e, / -
N+ N AN+N <7Tlv 7TN+N>~N—|—N/ - M

If the algorithm ends with state (O | h), h' : E — M is the equalizer of f'g’.

Proor. A consequence of the previous lemmas. (]
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Ficure g.1. Helper relations for the translation

9.7. Translation of the Program

The compilation procedure for a logic program is its interpretation in a 3-allegory. The translation
is almost identical to the one used in Chapter[6] In that version, the lack of typing information and
tabulations forced the duplication of the constraint store K () on predicate call:

K () Ns By I, = I (I K(0); I, 0 R); Iy, 0 K ()

| M| | M| | M|
Within the QRA; theory, the only available rule for algebraic reasoning in a predicate call is the modular
law, which forces two occurrences of the relation K (¢) in the rightmost term. This not only amounts
to an unnecessary duplication, but it delays the propagation of substitutions happening in the inside
context, and provides an execution model quite different from the one used in practice.

How can we avoid this? Using QRAy,, we lack any information about the elements of the vector
affected by K (). Performing some non-algebraic analysis to determine which relational projections
are used may be an approach, but we don’t consider this approach to fit well withing our objectives of a
declarative framework. However, types and category theory do keep track of this information.

Before defining the categorical translation, we define categorical versions of the non-typed relations
W and I. The difference between typed and untyped W is minimal, behaving as a permutation in the
same manner than its non-categorical counterpart.

DerintTION 9.22 (W Relation). Given a projectionw : N — M, with N > M and K = N — M,
we denote by w' : N — N any of its extensions to a permutation such that the following equations
are satisfied: {w'(K) = w=(1),...,w' (K + M) = w™Y(M)}. Fixed a w', W is tabulated by
(N, <71'w/(1), .. 77Tw'(N)>)- See Fig.

Basically the W relation permutes a vector, putting the last interesting elements in the end of the
vector. We don’t care about the order of the other elements as they won’t play a role. Forw : N — N,
W behaves as a regular permutation.

However, the typed I relation is very different from the untyped ;. Iy is a partial identity
between vectors of unbounded size, whereas Iy is the partial identity relation between vectors of size
M and N:

DerintTION 9.23 (I Relation). The relation or partial identity Insn, with M < N is defined by
the tabulations ({71, ..., mar),idN). See Fig.

We visualized I, as a “cleaner” relation for the elements M + 1 in the sequence, such that
- ameir--- 54 s amaiy- - }) € L R; Ly, forall R C id and a € Tx;. Now that the vector size
is fixed, Ipsn plays the role of a creator — and its converse a destroyer — of local variables. The
intuition that the reciprocal of a projection creates a new variable is formalized, indeed, I12 = 77, the
converse of the categorical projection, creates a new local variable.
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Using a direct lifting of the approach used in Chapter[6] we define the translation of a call to a
predicate p of arity N from context of arity M as:

KN (Inn; P Iy )
Diagrammatically:

P

M M
y% /k y&
M Iy SN D o N MN . M

We may use a more concrete example using the standard add predicate implementing Peano addition.
As its translation add is coreflexive, it is tabulated by a monic add;:

5 - P <\ 5
> %)
2, ¢ :
d % @” Qf% <7 %
Ig & d N
5 35 3o “ 53 B s

This approach is semantically correct, but poses a problem: neither the relation Ipsn;P; I3,y OF
I35; add; IS5 are coreflexive. Thus, for a query K N I/ ; 15~ we would need to compute not only
the composition, but also a intersection.

Furthermore, we want the machine and semantics to be fully-based on relation composition, allowing
us to base the machine on relation composition and to incorporate interesting categorical semantic
developments from functional programming. We profit from the key fact that for a coreflexive relation
R Cidthen R; S = RN S. That is to say, if we transform Iy x; p; I3, 5 to a coreflexive relation we
may eliminate all intersections and base our machine on pullbacks.

We will abuse notation and profit from the fact that a coreflexive relation is uniquely tabulated by a
monic f°; f to write f for f°; f when it can be deduced from the context.

How can we convert I3, r; P; Iar v to a coreflexive relation? Clearly, given that I3, ;75 Iy € id,
then any coreflexive substitute may alter soundness. However, this is not a problem as Iy, ;D5 v v
will always occur in a context where it is intersected with a coreflexive relation. Thus we have the
following derivation:

KN Iun; B Iy = (K 0id) N s B3 Iy = K 0 (id 0 D B3 Iy )
and:
idN Iy D Iy y = (P x idn—nr)°; (P X tdn—nr)

We reverse the product so the values of p are placed in the end of the sequence. So the wrapping in an
environment of type IV for a predicate p : P — M, with K = N — M is:

As we can see in the diagram, the K free variables that form the wrapping are tabulated from a common
object K. This makes the relation coreflexive iff p is and will enable the propagation of substitutions
happening when computing p. For instance, imagine the following wrapper for a predicate tabulated by
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p1 : 1 — 1inacontext 3:

Then, for whatever reason the first register and the third one got unified, which is done by composing
u = (7, T, m1) with the tabulations:

Then, any instantiation of p; will also affect the first position of the vector.

We now proceed to define the full translation procedure: First, each clause of the program is rewrote
to general form. The set of n variables occurring in the clause is renamed to y; to y,. Every term
occurring as an argument in the head and tail is assigned to a new variable x;. After that process, clauses
are of the form:

cly - p(&) — T =), p1(Z1), ..., 0n(Zn).
& a prefix of 7, ; a selection of variables in & and ¢ a sequence of terms using variables in 7. Informally,

we may see ¥ as a set of global variables, whereas the Z plays the role of term-containing registers.
Replace Z; for projections w; (Z) such that w;(Z) = ;. Clauses are now of the form:

p(E) & =17 pr(wi(T)), - .., pa(wn(T)).

Define M = |#'|, N = |&|. We first build a coreflexive relation between sequences of terms K (), of
type |t] — |t]. Such relation, is tabulated by an arrow |¢] — |£], that is to say, it constructs the terms
from a supply of fresh variables corresponding to .

DEeFINITION 9.24 (Term Translation). The translation function K takes a sequence of terms t, using

Y = [Y1,--.,Y)y] variables and returns a coreflexive tabular relation K(t) : |t] — |t] with tabulation
Felgh— I8
K (#3) = (Ky(ta), - Kg(tn))®; (Kg(th), - - Ky(tn))
where
Ky(a) = !Iy“\?aj 7] — 1
Ky(yi) = mi:lyl =1
Ky(f(trs-oitn)) = (Kg(th), ..., Kygltn)); f 2 a(y) = 1

As before, A corresponds to intersection of relations. Then we wrap the predicates into a relational
projection W; generated from w;. Say K; = N — «(p;). Using the defined wrappers we build the
relational term for the tail:

K(8); Wi; (idge, x p1); Wi ..s W (idk,, X Dn); Wy

Note that we use composition in place of intersection as both K (f) and each term (idg, x ;) are
coreflexive. We are close to the final form. As |Z’| < |Z|, the type of the above term is not the correct
one for p. Then, we wrap the translation of the tail with the partial identity relation I,y : M — N.
The final translation for the clause is the arrow:

cli = Ingn; K(8); Whs (idge, x 1) Wes s Wy (idge, X Bn)i Wi Iy
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Now we clearly see why I;n plays the role of environment creation and destruction. A predicate p
consisting of several clauses is translated using U:

p(&) «—cli V-V, =
p=clyU---Ucly,

where cl; is the arrow corresponding to the translation of the clause cl;.

Our approach to the handling of recursive predicates is similar to the one used in the non-categorical
case. We add a set of primitive symbols for predicates and extend the equational theory of the allegory.
For instance, the predicate nat :

nat = K(X; = 0) U I12; K(X1 = s(y1), X2 = y1); (id1 X nat); I3,
or in full categorical form:
nat =l1;0U I19; (715 8, m1); (idy X nat); I3,
the equation is added to the category so nat may be viewed as the limit of the sequence:
150 U

Los 1y s,m1); (idy x5 0)5 15, U
Lgs iy s,m); (idy X Tig; (myss,m)s (idyxis0)) 15, U

which could actually be represented as:
lsoUls058U 50588 U 5058588 U

THEOREM 9.25 (Adequacy of the Translation). Given a predicate p of arity N translated to the
arrowD : N — N, the initial model maps P to the subobject b% TEN such that its image is precisely
the set of ground terms making p true.

Proor. The proof proceeds in a similar manner than the one of Theorem [6.21] given that the
translation is close to identical. For each non-recursive clause, is easy to check that the semantics of its
translation are the relations such that p(f) iff (,#) € [p]s. Indeed, a non-recursive clause corresponds
uniquely to an arrow of the underlying regular Lawvere category.

For the recursive case, we assign [p]% = () and use the theory of the allegory to unfold the

definition imitating a fixpoint. This way we obtain an arrow A; U A, U ..., which is in coincidence
whose interpretation is the coreflexive relation that represents the subset resulting from the van Emden-
Kowalski fixpoint operator. U

9.7.1. An Example of the Translation. We use as example of the translation the prolog predicate
add implementing Peano addition:

add (o0,X,X).
add(s(X), Y, s(Z)) :- add(X, Y, Z).

We perform the renaming procedure:
add (X1,X2,X3) :- X1 = o, X2 = Y1, X3 = Y1.
add (X1,X2,X3) :- X1 = s(Y1), X2=Y2, X3 = s(Y¥Y3), X4=Y1, X5=Y3,
add (X4, X2, X5).
Note that we have two kinds of variables, the ones starting by X which may only appear as arguments to
predicates and the Y variables, which represent the “real” variables used inside the predicate. Externally,

add only uses three X variables, but internally it needs two more. In our relational translation, we will
capture this fact by using a relation I35 : 3 — 5 that takes care of creating X4 and X 5. Recall that
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(f,g) is the categorical product constructor. Then, storing all our X variables in such a product, we
may try to express add in a relational pseudo-notation:

add = (0, Y1,Y1) o
U I35, ((s(Y1),Y2,5(Y3),Y1,Y3) N (ids X add)); I35
the recursive call to add is wrapped into a vector of size 5, but we are calling it with the wrong parameters!
The above expression is equivalent to add(X 3, X4, X5). We need to call it with the right parameters, so
we compose the call with a permutation of the vector. We replace Y variables by categorical projections
and the actual translation is:
add = (o,my,m)% (0, 71,71) _
U I355(mis, m2, w38, m1, 3)°; (M1, Mo, M3, 71, T3); W (ide % add); We; I35
where I35 : 3 — 5 = (my,mo,m3)° and W : 5 — 5 = (my, 73, w4, 72, 75). We abuse notation and
write f for a coreflexive relation f°; f. With this abuse in mind, the translation is:
add = (o,m,m) L
U  Is5; (w18, T2, w38, w1, m3); W (ida X add); W°; I5,

The tabulation of (7 s, 7o, w38, 71, T3) is:

<71'18,71'2, T3S, T1, 773>

The reader can see how domain of the tabulations reflects the number of free variables in use by the
machine, information which is usually associated to global storage. The codomain of the tabulations
the actual domain of the relations — should be interpreted as the number or working “temporal registers”
that are used for parameter passing and unification.

9.8. The Categorical Machine

Given that we know how to compute relation composition for union-free arrows in X-allegories, the
actual categorical machine has to take care of unfolding predicate definitions and distributing disjunctive
arrows. Thus, the machine itself is quite simple as all the heavy work has been lifted to the pullback
algorithm.

We present the machine as an algebraic specification. Each state corresponds to a diagram, and each
step corresponds to diagram rewriting. The main rule is the rewriting induced by relation composition
as can be seen in Fig.[0.2]

We may summarize the basic principles of the allegorical computational paradigm here:

Based on relation composition.

Predicates are coreflexive relations, thus tabulated by monics.

Domain of the tabulations represent the number of logical variables in use.

Co-domain of a tabulation, or what it is the same, the type of the relations represents the
number of “temporal” registers in use.

Every predicate of our logic program is translated to an arrow in a X-allegory. Then a query will
be translated as an empty predicate and normalized by the execution engine. The engine is based on
rewriting a diagram representation of the actual categorical constructs. The basic rule, which relates
relation composition with the calculation of a pullback can be seen in Fig.[9.2] together with the diagram
rewriting used.
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R S R;S
FiGure 9.2. Composition of Relations as a Computation Rule

9.8.1. Transition Rules. We define the categorical machine as a set of transition rules over rela-
tions. We write (f | g) for tabular relations. Then, (f | g); (f' | ¢') is rewrote to (h; f | h’; ¢') using
the pullback (h, h’) of g, f’. This corresponds to a substitution, where the arrow h : M — N takes a
current state of the machine using N variables to a state using M variables, and b’ : M’ — N’ does
the same, usually instantiating the translations of a clause to the right variables. This mechanism is also
used for variable creation/destruction. The pair of arrows (h, h') above the transition arrow denotes the
result of the pullback.

Aunion R; U---U R, is used to represent disjunctive search, while predicate calls are represented
as (f | {g,[R])), where R is the relation pertaining to the call in-progress. Note that g and the left
tabulation of R share the same domain, allowing the propagation of substitutions resulting from reducing
R to the outer context.

(F19): (/" | 9) L8 (hi | W)
(f [ {9x,9n)); (ide x D) = (f | {9x, (g~ | gn);pa])) U

: u

(f | {gr, [(gn | gn);Pn)])
(f 1 {9, (g | ) = (flisg) ,
(f | (9, [E]) = (hif | (kg [E]) iff £ 2L B
RUS = R'US if R= R’
ous = S

The first rule represents composition of tabular relations. The second one represents predicate call. First,
disjunctive predicates are unfolded using the rule f; (RU S) = f; RU f; S. Computing the predicate
call is performed by the relation (g | gn); p1- The third rule deals with return. The three last rules
encode the search strategy of the machine.

LemMmA 9.26 (Soundness). The machine is sound, that is to say, for a rule R = S, then R = S in
the theory.

Proor. The base case is straightforward, as the diagram of Fig.[9.2] shows. The cases involving U
are a direct consequence of the axioms of distributive allegories.

The remaining cases are the ones handling predicate call. There are several ways to show the
correctness, most of them based on unfolding the pullback the occurs in a predicate call and proving
some properties of it. Instead, in this proof we use the equivalence (idx X D) = I D; Ly n Nid. So
the problem of reducing R; (Inar; P; Inrv N id) can be tackled in two steps: (R; Inar;D; Iyn) N R.
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Let (f | (g, [R])) be a machine state, we let it be represented by the diagram:

N K+ M ?
e
5 . 2

Ly R

R _
P P - M
wherepM = <7TK+1, ey 7TK+M>«
By routine calculation, this amounts to reducing:
?

M IN - M P - M

which will return the result of the pullback (h, h’) along with a coreflexive arrow 7. Then, we construct
the following diagram after return:

O

TueoREM 9.27 (Operational equivalence). (p1(t1),...,pn(t,)) — --- — O is the SLD derivation
with substitution o iff

K(); W; (idge, < P1); W . W (idge, X Pn); We = K(o(@0)) UR

Prookr. In order to prove the equivalence, we must fix an increasing renaming scheme for the
non-constrained transition of Def.[3.26] Then, if a state is using variables from z; to z,,, we rename

—|

apart a clause cl : p(d[g]) < q(v[z]) (with 5 C Zto cl’ : p(d[y’]) < ¢(¥[Z"]) in such a way that 2’ is
Tn, ..., Tpt|z)). Then, let § be the m.g.u of %[7'] and ]] and the resolution transition is:

ﬁ l o
pa),0) = (8(q(@[2)), )
We check a single step, the rest follow by induction over the length of the derivation, the length of the
query and Lemmas [6.43|and [6.44] The SLD strategy corresponds to our choice of always executing first
the left part of a union, where incomplete derivations correspond to 0.
Let’s abuse notation and write here # for K (), etc... Then, for a single step, the relational term:
(] £); Wi (ide, X P1);s W5 s Was (idi, X Pr); Wi
rewrites to
(] (tr,t1)); (idre, X P1);- - Was (idk, X P); Wy
and to
(t ‘ <tr7 [t1§pil]>); s W (idK'n, X ZTn)v er
where unfolding the definition of p; we get:
(| (Ers [E1s Dnavs @ W (id gy X @) WO Wi (idey, X @n)s WO Inml));
W (idi,, X D) W

where the subquery is clear. The use of pullbacks guarantees that the renaming apart condition holds. [
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9.8.2. Examples: The Machine in Action. For the first example we’ll use the translation of the
predicate add, whose translation is:

add = {o,m,m) L
U I35; (w18, ma, w38, w1, w3); W (ida X add); We; IS5

A query add(s(X),Y, Z) is translated to {7, s, T, 73); add. The execution trace is:

(m18, o, T3); add

({718, ma, m3); (0, M1, m1)) U .. L

0 U (ms,ma, m3); Iss; (18, T2, Mas, w1, ms); W (id2 X add); W°; I5,
(m18, T, w3); I35; (w18, T2, T35, w1, w3 ); Wi (ida x add); W°; I
({718, mwa, m3) | (718, Wa, T3, T4, T5)); (W18, T, W38, W1, W3); Wi (idy x add); We; IS5
({718, ma,38) | (m18, 2, W38, 71, 3)); W (ide X add); W°; IS,
({15, mo, m38) | (w15, 738,71, T2, 73)); (id2 x add); W°; I3,

({718, ma, m38) | {(m18, 738, [(71, 72, w3); (0,71, m)]); WO Igs U . ..
((

((

((

0s,m1,m8) | (0s,m18, [(0,m1,m)]); W IS5 U . ..

0s,m1,m8) | (0s,m18,0,m1,m1)); W IS5 U ...

08,71, m8) | (08,m1,718,0,m1)); IS U. ..
(08,71, m8)U. ..

S R

The component (0s, 71, 71 8) is translated back to the answer X = o, Z = s(Y).
We present the above example in diagrammatic form so the reader may understand better how the
machine works. The example query add (s(X), Y, Z) is translated to the relation:

(w18, T2, m3) N add
Expanding the definition of add we obtain:
(w18, T2, m3) N {0, 71, 1) U I35; (m28, 71, M38, 2, T3 ); W5 (ida x add); W°; I3,
using the distributivity rule:

<7T18,7T2,7T3>;<0,7T1,7T1> . U
(18,2, m3); I35; (m2s, m1, M35, o, w3); Wi (ida x add); W, I35

That first component is rewritten to 0, we focus on:
(m18, 9, m3); I35; (mas, w1, w8, ma, m3); W (idy x add); W°; I35

We calculate the first composition:

3 )
B NG, )
& Y Ca
D &
3% (ms, 2, 73) o5 Iss t
the corresponding pullback is:
3 < <7T17 T2, 7T3> 5
L
<7T1877T277T3> <7T13,7T277T3,7T4,7T5>
3 . <7T17 T2, 7T3> 5
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thus the composed relation is:

(18,2, m3); I35

now we proceed to reduce:
((m18,m2,m3); I35); (28, M1, M3, T2, 3)

which is expressed diagrammatically as:

<7T28a T, T3S, T2, 7T3>

3 -
with pullback:

. (7o, 71, W38, T, T3) '3
1

5
L
(T8, o, T3, T4, T5) id
5

. (a8, m1, T38, T2, T3) '3
1

and composed relation:

<7TIS7 2, 7T3>7 135; <7‘-287 1, T3S, T2, 7T3>

3% S5
Let’s write K for (ms, o, m3); Is5; (mas, w1, w38, w2, 3). The next step is:
KW
which given W = (mq, w3, m4, w2, 75 ), its diagrammatic form is:
33
O %
w
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with trivial pullback and result:

2
) £
(\f\ BN 4@ QQE)\
\J/ Y,
o gM o 3o add o 3
which will reduce to:
! /7
/
0y
N
<,
3o IM o 3

The return rule propagates the result and we proceed with the next step:
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then to the first answer, (!10s, 71, 71):

Kl; W; (’Ld2 X @);WO;I&;

9.9. Memory Diagrams and Implementation Discussion

Before discussing implementation strategies, we need to have a closer look to the representation
of our diagrams. If we think about the domain of a tabulation as a memory cell and its codomain as a
register, a tabular relation from from M — N uses M + N registers.

However, this notion of register is not fully adequate in the sense that a we may build a relation
R : 1 — 1 with left tabulation s; s; s; 55 85 55 8;5 : 1 — 1. So far, the notion of diagram presented here
tracks the memory usage of shared variables but we need to inspect the arrows in order to determine
the amount of memory needed for a register.

We can solve this problem by introducing a notion of memory diagram, a diagram whose arrows
are all “atomically representable” arrows, which indeed will exactly track the memory needs of the
machine at any given state.

For instance, take the diagram:

Then, we may say that the register X; of the machine should be X7 = (mass, m1); f. We know we need
to memory cells for the variables, but the amount of memory needed for storing the arrow is not known.
We may use a different diagram for the same arrow:

2
)
\«‘%
2
o
>
O\ 2
!
«
\l(\\,
1

Indeed, this new diagram tells us that we need 3 memory cells for the arrow ({71, m2); f), one for f
itself and two pointers, we need another 3 memory cells for (s, 72), two pointers and the symbol s
another 3 for (mos, 1) and lastly, 2 cells for the variables, totaling 11 memory cells.

Note that this notion of diagram is not minimal with respect to memory use for an already known
term, we could represent the term with just 9 memory cells. However, it captures faithfully the memory
behavior that happens in variable substitution.
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DEerINITION 9.28 (Memory arrow). An arrow is in memory form iff it is of the form (a1, . .., ay),
and every a; is of the form (m;,, ..., m;, ); f for f : m — 1 an arrow generated by the signature of the
program.

A memory diagram is a diagram where every arrow is in memory form.

How does this new representation affect the pullback algorithm? We eliminate normalization
for projections, at the price of adding a deref operation before comparing terms. Substitution is just
composition or diagrams pasting. The deref operation is just the normalization for the projections.

A further enhancement to the concept of memory diagram is given by creating N copies of the
object ' — which stands for 1 in our diagrams — with their corresponding products. Then, the T}
object stands for the memory cell ¢, and the denotational model captures the instantiation of a variable
as the variation of the tabulation domain from (7} x T x T3) to (77 x T3). This may yield a memory
behavior closer to a standard WAM without garbage collection.

An actual implementation should be based in those main points:

o The interpretation of projections as pointers. Any 7; appearing inside an arrow is a pointer to
acell 7.

e The interpretation of the relations domains as registers. The set of equations .S used in the
pullback algorithm should be understood as equations between registers X; ~ Y.

We think the categorical model still leaves freedom for different design choices.
Inspired by Ait-Kaci’s [Ait-Kacil [1991]] presentation of the WAM, the instruction set for an actual
implementation could be designed following the structure of the machine:
(1) Instructions for comparison and substitution of terms. Register management. Used for pullback
calculation.
(2) Instructions for register handling in predicate calls.
(3) Instructions for backtracking.

Thus, for a pullback of (!1; f,m) and (a, b), we will first emit instructions for such that X; =!y; f,
Xy =m1, Y7 = aand Yy = b. Then, we would emit test instructions, and depending on the result
put or fail. We may adopt the WAM approach and omit the Y registers and use test instructions with
and argument: testc a, X1 and testc b, X2.

The most difficult part will be getting the optimizations right. A real compiler will feature two
optimizations engines, the first one at the relational level able of equational reasoning and pullback
computation, the second one at the instructions level mainly performing peephole optimization.

9.10. Related Work

Several categorical semantics for logic programming exist [Kinoshita and Power, 1996, [Finkelstein
et al.; 2003, |/Amato and Lipton, |2001} \Corradini and Asperti, |1992} |/Asperti and Martini, |1989} |/ Amato
et al.,|2009]. The most important difference with our work is that all of them are based on a notion
of indexed category and don’t make a proposal for a concrete implementation. They use pullbacks to
model renaming apart and unification, however, the use of allegory theory here helps us to internalize
more of the logic and we get rid of functors, achieving a simpler model.

A different line of work is the interpretation of logic programming as functional programs. The
most representative works are [Seres et al., |1999, [Todoran and Papaspyrou, |2000, Brisset and Ridoux|
1993 [Pirog and Gibbons| 2011]].

In [[van Emden), |2006], a similar effort to our semantics is developed, but the framework chosen is
Tarski’s cylindrical algebras instead Freyd’s allegories. The author doesn’t consider the implementation
and efficiency of his approach.

In [BraBel and Christiansen, [2008]], the authors study relational semantics for lazy functional
logic programming language, modeling adequately the interactions between function call and non-
determinism.
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In [Bruni et al.| 2001] the authors propose a diagram-based semantics for Logic Programming. An
very interesting related work is [McPhee, |1995]]. This is the only proposal that we know of for the use
of tabular allegories in programming. Unfortunately, McPhee’s work does not develop an executable
model.

The use of category theory as a foundational tool for a machine is not new, functional programming
languages have long used categorical machines |Guy Cousineau and Robinet, |1985| |Cousineau et al.}
1987].

Sketches and their associated theories [Barr and Wells, [1999] are closely related to our use of
diagrams.

Wolfang Gehrke’s thesis [[Gehrkel [1995] also provides an interesting approach to computation in
categories. It defines a rewriting system in order to prove the decidability of the free theory of a monad
over a category.

Several approaches to virtual machine generation [Morales et al.||2005| |Diehl et al.,|2000] and com-
piler verification [Russinoff] [1992] for Prolog exist, but in our opinion they are not directly comparable
to the work presented here.

This work was done taking no hint from existing abstract machines like the WAM. However, at a
late stage of development we realized the categorical model shared some interesting similarities to the
WAM, to the point we are seeing this work as being close to a formalization/derivation of a machine
similar to the WAM’s spirit.

Temporal registers of the WAM are in close correspondence with the notion of register presented
here, and a particular implementation of the pullback algorithm may mimic closely WAM behavior.
We understand those similarities as an interesting point regarding optimal designs for the efficient
implementation of logic programming.

9.11. Conclusions and Future Work

Y -allegories constitute a much richer semantic framework than the one strictly needed for interpret-
ing and executing pure Prolog. In Chapter [I0] we will explore how the categorical framework may be
used to extend the classical logic programming model.

The first important benefit of our use of categorical concepts is the small gap from the categorical
specification to the actual machine and proposed implementation. The algebraic connection between the
different layers of the machine is preserved, reasoning in a layer is immediately reflected by the others.
This allows us to reason using the a very convenient algebraic style, immediately witnessing the impact
of any high-level change on the machine itself. In the other direction, a good example is the effect that
memory layout have on incorporating 7; objects representing memory cells has on the base Lawvere
Category itself. Our philosophy is that in a fully algebraic framework, efficient execution should belong
to regular reasoning. Real world implementations usually depart from this view in the name of efficiency,
one key objective of this work is to achieve efficiency without abandoning the algebraic approach. It is
also worth noting that in our framework, we replace all the custom theory and meta-theory used in logic
programming with category theory. The precise statement is that a 3-allegory captures all the needed
theory and meta-theory for a Logic Program with signature 3., from set-theoretical semantics down to
efficient execution.

The correctness of the machine is easy to check. Composition of relations together with the equation
R;(SUT) = R; SU R;T) capture in a simple way the operational semantics and memory layout
of Prolog. Our framework is well suited to prove semantic properties, given that our semantics are
compositional and use the well established frameworks of category theory and relation algebra. Third,
the use of such frameworks favors the reuse of existing technologies in other areas of programming.

The second — and in our opinion, most innovative benefit — is the possibility of seamlessly
extending Prolog using constructions typical of functional programming in a fully declarative way. In
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Chapter[I0] we enrich the categories used here, adding algebraic data types, constraints, functions and
monads to Prolog, all of it without losing source code compatibility with existing programs.

We are pursuing 4 big areas of future work. First, we’d like to explore some alternatives to our
semantics foundations. The use of distributive tabular allegories instead of 3:-allegories is not out of
the question, however the extension of the notion of RLC to PreLogoi comes at an important cost and
added inner complexity of the associated categorical models.

For handling recursion, we’d like to depart from the external approach used in this chapter and
provide a true internal fixpoint arrow in our semantics. We are studying some approaches like the one
used in [[Crole and Pitts| [1990] or [Eppendahl, 2003a].

Exploring the structure of constructions like Map(Split(Cor(A))) is also in our agenda.

Second, we’d like to explore and generalize our notion of computation with diagrams. The choices
made in this work have provided good results yielding a short and concise declarative specification.

However, alternative approaches lik Burroni’s graphical algebras [Burronil [1981]], an in particular
his equational characterization of equalizers [Lambek and Scott, |1986] may provide an interesting
framework for our computational needs. The mail from Pierre Argerorﬂ has more references about
graphical algebras and related concepts.

After investigating more the semantics foundations, we plan to mechanize the machine and the
compiler. In [[Aameri and Winter, [2011]], the authors propose a first-order encoding for allegories. This
is related our previous relation rewriting approach and indeed we consider their work very useful for
mechanizing our theory. An encoding of allegories in a dependently-typed programming language
is presented in [Kahl| 2011]]. We think Kahl’s approach may help us to formalize and certify the
compilation scheme presented here.

In this regard, we are thinking if approaches like[Morrisett et al.,|1998] could serve us as inspiration
for our work.

Finally, we are actively working on an instruction set. We don’t want to tie it to an specific theorem
proving strategy like SLD. Building a real-world efficient implementation of the machine presented in
this chapter poses in itself a thesis, mainly for the effort involved in writing the optimizers, but we will
likely develop a concrete instruction set proposal that can be used as a basis for the full development.

thtp ://www.mta.ca/~cat-dist/catlist/1999/graphical-algebras
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CHAPTER 10

Extensions to Logic Programming in Tabular Allegories

In this chapter, we sketch some extensions for the framework defined in Chapter[0] The natural step
is to profit from the richness of the categorical framework and enrich a regular Lawvere category with
constraints, functions and types.

Although the extensions developed should be viewed as preliminary proposals to be further devel-
oped, this chapter serves two very important purposes for our work: it shows the feasibility of extending
our framework, and what we think it is a crucial fact, it supports the adequacy of our framework for
them. As the reader will see, most extensions are accomplished in a modular fashion and with minimal
modifications to the existing framework.

When we took the decision to evolve the non-categorical framework to a category theory based
one, one of our main objectives was to borrow semantic constructions from other paradigms such as
functional programming.

On the other hand, categories are in general well suited for enrichment, and this is the way we
incorporate constraints, data types and functions to the semantics. Given that the algebraic laws
governing the execution of the machine are directly based on the laws holding in the semantics, the new
computation rules follow in a straightforward way from the semantics enrichment.

We discuss each extension in its own section. First, we describe the intent of the extension, second
we detail the semantic changes needed and analyze their impact on the execution engine.

In Sec. [T0.T] we present constraints, in Sec.[I0.2] we discuss algebraic data types, in Sec.[10.3]the
topic of adding functions is handled, to close with a brief discussion of monadic constructs in Sec. [10.4]
We discuss related work in Sec.[T0.5]and close the chapter with conclusions and future work in Sec.[T0.6]

10.1. Constraints

Constraint Logic Programming [Jaffar and Maher, 1994} [Marriott and Stuckey), [1998]|] support
is pervasive among Prolog systems. In Chapter [6] we presented a relational semantics for Constraint
Logic Programming where constraint solvers were handled as complete black-boxes. However, when
developing the categorical machine of Chapter[9 we did not follow the black-box approach and chose to
investigate logic programming without constraints. The main motivation was to study the whole stack
of the categorical machine, including how low-level details of a particular implementation should be
handled. We also wanted to follow standard practice of abstract machines for Prolog, that usually handle
terms and variables in a primitive way.

It turns out that enriching the categorical semantics and machine with constraint is straightforward.
Categorically, a constraint is just a monic. Thus, we enrich the RLC notion with “opaque” objects
representing the constraint store and monic arrows corresponding to constraints. A monic arrow is in
close correspondence to subsets in the set-theoretic models of the RLC category.

We’ll handle the operations of existential quantification and conjunction using facilities provides by
standard Logic Programming, as it is commonly done in Prolog.

DerintTION 10.1 (Constraint Enriched Regular Lawvere Category). Given a constraint domain
D and a set of primitive constraint predicates CP, we enrich a Regular Lawvere Category C adding
a set of arrows and objects representing all the constraint formulas that can be formed from primitive
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predicates D. For example, we write {x1 + x2 = x3} : {x1 + x2 = 23} — 3. Note that we share the
name of the arrow and the domain, as no confusion is possible. Note that the x; notation refers to the
i-th position of the co-domain type, as opposed to projections m; which name elements of the domain.

The initial model for a Constraint Enriched Regular Lawvere Category is a functor mapping
the a constraint store to its corresponding subset, and the corresponding constraint formula to the
corresponding inclusion monic.

Pullbacks between constraints correspond to the A operation, for instance the pullback of {1 +x3. =
.x3} and ({z1 < 22} X id) is the constraint {x1 + z2 = 3 A 21 < 22}.

Let’s use the N domain as example, which gives rise to the Constraint Logic Programming over
Finite Domains (CLPFD) paradigm. The constraint predicates .=. and .<. are common occurrence
in such domains. In our category, we will write {z1 =y z2} and {21 <y 22} for them, dropping the
N subscript when it can be understood from the context. The constraint formula X1 .<. X2 + X3is
compiled to:

3 {:171 < mg}
L@»\ (F% ™
X ny/ Y %/
(71, (w2, 3)+) {z1 < 32}

- 2

The compilation scheme assumes that the constraint solver understands the term former + from 7y
as the addition in the domain, as it is standard practice in CLP. We extend the pullback algorithm of
Sec.[0.6]to call the constraint solver when a constraint arrow is detected. In this example, the pullback
algorithm will return a pullback with left component C : C +— 3 = {z1 < x2 + z3} and with right
component proprietary to the solver. After normalization, we obtain the diagram:

0% (C;my, (Csm, Cym3)+) D

All the three variables are “generated” from C by the projections. Thus the constraint store C plays a
role of a generator for the three variables involved. It is not possible to know their real value without
resorting to C'.

The categorical construction guarantees the sharing of the constraint store among all registers.

Subsequent pullbacks will modify C' : C' — 3 by composing it with another arrow C’ C—,> C.
The pullback algorithm is modified by adding the following rules:

Cimy ~ mj = (8"|5(@4,C;mi,h))

Cimy =~ Iyja = (8|S(C,tell(C;m,\n;5a),h))

Cimi =~ g f = (5|S8(Ctell(Cmi, g; f), h))

Cimi ~ Chim = (5SHC,C'},tell(Cymy, C'smj), b))

where tell(C,C") = {C A C"} or the initial arrow if the conjunction is not satisfiable. The auxiliary
substitution function S is extended to handle references to constraint stores in h.

The categorical approach opens up very interesting possibilities with regard to native or half-native
constraint solvers. Traditional problems of constraint solvers specification has the handling of variables
are solved by the use of categories, thus we believe that defining a symbolic representation for C' may
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allow developing an algebraic theory for a some constraint solvers, in the same manner that we developed
the theory for resolution.

For instance, we think that pure Prolog solvers like the one in [|Gallego Arias| 2006] may be fully
formalized and efficiently executed using this approach.

Indeed, we could see the pullback algorithm is very close to be a constraint solver for the Clark’s
equality theory.

10.2. Algebraic Data Types

Up to this point, Regular Lawvere Categories are built from the program’s signature ¥, giving rise
to the base type 1 — 1" from now on — which is interpreted by the initial model as Ty, the set of all
ground terms generated by X.

However, there’s no obstacle in extending the base types from 7" to an arbitrary collections, as long
as we keep the strictly-associative product requirement for them. We will follow an approach similar
to the one used in [Bird and de Moor, |1996a], allowing the definition of recursive polynomial data
types. For each new type base type A, we add a new object A and its corresponding strictly associative
products to a Regular Lawvere Category. The type definition is seen as an extension to the signature
and new arrows are adjoined, the existence of an initial algebra follows. Note that polynomial types
exclude the definition of higher order types T' — T

Two important points must be taken into consideration: as in AOP, types are always defined over the
category of maps of a given tabular allegory. Recall that for an allegory R and a category M ap(R) the
notion of product and coproduct don’t coincide. We don’t make claims such as M ap(R) has coproducts.
Indeed, we will only claim that coproducts exists for selected objects based on the type definitions
provided for the user.

DerintTION 10.2 (Polynomial Functor). A functor F' built from constants, products and coproducts
is said to be polynomial.

DerintTioN 10.3 (Type Declaration). A type declaration is a construction of the form:
;- data Type = C1 | ... | Cyn.
where each C; is of the form f(Types, ..., Typesm).

Some examples are:

:- data Nat :- o | s(Nat).
:- data TermN :- 1(T, Nat).
:- data List :- nil | cons(T, List).

Now we define the effect of type declarations in the semantics.

DeriniTION 10.4 (Type Completion). For a type declaration Type = Cy | - - - | C,, we enrich the
generating Lawvere Category of the Program as follows:

We add a new object T'ype.

For each C; = f(Types,...,Typey), we add an arrow f : N — Type.

We add an arrow castrype : Type — T.

We define a polynomial (bi,tri) functor Fryy,. : C — C representing the structure of the type.

We assume the data constructors occurring in type definitions to be disjoint. Otherwise the compiler
should emit a name-clash error.

For instance, the N at example will add the object Nat and the arrows 0 : 0 — Nat and s : Nat —
Nat. The functor Fy; is defined on types as Fyq,tA = 0 + A and on arrows as Fyq:f = [ido, f].
The initial algebra for Nat is anat : Fnat — Nat = |o, s].
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FIGURE 10.1. Jugdments for Type-Checking and Arrow Adjustment

The initial model of the Regular Lawvere Category is extended to interpret data types to the
corresponding subset of 7x.. The arrow castrype is then the inclusion of the signature of the type inside
the general signature of the program. We may annotate predicates with types:

DerintTION 10.5 (Type Annotation). A type annotation is a construction of the form:
:- pred M : (Typei,...,Typen).
If a predicate p is not annotated it is assumed to be of type TN, where N is the arity of p.

Type Checking: We type-checking could be defined over the Prolog source code, as in [Hill and Lloyd,
1994, Mycroft and O’Keefel |1984].

However, we want to profit from the categorical framework and extend our approach to type-
inference, so the procedure we present uses the unmodified translation procedure of the previous chapter
to produce ill-typed arrows as the result of the translation.

Then, the judgment system in Fig. [T0.T|checks and rewrites ill-typed arrows until we get a well-
formed arrow or a type-checking failure.

A judgment I' - R = S : T means that S has type 7" and that S was replaced for R in the original
arrow. In the rules, we write T for the type base type interpreted as 7s;. The main action for fixing
arrows is adjusting the types of the projections to match their intended type. The environment I" is built
from type declarations and annotations, and checked for conflicting data constructors.

Type Casting: For every type A, a casting predicate cast 4 : (A x T') exists, whose only purpose is to
allow the programmer to call existing predicates with the representation of a term. Operationally, the
cast predicate is equivalent to = and its tabulation is based on the cast 4 arrow.

Operational Behavior: Operational semantics and pullback algorithms don’t need any modification, as
type-checking is performed at compile time.

10.3. Functions and Functional-Logic Programming

The basic primitive in categorical semantics is the arrow, which is seen as a function in many
categories, where arrow composition corresponds to function composition. Indeed, a models for a RLC
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is a functor to Set, where arrows stand for functions, so it is a natural step to enrich our semantics with
functions.

In order to illustrate some of the advantages that category theory brings, we briefly compare our
proposal with other attempts to incorporate functions to Prolog whose semantics don’t fully capture the
intended addition.

A good example may be the addition of functional notation to Prolog implemented by source code
transformation, as defined in [Casas et al.,[2006]. In that approach, a function

f(a) := Db
is translated to the predicate
f(a,b).

£ has a formal semantics as a predicate, but that semantics doesn’t formally capture the fact that the it
is a function, that is to say, VX.3!Y. f(X,Y"). On the other hand, analyzers and compilers are missing
the information that £ is a function, and cannot optimize accordingly. Some paradigms like Functional
Logic Programming address some of the semantics problems, but they usually come at the cost of losing
compatibility with existing Prolog programs.

In the semantics level, the first question to explore is what exact notion of function do we want? If
we do not want to extend our notion of model, a function in our program will correspond to an arrow in
Set, which represents a total function.

We will maintain the computation theory of the function separate from the categorical theory in
order to simplify the presentation, but as long as the reduction theory is algebraic, extending a Regular
Lawvere Category to capture it would pose no problems to our semantics.

In this proposal we omit exponential objects, limiting functions to range over the polynomial types
defined in Sec.[T0.2] Making our category cartesian closed is something we cannot do straightforwardly.
First, the undecidability of higher-order unification [Goldfarb, |I981]] means that our pullback procedure
would become very complex, and of course, undecidable. However, in our opinion a restricted notion of
exponential object is desirable and we have plans to incorporate it. We discuss our ideas in Sec. [T0.6]

Note that the semantics accommodates composing functions directly with predicates:

M A
S YN
A < R > A < ! - B

but we don’t have plans to define a syntax for that. However, using our semantic framework for Functional
Logic Languages like Curry [Braliel and Christiansen, 2008, |Hanus et al.,|2003]] and Toy [Lopez-Fraguas
and Sanchez-Hernandez, [1999] seems appropriate, although we need to define our restricted notion of
exponential object prior to obtaining an allegorical semantics for them.

We first discuss the addition of total computable functions, to proceed to discuss the use of partial
computable ones.
Syntax: Functions are incorporated to programs using a new := predicate. For instance, given the
(primitive) function + : N x N — N we may write:

p(X) - Y := +(3,3), q(X,Y).

The tabulation of the X := £ predicate is

131



Yes No
Instantiating | Narrowing | Residuation
Call by Value | Strict Lazy

FiGURE 10.2. Approaches to Function Reduction in the Presence of Free Variables
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FiGure 10.3. Extended Arrow Normalization for Strict Evaluation

where €v is a new special operation ev : 7' — T marking the term as a function. Models identify this
arrow with the semantics of the identity arrow.
The translation of p is then:

Iz; (my, ma, (123, 125 3); 4); (idy x =) Wi Wi I

What role does ev play in the pullback algorithm? Indeed, depending where we plug in its handling
rules we will obtain a lazy or strict evaluation strategy. For the rest of the section we assume that our
functions are partial computable ones. In this case, the evaluation strategy [[Plotkin, [1975]] and the
behavior of the functions in the presence of free variables [Antoy et al.,|1994| Bonnier and Maluszynskil
1988]. Fig[10.2]become very important choices, as the same program will yield different results under
different strategies. Fig. [T0.7]illustrates the different choices available. A residuating strategy involves
significant challenges and we won’t consider it here.

How does a model look like when partial functions are evaluated under a strict strategy? The
functors now won’t target set, but the category of pointed sets, where each object has a distinguished
element | and composition of arrows is strict. Predicates remain modeled as subobjects of this pointed
category. If we use a lazy strategy, the target category for models would be a category with objects
C PO and arrows continuous functions.

Operational Considerations: In order to support lazy and strict instantiating strategies, we need to
modify the pullback algorithm to specially handle the function marker €v.

e Strict: Assume a strict evaluation relation for our functions —. Then, we extend the rewriting
system used for arrow normalization such that when a function is found, it will evaluate it.
The use of := triggers arrow normalization, obtaining an strict operational behavior. The
modified theory can be seen in Fig.[10.3]

For the example given previously, the state of the machine before the call to ¢ would be:

(m) (3 +3), [{m1,6);q]); W I3

In the implementation, the operator := will be compiled to a special instruction. It is not
needed to construct a term, calling the functional evaluator is enough.

e Lazy: We assume a small-step relation — 1, such that for a function definition like ones =
f(1,0nes) then ones — f(1,ones;ev). In this case, the normalization theory is not
modified and := wraps a function f to a term f;euv.
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We modify the pullback algorithm to call = whenever it needs to check equality for a
term f;ev. The following rules are added:

fiew =~ mo o= (S"[S(, fiev,h))
fiev = f = {g=fYusS|h) if fopgnf #m
In this case, the state of the machine prior to the call to g would be:
(m)[{(3 +3), [(m1,e0(3 + 3)); q]); W°; I3

10.4. Monadic Constructions

Our categorical model allows us to experiment by adding any particular structure to our semantics.
A very interesting possibility is the notion of monad [Eckmann, |1969], whose application to computer
sience [Moggil, [1991]], in particular to functional programming [Wadler, [1995] in order to differentiate
computations from functions has been very successful.

Our intention when using monads in logic programming is to allow the differentiation of a logical
predicate from a computational one, that is to say, a predicate whose proof may possibly involve some
side effects. Monads provide a representation for side effects within the logical model itself, in a
structured manner.

Without the use of exponential types in our categorical framework, very interesting monads are left
out. However some monads whose functor component is polynomial are still useful, and we think that
the discussion below will serve as a very useful reference for future work.

A monad over a category C is a triple (T, 7, u), where T : C — C is a functor, 1) : Id¢ — M (also
named return) and p : T2 — T (also named join) are natural transformations such that the following
diagrams commute:

T
734 HTA 124 TA M4 724 214 74
Tua l luA @, l“‘%
v
T?A —+ TA TA
Ha

Composition of monadic arrows f : A - TBandg : B — TBisdefinedas f;*g: A — TC =
f3;Tg; p. This composition operator ;* is called Kleisli composition. Informally, we may say that a
monad is a decoration of the codomain of an arrow. For any f : A — B, there exists a decorated
version f;np : A — T B. The operation ;* is then interpreted as the threading of a result through a
computation.

What is the relationship to our framework? In our setting, predicates are translated to arrows in an
allegory, also named relations. So far, we have interpreted predicates as coreflexive relations, so for
a predicate p of arity IV, the corresponding relation p has type N — N. Enriching our base Lawvere
Category with a monad 7', we may construct predicates with type N — T'N and replace conjunction —
that we interpret as composition — by the Kleisli composition.

Let’s see an actual example of a monad in our framework. The first component of a monad is a
functor 7. In Sec.[I0.2] we defined polynomial functors. Can 7 and y be defined for some of them? The
answer is yes. For instance, the functor M aybe A = 0+ A — recalls that 0 is the terminal object — can
be readily made into a monad with natural transformations n4 (f) = f; inr 4 and piaraybea (f) = [ido, f].
Another interesting monad is the Writer monad. Assume a list data type [T'], then Writer A = A x [T).
That is to say, we lift any type A to the product of A with a list of terms. We don’t support user-defined
monads, for we lack the necessary type system. The compiler has to provide them in a primitive way,
but we show a sketch of what a user defined version of the Writer would look like:

:- data Writer a = w (a X [Term]).
:- fun return_w : a -> Writer a
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:- fun bind_w : Writer (Writer a) -> Writer a

return_w(a) = w(a, [1).
join_w(w(w(a, L1), L2) ::= w(a, L1 ++ L2).
:- fun log_w : Term -> Writer <>

log_w(X) ::= w(<>, [X]).

Then, we may define a predicate using the monadic facilities:

:- pred do : Term -> Term.

do(a). do(b).

:- pred p : (Term X Term) -> Writer (Term X Term).
p(X,Y) :- do(X), do(Y), log(m(X,Y)).

The categorical translation is:
P = Io3; (w1, ma, (w1, ma); m); Wi doy Wi Woys doy W35 5 logus Iy

where W 3 = (3 x [T'erm]) and the non-trivial arrows are tabulated by:

& G
.&% 2o e “D )’v\y)
/ o %
o 2
3% 90 W3 w3 e 2W3 9

Using monads and types, we may structure Prolog programs allowing significant more code reuse and
abstracting from the underlying implementation of data types. The maybe monad may be very useful
for predicates that want to fail in a controlled fashion, whereas the reader and writer patterns turn global
read-only state and logging into modular and declarative features of Prolog.

Unfortunately, the state monad E] StateA = (S, A)® is not a polynomial functor. If we were to
extend the semantic framework, our pullback algorithm would face the problem of equalizing two arrows
f:C = (S,4)% g:C" — (S, A)°. We know of strategies for a first order encoding of (S, 4)7,
which would allow us to implement the state monad, but we feel that resorting to it would depart from
our fully-declarative spirit.

Despite the lack of an implementation strategy for monads whose functor lifts to an exponential
type, we can use them at the semantic level to reason about logic programs involving computations and
side effects within our allegories.

10.5. Related Work

There is a huge body of related work on most of the topics discussed in this chapter. The main
difference that the approach presented here has with many other approaches trying to integrate all those
features in Logic Programming is the use of a new semantic framework (3-allegories) which natively
supports them, and in addition, provides a clear guidance on their implementation.

Languages such as Functional Logic ones [Hanus et al. [2003} |Lopez-Fraguas and Sanchez;
Hernandez, 1999, [Somogyi et al.l[1996], Higher-Order ones [Miller et al.||1991], [Nadathur and Miller]]
and purely logic ones [Hill and Lloyd, [1994] break source compatibility with Prolog. In particular,
A-Prolog has a polymorphic type system [Kwon et al.,[1994] and higher-order support, allowing the
implementation of some monads [Bekkers and Taraul, |1995]].

Semantics for monadic predicates and data types in algebraic models for logic programming that
are based on indexed categories are discussed in [Lipton and McGraill, 1998, |Amato et al.,[2009].

Ciao Prolog [Hermenegildo et al.l 2011}, Bueno et al.,[1999] shares our philosophy of preserving
compatibility with existing Prolog programs. Their use of program analysis and transformation is very

Lthe TO monad is isomorphic to a state monad whose state is the whole world.
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interesting and it supports functions [Casas et al., 2006], a syntactic notion of higher-order program-
ming [[Cabeza et al.,[2004]] and regular types (similar to our polynomial functors). All those features
are implemented using desugaring to Prolog, so the underlying execution engine remains the WAM. A
new compiler for Ciao-Prolog that uses the analysis information generated by the Ciao’s preprocessor to
optimize the compilation process is being developed [Morales et al., 2006].

The approach used in [Bird and de Moor}|1996a] seems like a good path for extending our data-type
support.

Exploiting the relation between monads, continuations and Lawvere Theories [Hyland and Power,
2007, |Hyland et al.l[2006], the effects-handler style or programming proposed by Eff [Bauer and Pretnar,
2012} [Plotkin and Pretnar, 2009, [2008]] seems to be better suited to our semantic framework and Logic
Programming than Monads, which require exponential types and a notion of lazy evaluation.

Our framework also supports being extended with Deduction modulo [Dowek et al.l |[199§]], an
approach where deduction (and in this case resolution) is performed with respect to an equational theory.

10.6. Conclusions and Future Work

We have showcased some examples on how the categorical machine and algebraic framework of
Section [9] can be extended with declarative features. Constraint support, polynomial data types and
functions are presented in what we think is a mostly definitive form. Some design choices were made
based on our own experience with Prolog, but we are open to modifying them once we have a real
system and feedback from programmers arrives.

Regarding the constraints extension, the straightforward support for objects representing constraint
domains like N or R, and the way our semantics captures metatheoretical issues like variables and
substitution favors the development of algebraic specifications of constraint solvers. The modeling of
the full operational and denotational behavior of a constraint solver within our categorical semantics
seems feasible.

The incorporation of algebraic data types was done with two clear guidelines. First, we wanted to
remain fully compatible with standard Prolog programs, feature which needs the ability of mixing typed
predicates with untyped ones. We must support primitive types too. Second, we wanted the types be the
closest possible to the categorical formalism for data types pioneered in functional programming.

Given the versatility of the base data type 1", we may consider that our proposal includes a restricted
form of non-typed polymorphism; but we sought for proper polymorphism based on the Girard-Reynolds
isomorphism [[Wadler, 2007, Girard et al.,|1989].

Integrating higher-order types (i.e: exponential objects) is the most important priority for future
work. Due to semantic considerations, we must be careful in order to avoid problems with inconsistency
in the allegories used here. Division or power allegories are a candidate to be explored. Another
interesting possibility in the data type field is the automatic generation of type checking/instantiating
predicates as Ciao-Prolog does. In Ciao, a type predicate serves two purposes: type-checking and
element-generation, depending on a call with ground or free arguments. We think that initial algebras
will allow us to internally model this behavior. Supporting coalgebraic constructions [Komendantskaya
and Power, [2011bljal Jacobs and Rutten, |1997]] and types is also a possibility for future work.

For function support, our main line of work is the precise definition of the models for both strict and
lazy functions. Next, we plan to add an internal notion of function reduction. This enrichment will go
together with higher-order types, and surely implies that the machine will gain a new primitive beyond
relation composition: application. We are exploring what would be the best syntax to incorporate
functions to Prolog without altering the “flavour” of the programs so much that we have created a new
language.

An important challenge is the integration of residuating strategies. In residuation, we function
reduction is delayed until all their arguments are ground. While the categorical machine itself doesn’t
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have a problem to support this execution model, the denotational models for residuation are unknown.
We think that discussing how support them on our machine gives an interesting example of how we
can model less “pure” features. We may use a new definition for := such that for X := £(Y), we assign
(X, f(@(Y, f(X)))) to X and substitute (Y, f(X), X) for Y. Note that this substitution is performed
globally. So now, our variables may be of the form 7; or T(Y, f(X),Y). We need to may modify both
our pullback algorithm and arrow normalization to account for the new representation of variables.

In the implementation, we may accordingly replace memory cells representing variables with a
compound structure such that when a variable is instantiated it will check if the variables affecting the
function are already instantiated.

Monads whose functor component is a polynomial one are fully defined in this paper. However, as
we have seen in Sec.[10.4] the monads whose functor performs a lifting to an exponential object — like
IO and State — crucially depend on the incorporation of a true applicative notion to our model. In the
spirit of retaining a “logical” style of programs, we are wondering what syntactic sugar would be a good
match to the do notation used in Haskell.

Meta predicates like var and cut (!) may be added to our operational model very easily. In the first
case, var would consist checking if an arrow is a projection, where cut would discard elements of a
union. However, the standard model for our enriched Lawvere Category doesn’t support these notions.
We are studying what would be an appropriate notion of model in order to support these features in a
declarative way.
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CHAPTER 11

Evaluation

The work presented in this thesis is part of a wider initiative started in the early nineties to develop
relational semantics for logic and functional programming languages. Several key features distinguishes
our work:

e The focus on real world applicability, efficiency and compiler construction: Even when
working in deep theoretical issues, we never stopped wondering about the impact of any
change on the actual implementation.

o The logical interpretation of the relations: We never abandoned the philosophy advocated
by Tarski and Lipton in the equipollence theorem: the one to one correspondence of a
coreflexive relation and a first order formula.

o The use of constraints as core piece: The use of constraints simplified the presentation of
our theory, allowing us to compartmentalize quantifier elimination and proof search in the
semantics. This significantly eased the proofs and allowed us to present a much clearer picture
of the general scheme.

e The use of executable semantics: We strictly adhered to the principle that execution should
belong to regular reasoning. At some moments, we were tempted to abandon this approach,
specially when technical problems with the quasiprojections arose, but in the end our choice
to stick to this design choice payed great benefits.

The contributed relational semantics, including the operational part, turn out to be what we hoped
for, but efficient execution is not possible without resorting to — for us — unacceptable use of additional
meta-theory. Formalization of variables by quasi-projections implies that the number of variables in use
cannot be captured by the theory, condition sine qua non to achieve a declarative and simultaneously
efficient executable semantics. Thus, the original objective of using the theory of distributive relational
algebras in order to construct an efficient machine for Constraint Logic Programming couldn’t be
achieved.

However, that shortcoming had a huge positive impact: it forced us to replace quasi-projections
by projections, a simple change with deep implications. Ever relations became typed, and we ended
with an equational system almost equivalent to allegory theory. The work in categorical semantics was
very productive, and we obtained better results than we originally hoped for when switching to category
theory. Given that our expectations were surpassed we believe this work lays a solid foundation upon
more work can and should be performed.

Finding the right categorical framework for Constraint Logic Programming that would meet our
requirements was a hard task. But once achieved, we were surprised by its elegance and good properties.
Algebraic Data Types and strict and lazy functions were seamlessly added, with little or nil impact on
the original algorithm and categories. We just needed to add the needed structure and rules in a modular
fashion and everything fitted together perfectly.

The preliminary instruction set we derived was surprisingly close to the WAM! We consider that as
strong evidence that our design choices are the right ones with regards to efficiency. Some time ago,
we hoped that the efficient execution model derived from the executable semantics would provide a
radically different machine than the WAM. The opposite happened.
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This work ends at the gates of defining a compiler which should be fully competitive with more
mature ones. The big missing part is the optimization stage. We realized that the final design of a
particular instruction set inspired by this semantics couldn’t be done without taking into account the
optimization stages. In light of that, we choose to stop the work of this book here. However, we have
built several prototypes of a compiler and machine and have gained significant experience towards future

work.

How the relational calculus can help in program transformation and optimization was comprehen-
sively studied in [Bird and de Moor, |19964], but in our opinion, building a real program optimizer using
the calculus of relations won’t be easy. Our work constitutes a step in that direction, but the full work is
enough material for another dissertation.

We comment on the technical contributions:

Relational theory for the formalization of Constraint Logic Programming: The relational
formalization of Constraint Logic Programming is elegant and has attractive properties.
However, computation over it is more complex than wanted and we prefer the categorical
approach used in the second part. On the other hand, the work carried out here brought some
ideas on how to develop a modified notion of rewriting that could fix the main problem.
Translation procedure for Constraint Logic Programs: The translation procedure is straight-
forward and is the right base to build a verified compiler.

Algebraic operational semantics for SLD: We should explore how to extended the presented
semantics with algebraic constraint store operators.

Rewriting system for SLD proof search: The definition of the rewriting system includes
a few ideas on how to handle lack of confluency when rewriting relations, one of the main
problems when trying to compute in a relational theory.

Proof of operational equivalence: The proof is very detailed and a candidate for mechaniza-
tion.

Algorithm for first order unification: The work here is very interesting and very good
example of the problems faced when trying to compute in the pure relational calculus. The
most revealing discovery of the work is the use of two notions of normal form for terms, one
for outlining properties of the domain and the other for the “inspection” of the codomain.
This is in contrast with standard calculi that enjoy a unique notion of normal form.

Regular Lawvere Categories: The concept of Regular Lawvere Categories is an idea of Prof.
Lipton, further developed by me. They are a simple, but extremely useful notion given the
regular nature of the category of maps of a tabular allegory.

Y-Allegories: Instead of requiring tabular distributive allegories for the semantics of CLP
programs, we built the weakest categorical structure needed for an adequacy theorem. The
partial-tabular nature of X.-allegories constitutes an interesting notion from the logical point
of view and is an example of “just the required structure” approach.

Translation procedure to >-allegories: The translation of a CLP predicate to an arrow is an
interesting example of how to profit from the denotational semantics for program optimization
and simplification. Using the relational laws, we get rid of any intersection in a translated
predicate, allowing our allegorical machine to be based just on relation composition and
greatly simplifying it.

Notion of computing using categorical diagrams: The jump from the mathematical world of
category theory to the world of computation involves significant challenges. Fully-equational
representation of categories is not always possible, or involves complex tricks. Simple
categorical identities like i¢d; f = f may have extreme computational importance, and the
diagrams for ¢d; f and f are completely distinct from a computational point of view.
Algorithm for pullbacks computation in Regular Lawvere Categories: The algorithm is
an elegant and efficient implementation of unification with renaming apart. In the case of
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Regular Lawvere Categories, the proof of correctness is easy, but for more complex structures,
universal properties of diagrams will play a fundamental role. A very interesting point is
how the specification of the algorithm plus a specific interpretation of arrows and objects
practically leads to a canonical instruction set.

Categorical Machine for CLP: The most interesting bit of the categorical machine is the
idea that a state corresponds to a diagram. Then, thanks to reasoning with diagrams we are
able to use a convenient representation, closely matching the standard operational semantics
for CLP. The proof of equivalence and the specification of the machine itself becomes much
simpler.

Notion of "memory'' diagram: As originally defined, the categorical machine fully cap-
tures the number of free variables in a particular state of program execution, but memory
requirements for the terms itself are not. By imposing a normal form condition over the
diagrams, we obtain states that fully capture the memory layout of the real machine. The
downside here is that we must add a deref operation to the pullback algorithm.

Algebraic Data Types: The addition of algebraic data types was straightforward and didn’t
pose a particular challenge. However, in order to remain compatible with Prolog we had
to develop some type inference. Instead of working with a representation of the original
CLP program, we developed our type inference specification using a notion of pre-arrow,
where composition may not be well defined. Then, the type inference engine tries to rewrite a
pre-arrow in order to reach a real arrow. If it is not possible to form and arrow, the algorithm
fails and the program doesn’t type check.

Strict and lazy functions: It was very surprising how few changes we had to make in order
to accommodate functions into our framework. We think this contribution is in need of more
development, we accordingly comment on the future work section.

What would I have done differently? 1 would use the categorical approach from the start, but the failure
of the untyped relation algebra to provide an efficient execution model was almost impossible to predict.
If T were to start today a project similar to this I would plan and design it so that all the proofs and
definitions would be carried out in a theorem prover like Coq, Isabelle or Agda.

11.1. Scientific Results

The work of this thesis has produced the following papers. I am the principal contributor in all of

them.

Short Technical Report:

Emilio Jests Gallego Arias, James Lipton, and Julio Marifio. Extensions to Logic Program-
ming in Tabular Allegories. Technical Report, May 2012

Journal paper:

Emilio Jesus Gallego Arias, James Lipton, and Julio Marifio. Logic Programming with a
Relational Machine. Submitted.

Conference paper:

Emilio Jests Gallego Arias, and James Lipton. Logic Programming in Tabular Allegories.
Accepted. Technical Communications of the ICLP 2012, LIPICS series.

Journal paper:

Emilio Jests Gallego Arias, James Lipton, Julio Marifio, and Pablo Nogueira. First-order
unification using variable-free relational algebra. Logic Journal of IGPL, 19(6):790-820,
2011.

Conference paper:

Emilio Jests Gallego Arias, Julio Marifio, and José; Marfa Rey Poza. A generic semantics for
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constraint functional logic programming. In Proc. of the 16th Int’l Workshop on Functional
and (Constraint) Logic Programming (WFLP 2007), 2007.

o Conference paper:
Emilio Jests Gallego Arias and Julio Marifio and José Maria Rey Poza A proposal for
disequality contraints in Curry Electr. Notes Theor. Comput. Sci., 177:269-285, 2007.

o Conference paper:
Emilio Jesis Gallego-Arias and Julio Marifio. An overview of the Sloth2005 Curry system. In
Michael Hanus, editor, Workshop on Curry and Functional Logic Programming, ACM press,
2005.

In addition to publication, the work carried out in this thesis has been part of the following research
projects:
e DESAFIOS10 (Desarrollo de software de alta calidad, fiable, distribuido y seguro) Reference:
TIN2009-14599-C03-00.
¢ PROMETIDOS (PROgrama de METodos rIgurosos de DesarollO de Sofwtare de la Comu-
nidad de Madrid) Reference: P2009/TIC-1465.
e DESAFIOS (Desarrollo de Software de Alta Calidad, Fiable y Seguro) Reference: TIN2006-
15660-C02-02.
e PROMESAS (Programa en métodos para el desarrollo de software fiable, de alta calidad y
seguro) S-0505/TIC/0407.
e SOFFIE (Software Fiable y Extensible de Alta Calidad) Reference: TIC2003-01036

11.2. The Prototype Implementation

The key goal of this work was to build a real-world compiler. Indeed, two prototypes were built
during the development of the theoretical work. Both compilers are written using Haskell and are
directly implement the translation and operational semantics defined in this book. They are available
online: http://babel.ls.fi.upm.es/projects/ram.

The first prototype was based on the pure relational calculus version and helped to laid out the final
treatment of constraints. However, soon it became clear that some typing information was needed in
order to build an efficient implementation.

The second prototype was a modification of the first one to use categorical arrows as intermediate
code. However, soon after work started that prototype was deemed obsolete by the implementers. As
good as Haskell is as a practical declarative programming language, we have no hope of building a fully
certified Prolog compiler using it.

With this new requisite in mind, we have started to implement a new compiler from scratch in the
dependently-typed programming language Agda, that not only directly supports all the definitions and
proofs used in this work, but indeed is able to certify its translation procedure by including a version of
the equipollence theorem. Indeed, when a logic program is compiled by this compiler, both a relational
term and a proof of logical equivalence is produced.

While the two previous prototypes may bear some historical interest and may be useful for students
or Haskell programmers, we do not find them worthy of research interested more than mentioning their
existence and the crucial role the feedback played in the development of this work.

11.3. Future Work

We may distinguish four lines of further work. First, we think there are open questions about
computing modulo the theory of distributive relation algebras. The work here proves that rewriting,
or even other forms like [Dougherty and Gutiérrezl, 2006] are difficult to control in the light of such
arich theory. However, the use of deductive, constraint or uniform systems may allow a much better
control over relational computation. In all cases, efficient computing of constraint solving algorithms
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will require some form of additional meta-theory beyond equality, but it may be well the case that this
enrichment is worthwhile and can be considered declarative.

As a second line of future work, the categorical semantics may be improved in several ways.
Regarding the structure of the 3-allegories, internalization of the fixpoint operator is a priority. Extension
of our Regular Lawvere categories to Pre Logos is open work, and will make ¥-allegories tabular.

Full support for Monads and Higher-Order functions will require a notion of exponential object.
This will allow us to fully interpret Functional Logic Programming in our framework. However,
such extensions must be done with care, as naively adding exponential types may create consistency
problems. A notion of exponential object will undoubtedly extend the categorical machine beyond
relation composition. A notion of application will be needed.

The use of impure features in LP is widespread. The theory of allegories has no problem supporting
them, at the expense of losing the standard set-theoretical models. Metapredicates like var, if directly
accommodated will break the associativity of composition. The categorical approach of enriching our
category with a non-associative notion of monoid may be the solution to model these kinds of primitives.
Then, the image of a functor acting as a model of our ¥ — ®-categories would a non-associative algebra
or tree. A similar approach may be used for denotationally modeling difficult features like residuation.

This work serves as use example of the internal logic of categories for programming language meta-
theory formalization. Building a logical framework based on such internal logic may be a worthwhile
goal.

Extending the paradigm of Constraint Logic Programming constitutes the third line of future
work. By allowing the programmer some access to modify the underlying theory, custom definition of
proof search strategies by algebraic laws may be incorporated into Prolog. A study of what particular
extensions would suppose a greater benefit for the Prolog programmer is not well known. Syntax for the
extensions needs more work.

The last line of work is fully centered on the categorical machine and compiler. While the execution
model presented here is quite efficient, more work is needed to be really competitive with real imple-
mentations. The derivation of the instruction set from the categorical algorithm must be formalized
and proven correct. Two optimizers must be designed and implemented: a relational optimizer and
a peephole optimizer for instructions, which will generate abstract machine code competitive with
WAM-based implementations.
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