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Abstract

Crucial information that can empower users with competitive information to achieve socio-
economic development lies hidden in big data. Pattern mining aims to discover this
needy information by finding user interest-based patterns in big data. Unfortunately, exist-
ing pattern mining libraries are limited to finding a few types of patterns in transactional
and sequence databases. This paper tackles this problem by providing a cross-platform
open-source Python library called PAttern MIning (PAMI). PAMI provides several algo-
rithms to discover different types of patterns hidden in various types of databases across
multiple computing architectures. PAMI also contains algorithms to generate various types
of synthetic databases. PAMI offers a command line interface, Jupyter Notebook support,
and easy maintenance through the Python Package Index. Furthermore, the source code
is available under the GNU General Public License, version 3. Finally, PAMI offers several
resources, such as a user’s guide, a developer’s guide, datasets, and a bug report.

Keywords: Big data, data science, data mining, machine learning, artificial intelligence,
pattern mining, open-source

1. Introduction

Big data is ubiquitous. Useful information that can help end-users achieve socio-economic
development lies hidden in this data. Pattern mining (Agrawal et al., 1994; Luna et al.,
2019; Kaushik et al., 2023) is a key knowledge discovery technique that aims to find the
needy information by discovering user interest-based patterns in big data. In the literature,
researchers presented several open-source data mining libraries (e.g., WEKA (Witten et al.,
2011), Mahout (Mahout, 2020), Knime (knime, 2022), RapidMiner (RapidMiner, 2022),
MLxtend (Raschka, 2018), and Orange (Borondics, 2022)) to perform a wide range of data
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mining techniques. Unfortunately, these generic libraries offer a limited set of pattern-
mining algorithms that mainly focus on finding frequently occurring patterns in a binary
transactional database. Specialized pattern mining libraries, Coron (Couceiro, 2022) and
LUCS-KDD (Coenen, 2022), though offer a slightly more comprehensive choice of pattern
mining algorithms, they are no longer in active development. The source code of Coron
is not public, and one cannot use the LUCS-KDD source code for commercial purposes.
SPMF (Fournier-Viger et al., 2014; Fournier-Viger et al., 2016) is another specialized pat-
tern mining library that provides a wide range of pattern mining algorithms. Although this
library is currently developing, it focuses mainly on developing sequential algorithms to find
frequent patterns in transactional and sequence databases. Since the algorithms in SPMF
are available in Java, its maintenance at the user-end is a bit difficult and, more importantly,
challenging to integrate with the existing Python-based machine learning libraries, such as
TensorFlow (Abadi et al., 2016) and Sklearn (Pedregosa et al., 2011). In this context, an
open-source Python library, PAttern MIninig (PAMI), has been developed with a critical
focus on seamless data communication across different machine learning libraries. PAMI
provides over 70 different algorithms for pattern mining. These algorithms cover a wide
range of patterns (e.g., frequent patterns, periodic-frequent patterns, high utility patterns,
geo-referenced frequent patterns, uncertain-frequent patterns, and fuzzy-frequent patterns)
found in various database types (e.g., transactional databases, temporal databases, utility
databases, uncertain databases, and fuzzy databases) across the heterogeneous computing
architectures (e.g., CPU-based, GPU-based, and parallel algorithms based on the map-
reduce framework). Implementations of several of these algorithms are available only in
PAMI. A distinctive feature of PAMI is that it offers over 20 algorithms to find periodic
patterns in temporal, spatiotemporal, time series, fuzzy, and uncertain databases. To our
knowledge, PAMI is the only dedicated Python library available for pattern mining pur-
poses.

2. Architecture

PAMI is written in camel casing and follows a hierarchical structure. The first level is the
library name, i.e., PAMI. The second level is the conceptual (or theoretical) model of a pat-
tern (e.g., frequent, correlated, and periodic patterns). The third level is the type of pattern
(e.g., all, maximal, closed, and top-k patterns) discovered from the data. The fourth level
contains the names of mining algorithms. Thus, we can import an algorithm in PAMI using
the following syntax: import PAMI.theoreticalModelOfPattern.patternType.algorithmName.
For instance, a statement import PAMI.frequentPatterns.basic.fpGrowth imports the basic
frequent pattern mining algorithm called FP-growth (Han et al., 2000). Besides mining
algorithms, PAMI includes additional procedures for generating synthetic databases, con-
verting data frames into various forms of databases, and visualizing patterns.

Currently, the algorithms provided in PAMI facilitate the users to discover 27 different
types of interesting patterns (see Figure 1) in the following six types of databases:

1. Transactional database: Let A = {A1, A2, · · · , An}, n >= 1, be a set of binary
attributes (or items). Let Ti ⊆ A, i ≥ 1, be a binary transaction. A transac-
tional database, denoted as TDB, is an unordered collection of transactions. That is,
TDB = ∪mk=1Tk.
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Figure 1: Different types of algorithms available in PAMI

2. Temporal database: A temporal transaction, Ti, is a pair containing a timestamp
and a set of attributes. That is, Ti = {ts, Â}, where ts ∈ R+ represents timestamp
and Â ⊆ A is a set of items. A temporal database, denoted as TempDB, is an ordered
collection of transactions. That is, TempDB = ∪mk=1Tk.

3. Spatiotemporal database: If every attribute in a temporal database carries spatial
information, we call that database a spatiotemporal database.

4. Utility database. Let UTi = ∪np=1V Ap, where V Ap ∈ R+ represents the value of an
attribute Ap in a transaction Ti. A utility database, denoted as UTDB = ∪mk=1UTi.
In other words, a utility database is a non-binary transactional database in which
each attribute contains a real-valued number.

5. Fuzzy database. A fuzzy database, denoted as FDB, is generated by transforming
a utility database using a set of fuzzy functions. That is, FDB = F (UTDB), where
F (.) is a fuzzy function and UTDB is a utility database.

6. Uncertain database. An uncertain database, denoted as UCDB, is a transactional
database where every binary attribute in a transaction is associated with a probability
value ranging between 0 and 1.

3. Using PAMI

PAMI is implemented in Python 3.6 and is cross-platform. The source code of PAMI is
made available through GitHub. The execution code of PAMI is made available through
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the Python Package Index (PYPI) so that users can easily install, update, or delete our
library using the ‘pip’ command. Figure 2 presents the inputs and outputs by which the
users can interact with a pattern mining algorithm available in PAMI.

Figure 2: Inputs and outputs of a pattern mining algorithm in PAMI

The PAMI documentation and Jupyter Notebooks provide basic and advanced exam-
ples of executing an algorithm. The users can execute the algorithms in PAMI through
a terminal, Jupyter Notebook, or an Integrated Developer Environment (IDE). The users
can store the patterns an algorithm generates in a file or a data frame for further process-
ing. Executing an algorithm is just a few lines of code. The source code of each algorithm
also contains a sample program detailing how to execute the corresponding algorithm. For
example, the following code runs the FP-growth algorithm on an input file with its min-
imum support parameter set to 0.1. (The T10I4D100K.dat file can be downloaded from
http://fimi.uantwerpen.be/data/)

from PAMI. f r equentPatte rn . ba s i c import fpGrowth as a lg
#I n i t i a l i z e
obj = a lg . fpGrowth ( i n p u t F i l e =‘T10I4D100K . dat ’ , minSup=0.4)
#Mine
obj . mine ( )
#Save
obj . save ( ’ pa t t e rns . txt ’ )
p r i n t ( ’ Runtime : ’+s t r ( obj . getRuntime ( ) ) )
p r i n t ( ’Memory : ’+s t r ( obj . getMemoryRSS ( ) ) )

The users can easily integrate our source code into other Python programs as each
algorithm exists in its sub-package. More importantly, using data frames in our library
facilitates the pipelining with other machine learning libraries, such as TensorFlow and
Sklearn. We also provide over 40 large databases (Kiran, 2022) that can be used with
the algorithms offered in PAMI. Furthermore, this library can be beneficial for educational
purposes (say, teaching data mining courses) or evaluating algorithms’ performance. Finally,
the website also provides information on how the output of various machine learning libraries
can be pipelined into PAMI to discover needy information.
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4. Conclusion

PAMI is a fast and comprehensive Python library for various pattern mining tasks. It
contains over a hundred algorithms covering a broad spectrum of pattern mining tasks in
heterogeneous computing environments. The algorithms in PAMI can be executed on a
terminal, Integrated Developers Environment, or Jupyter Notebook. PAMI can seamlessly
integrate with other machine learning libraries. Therefore, PAMI is a potentially indispens-
able toolbox for data mining and machine learning. Future versions of PAMI intend to
support data streams, sequence data, and graphs.
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