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A visit to the Hawaiian Islands is 
not complete without 
experiencing a luau - a Hawaiian 
feast featuring lively music and 
vibrant cultural performances 
from Hawaii and greater 
Polynesia. In ancient Hawaii, a 
feast to celebrate special 
occasions was called an ahaaina, 
aha meaning gathering and aina 
meaning meal. Celebrating...

A visit to the Hawaiian Islands is not 
complete without experiencing a 
luau - a Hawaiian feast featuring 
lively music and vibrant cultural 
performances from Hawaii and 
greater Polynesia.

In ancient Hawaii, a feast to 
celebrate special occasions was 
called an ahaaina, aha meaning 
gathering and aina meaning meal.

King Kamehameha II marked a 
new era by ending traditional 
practices in 1819.

Luau, which refers to the taro leaf, 
was frequently served at these 
special feasts as well as a number 
of other dishes.

Figure 1. We present a method for automatically generating audio-visual slideshows from a text article by identifying representative concrete phrases
from the text and searching for visuals that match these words. Left: Original text article. Right: Visuals selected by our system based on the concrete
words (red) in each sentence. The text is automatically turned into voiceover speech, and the visuals are timed to appear whenever the first concrete
word appears in a sentence.

ABSTRACT
We present a system that automatically transforms text arti-
cles into audio-visual slideshows by leveraging the notion of
word concreteness, which measures how strongly a word or
phrase is related to some perceptible concept. In a formative
study we learn that people not only prefer such audio-visual
slideshows but find that the content is easier to understand
compared to text articles or text articles augmented with im-
ages. We use word concreteness to select search terms and find
images relevant to the text. Then, based on the distribution
of concrete words and the grammatical structure of an article,
we time-align selected images with audio narration obtained
through text-to-speech to produce audio-visual slideshows.
In a user evaluation we find that our concreteness-based al-
gorithm selects images that are highly relevant to the text.
The quality of our slideshows is comparable to slideshows
produced manually using standard video editing tools, and
people strongly prefer our slideshows to those generated using
a simple keyword-search based approach.
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INTRODUCTION
Effective writing doesn’t just tell a story; it paints a picture.
It draws on familiar visual concepts to communicate imagery
through text. In psycholinguistics, this evocative quality of
language is often discussed in terms of concreteness, which
measures how strongly a word or phrase is related to some
perceptible concept. For example, the word “ladybug” is
considered relatively concrete—it elicits the image of a small
red insect, decorated in a distinct pattern of black dots. In
contrast, the word “reassurance” is not very concrete; one
may have a firm grasp of its meaning but no clear strategy for
conveying it in a game of Pictionary.

Psycholinguists have tied the concreteness of language to the
memorability of text, highlighting the important role that it
plays in effective writing [20, 40]. However, for concrete
language to be effective, it needs to refer to concepts that are
familiar to the reader. This can pose a challenge: how is an
author to know, for instance, whether readers have ever seen a
ladybug before? One strategy is to augment text with images.

Visual content can be used to enhance written information
in many ways: photos emphasize salient moments in news
stories, maps illustrate directions, film brings scripts to life,
and diagrams make it easier to understand educational arti-
cles. Audio-visual media can further support engagement with
content by displaying images organized in time with specific
portions of the text and can aid in longer term recall of details
and emotional engagement with content [31, 8]. Through a
formative study in which we compare informational articles
presented in three different formats (text-only, text with im-
ages, and audio-visual slideshow), we find that people not only
prefer audio-visual slideshows but also find the content easier
to understand compared to the other two formats. Unfortu-



nately, creating such audio-visual multimedia content requires
authors to work with imagery and sound, which can demand
significant effort, time, and skill.

To address this problem, we present a system that leverages
concreteness in written language to transform informational
articles into audio-visual slideshows automatically (Fig. 1).
The input to our system is an existing text article. We obtain
imagery relevant to each sentence in the text by analyzing its
grammatical structure, identifying the most concrete words,
and then using these words as search terms to find relevant
images from image search engines. We then apply text-to-
speech [4] to convert the article into a voiceover and time-
align the imagery to appear at the appropriate point within the
resulting speech.

We demonstrate the effectiveness of our approach by generat-
ing audio-visual slideshows (ranging from 20 to 131 seconds)
for short text articles (ranging from 3 to 23 sentences) from
a variety of domains, including Wikipedia articles and pop-
science articles. For these articles it takes between 2 and
10 minutes to generate audio-visual slideshows using our ap-
proach, with most of this time dominated by downloading
images and rendering the slideshow with zoom and pan ef-
fects. In a user evaluation we find that our concreteness-based
algorithm selects images that are highly relevant to the text.
The quality of our slideshows is comparable to slideshows
produced manually using standard video editing tools, and
people strongly prefer our slideshows to those generated using
a simple keyword-search based approach.

RELATED WORK
We build on two major areas of related work: (1) text-based
video editing tools and (2) automatic visualization of text.

Text-based video editing tools
There are a number of commercially available tools that trans-
form text into videos. These range from fully automatic work-
flows, such as Article Video Robot [1], which takes a web
URL of a text article as input and outputs a slideshow con-
taining templated graphics and images from the original text
article, to hybrid tools like Wibbitz [6] and Magisto [5], which
automatically arrange and edit user-provided video clips and
images. These tools use generic clip art and animation or re-
quire the user to provide visual content for the text. In contrast,
we take a fully automatic approach and obtain relevant images
from the web and edit them into an audio-visual slideshow.

Instead of creating new videos, some tools leverage text doc-
uments to make the task of browsing and navigating existing
videos easier. This makes possible formats, such as video di-
gests [42], that provide skimmable text summaries of narration-
heavy videos. Similarly, Visual Transcripts [46] automatically
generate readable notes from lecture videos and their corre-
sponding transcript. SceneSkim [41] aligns multiple docu-
ments, such as captions, scripts, and plot synopses, to make it
easier to browse and search movie content by a broad set of
metadata.

Text-based tools can also facilitate video editing. Some of
these tools make use of metadata, such as user annotations,

sentiment, and camera shot type, to enable authors to match
video clips to the appropriate points in scripted dialogue [32]
or voiceover narration [51]. Other work has explored letting
users edit talking-head video by performing cut, copy, paste,
and more recently, insert operations, on the text transcript to
edit video [11, 21]. Some tools also analyze the input video to
identify where, for example, the speaker is quiet or still and
visualize this information in the transcript text to help users
manually segment the video for editing [14, 49]. Another
approach is to create scaffolded, template-based systems with
less automation and more user involvement to help users create
videos [29, 9]. Rather than selecting or editing salient portions
of visual content already provided by the user, we propose
a system that gathers new visual content for generating an
audio-visual slideshow from text. We also use plain text that
does not require structure or human annotations. Also closely
related to our work, B-Script [25] helps video editors insert
supplementary b-roll content into talking head videos using
their transcript. B-Script uses a mixed initiative approach, in
which the system suggests keywords in the transcript that the
user can use to query and select the specific b-roll to insert.
Our approach is fully automatic both for selecting the images
and time-aligning them to the audio narration.

Automatic text visualization
Prior work has shown that adding visual media to text can fa-
cilitate better understanding of the text content in many ways.
For example, combining images and text can disambiguate
between different interpretations of the text and highlight con-
tradictions through the use of juxtaposition [10].

Prior work has focused on techniques for using images to
summarize or enhance text for different applications. One
area of work in using images for summarization focuses on
synthesizing a single summary picture for a text using multiple
images [60]. This method defines the notion of “picturability”
as the extent to which a word can be drawn or a good image
can be found to represent the word. This work trains a model
to predict word picturability based on a small labeled dataset
(500 words). We use the notion of “concreteness” defined on a
much larger database (40K words), and we aim to illustrate the
entire content of the text rather than its summary. Combining
text and images has been used to generate news summaries
by computing the image saliency and relevance scores for
concepts, pictures, and sentences together [34]. Similar tools
for enriching textbooks with images have also been developed
by extracting and illustrating the main concepts from each
section of the book [7]. Multimodal summaries for complex
sentences have been generated by identifying main entities
in Wikipedia articles about people and events and finding
relevant imagery within Wikipedia [53]. Instead of extractively
summarizing an article, our approach augments the entire
text with images from the web. Many prior approaches for
combining text and images focus on static outputs (i.e., text
combined with photos), whereas we generate audio-visual
slideshows.

Also closely related, Videolization [27] takes Wikipedia arti-
cles as input and produces videos based on knowledge graphs.
This system is specific to Wikipedia and requires the input
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Figure 2. Three formats of the “Solomon R. Guggenheim Museum" example. For the text format breaks occur at each paragraph. For the text and
images format images accompany paragraphs of text. The slideshow is a 2-minute narrated video.

to adhere to the article structure enforced by Wikipedia. In
contrast, our system leverages linguistic structure to generate
the output and thus can construct a slideshow from a wider
variety of unstructured text documents. Our system analyzes
source text documents for psycholinguistic attributes (e.g.,
concreteness) and queries images from the web to illustrate
each sentence in the text. Although we focus on informational
texts, our approach is general and can be applied to a wide
range of texts. Our work focuses on general text articles and
creates full slideshows from text without additional user input.

FORMATIVE STUDY
Prior work on the effectiveness of multimedia content provides
various guidelines about when and how to use different media
formats, such as text, text with images, video, and animation,
to best convey information [8, 10, 31, 36, 37, 52]. However,
prior work provides mixed evidence about the advantages
(e.g., memorability, learning, engagement) and disadvantages
(e.g., distraction, confusion, improper pacing) of each format.
Therefore, we conducted a separate formative study to learn
how the presentation format of informational articles impacts
a viewer’s understanding and preferences.

We compared three formats: (1) text-only, (2) text with images,
and (3) audio-visual slideshows (Figure 2). We collected text
excerpts (200-350 words in length) from three informational
articles published in Wikipedia and How Stuff Works [58, 54,
15], covering topics from different areas (i.e., food, place,
health) that could be both entertaining and educational to a
broad audience: Solomon R. Guggenheim Museum [58], Jams,
Jellies, and Preserves [54], and Weighted Blankets [15].

The text only format simply contains the text excerpt from
the article. To create the audio-visual slideshow format, we
recruited 15 participants on UserTesting.com who indicated
they knew how to use video editing software. We provided
them with audio narration of the text excerpts, which was
generated using a text-to-speech service [4], and asked them
to create slideshows by incorporating relevant images from
publicly available image search engines. For our study we
selected the best example on each topic to use as the manual
comparison for that topic. To generate the text with images
format, we used the images that participants chose for the
slideshows, and placed them in a column to the right of the
text (Figure 2, middle).

Finally, to evaluate the three formats, we recruited 120 partici-
pants on Amazon Mechanical Turk. Each participant saw all
three article formats, but with a different topic for each article.
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Figure 3. Results from the formative study. Viewers preferred the
slideshow format over text-only and text with images. Viewers also
found content presented in slideshows easiest to understand.

We randomly assigned the ordering of the formats and topics
across participants. We asked participants about preference,
understandability and recall of facts in the article.

Figure 3 summarizes the result of our formative study. The
majority of the participants preferred the slideshow format
over the text with images or text-only format. When we asked
participants in which of the three formats they would like to
consume informational articles, 77 (of 120) chose slideshow,
compared to 36 who chose text with images and 7 who chose
text-only. The most common reasons for favoring slideshows
were ease of viewing and having multiple sources of informa-
tion (i.e., audio, text, and images) concurrently. Some viewers
also commented that slideshows were entertaining to watch.
Those who favored text with images liked being able to set
their own pace and being able to go back and forth between
different parts. Those who favored the text-only version liked
the simplicity of the format and did not feel the need for sup-
plementary images for the given topics.

As shown in Figure 3b, viewers also rated slideshows easiest
to understand (M = 6.2, SD = 1.0), followed by text with
images (M = 5.8, SD = 1.3), and then text-only (M = 5.7,
SD = 1.5). The differences were statistically significant (p <
0.01). Viewers rated the images presented in both the text with
images format and slideshows highly relevant to the content
(M = 5.2 and 6.0, respectively, on a 7 point Likert scale).

These results suggest that audio-visual slideshows can make
information easier and more entertaining to consume. People
also find audio-visual slideshows aid their understanding of
the content, especially when the images are relevant. We
use these study findings to motivate our automatic algorithm
that generates high-quality audio-visual slideshows from text
articles.



The White Mountains are a 
mountain range covering 
about a quarter of the state 
of New Hampshire and a 
small portion of western 
Maine in the United States. 
They are part of the 
northern Appalachian ...
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Figure 4. Our system takes a text article as input and generates an audio-visual slideshow. (Step A) First, we parse the text and segment it into sentences.
(Step B) Then, we obtain images for each sentence by computing a search query and using it with an image search engine. (Step C) We also generate
audio narration using text-to-speech. (Step D) Finally, we compose the audio-visual slideshow by time-aligning the images with the narration and
adding finishing effects.
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Figure 5. Three sub-steps are used to construct the search query (red
boxes) for an input text sentence. Compute concreteness score for each
word, and select all words and noun phrases with concreteness > 4.5
(sub-step 1). Add named entities (sub-step 2). Replace pronouns using
co-reference resolution (sub-step 3).

METHODS
The goal of our system is to generate an audio-visual slideshow
from a text article that represents the concrete information in
the text. Our process consists of four major steps (Fig. 4).
First, we break the text into sentences (step A). Since each
sentence usually contains its own independent idea, we choose
a single image for each sentence (step B). We use text-to-
speech to generate audio narration (step C). Finally, we time-
align the audio narration to the images and add final effects to
compose the audio-visual slideshow (step D).

The main contribution of our paper is our concreteness-based
method for obtaining appropriate images to represent each
sentence. First, we describe this part of our algorithm in detail,
and then, we explain how we compose the final slideshow
from the images and the audio narration.

Obtaining Images for Text Using Concreteness
Our goal is to obtain images from image search engines that
best represent the concrete information contained in each sen-
tence. To do so, we must compute an image search query.
There are different ways to generate a search query, such as
searching using the entire sentence or using a keyword selec-
tion algorithm. Our method uses the notion of concreteness to
select the words in the sentence that contain the main percep-
tual information. In our evaluation, we compare our approach
with a keyword-based selection method.

There are three sub-steps to compute the image search query
for each sentence (Fig. 5). We explain each step using an
example sentence from a text article about cows:

They are often raised in Kansas, near where farmers also
grow common wheat.

Sub-step 1: Concreteness
First, we look up the concreteness score for each word in the
sentence in a concreteness lexicon that contains human-rated
scores for 40K common words and compound phrases [13].
In this dataset words are rated on a scale of 1 to 5 based on
how easily a word can be perceived by one of the five human
senses. We select words with concreteness values above a
threshold τ , to form the initial search query. Empirically we
find that setting τ = 4.5 produces good results.

Although we obtain concreteness scores for each word in a
sentence, in some cases, we need to consider certain phrases
together, such as noun phrases and compound nouns. In our
example sentence, the words “common” and “wheat” should
be considered together as “common wheat,” where the adjec-
tive “common” is used to describe a type of “wheat.” We use
the spaCy dependency parser [24] to identify noun phrases and
compound nouns. If any word in the noun phrase or compound
noun is above the concreteness threshold, we add the whole
phrase to the search query. The search query for our example
sentence includes {“farmers”, “common wheat”}, since “farm-
ers” has a concreteness score of 4.54, and “common wheat”
has a concreteness score of 4.89 (Fig. 5, sub-step 1).

Sub-step 2: Named Entities
Although the concreteness lexicon covers a large number of
words, it omits many specific people, places, and organizations,
in which case the concreteness score is not defined. However,
such named entities usually represent a concrete idea so we
include them in the search term. We use the spaCy named
entity recognition tags to identify words that refer to people,
places, and organizations [24]. In our example sentence, the
word “Kansas” is not in the concreteness lexicon, but we add
it to the search query because it is a named entity. The search
query then becomes: {“Kansas”, “farmers”, “common wheat”}
(Fig. 5, sub-step 2).

Sub-step 3: Pronoun Replacement
Text articles often use pronouns to refer to concrete objects
across multiple sentences. In our example sentence the word
“they” is used to refer to “cows,” which appears in an ear-
lier sentence (“Cows are abundant in the Midwest”). To de-
termine what the pronoun is referring to, we use the pro-
noun coreference resolution method implemented by Neural-
Coref [59]. This data-driven NLP approach selects the most



likely reference-word in the text for each occurrence of a
pronoun.

If the concreteness score of the reference-word is higher than
the concreteness threshold, we add it to the search query for
the sentence that contained the pronoun. In our example we
add the word “Cows,” which replaces the pronoun “They.” The
final search query for our example sentence is: {“Kansas”,
“farmers”, “common wheat”, “Cows”} (Fig. 5, sub-step 3).

Special Cases
In certain special cases we augment or adjust the search query
to retrieve relevant images. If the search query includes du-
plicate words, we keep only a single occurrence. If a search
query contains a single word, we add the article title to provide
context and reduce ambiguity. When there are no concrete
words in a sentence, the search query may be empty. In this
case, we do not show a separate image for this sentence in
the slideshow; instead we continue to show the image from
the previous sentence. In rare cases in which the search query
for the first sentence of an article is empty, we pull the image
from the nearest sentence in the article that has a valid search
query. Figures 6 and 7 show several other examples of search
queries obtained using our method.

Image Selection
Once we have the search query, we use an image search engine
to obtain images for the slideshow. We have experimented
with several image search engines and decided to use Bing
Image Search [2] in our implementation. A good slideshow
contains images that are not only relevant, but also of high
quality. To obtain high-quality images, we apply several filters
in Bing Image Search to select images that have a minimum
resolution of 480 x 360px and a horizontal aspect ratio that is
close to 4:3, the target aspect ratio of our output slideshows.
We also filter out charts, diagrams, and images that contain
text since these types of images may contain information that
conflicts with the text narration [23]. We also use filters to
only retrieve photographs (vs. graphic designs). To avoid
watermarks, we remove stock images by filtering URLs of
common stock photo websites. Finally, we select the top
search result as the representative image for the sentence.

Slideshow Composition
Once we obtain the images to use, we compose the slideshow
by time-aligning the images with the audio narration and
adding finishing effects.

Audio Narration
We use the Google Cloud Text-to-Speech service [4] to gen-
erate the audio narration from the input text. Since the text-
to-speech service does not provide timing information, we re-
process the output audio through Google Speech-to-Text [3],
which returns per-word time-stamps. The speech-to-text result
may contain transcription errors. To find optimal alignment
between the input text article and the transcript, we use the
Needleman-Wunsch algorithm [38]. The output of this step
is audio narration of the input text with a time-stamp for each
narrated word.

Input Text #
Sent.

Mean
Search

Set
Size

Audio
Dur.
(sec)

Source

Autobahn 3 2.33 20 Wikipedia [50]
Border Collie 5 2.60 30 Wikipedia [55]
Evergreen 12 1.92 93 Wikipedia [57]
Food Allergies 5 3.80 25 HowStuffWorks [35]
Hawaiian Luau 9 1.78 66 GoHawaii [22]
Jelly, jam,& preserves 19 2.32 79 HowStuffWorks [54]
Mayonnaise 5 2.80 28 Wikipedia [56]
Moldy bread 11 1.55 43 HowStuffWorks [30]
Guggenheim 11 3.64 118 Wikipedia [58]
Sunburn 20 1.95 102 HowStuffWorks [47]
Symmetry 15 1.33 83 HowStuffWorks [44]
String Cheese 23 2.00 125 HowStuffWorks [48]
Weighted Blankets 16 1.94 131 HowStuffWorks [15]

Table 1. For each of the examples here we describe the length of the
input in sentences, the number of search terms we select, and the time of
the output video.

Time-aligning images to the narration
We time-align each sentence in the narration with the cor-
responding image. However, instead of placing the image
transition at the beginning of a sentence, we display the image
when the first word that is part of the search query for that
sentence is mentioned because showing an image too early
can be confusing.

We also avoid displaying images for a very short period of
time because such transitions can be jarring, and people may
not have enough time to understand the image. If the image
duration is less than 2 seconds, we remove the image and
extend the duration of the previous image.

Composition and Effects
To improve the visual quality and clarity of the slideshows,
we apply video effects and add captions. First, we resize
and crop large images to fit the slideshow dimensions (960
x 720px). To resize the image, we scale the image, keeping
the original aspect ratio, and then we crop to fit the target
size. For cropping, we use python-smart-crop [19], which
uses facial bounding boxes and feature detection to select the
best framing of an image for a desired output size. Finally,
for all image clips that span longer than three seconds, we
apply a zoom or pan effect. To do this, we detect the largest
facial bounding box or the most salient region in the image
using OpenCV [12]. If a face is detected, we zoom toward the
largest face. Otherwise, if the salient region is in the center
or occupies more than half of the frame, we zoom in toward
the center of that region. If the salient region is to the left,
right, top, or bottom of the frame, we pan from the opposite
direction toward the salient region. The zoom or pan speed
is based on the duration of the image clip. Finally, we add
captions at the bottom of the screen that display the original
text. This adds an extra modality of information and makes
the slideshows more accessible.

RESULTS
We have used our system to generate results for a variety of
different text articles (Table 1), including Wikipedia entries
and articles from HowStuffWorks. These inputs vary in length
from 3 to 23 sentences long, and the resulting slideshows are
20 to 131 seconds in length. Our system takes between 2
and 10 minutes to produce these results, and the vast majority



When heated with sugar in 
water, pectin gels, giving jam, 
jelly and preserves their 
thickness.

The di�erence between the 
three spreads comes in the 
form that the fruit takes.
+ Jelly, jam, and preserves

It is found in the cell walls of 
most fruit.

In jelly, the fruit comes in the 
form of fruit juice.

Jelly, Jam, and Preserves String Cheese

I mean, what exactly is string 
cheese and how does it get, well, 
stringy?

Some mozzarella purists say the milk 
has to come from water bu�alos that 
live in speci�c regions of Italy, but 
let's stay grounded in reality here.

So in a nutshell, string cheese is 
basically just super-stretched out 
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percent mozzarella cheese, it's not 
the same as the softer, smoother 
fresh mozzarella.

In 1926, he met artist Hilla von Rebay, who 
introduced him to European avant-garde art, in 
particular abstract art that she felt had a 
spiritual and utopian aspect (non-objective art).

Guggenheim completely changed his 
collecting strategy, turning to the work 
of Wassily Kandinsky, among others.

He began to display his collection to the 
public at his apartment in the Plaza Hotel 
in New York City.

As the collection grew, he established the 
Solomon R. Guggenheim Foundation, in 1937, 
to foster the appreciation of modern art.
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Figure 6. We use our system to generate videos for a variety of different texts. We show excerpts of results for articles on “Jelly, jam, and preserves”
and “Weighted blankets” from How Stuff Works and an article on “The Solomon R. Guggenheim Museum” from Wikipedia. Our system identifies the
concrete words (shown in red) in the sentences and retrieves relevant images for these different types of text.

It's 3 am. 

You're craving a peanut butter and jelly sandwich or 
maybe a grilled cheese.

You open the bread bag and the bread is blue with 
mold along one edge.

As you're trying to decide whether to throw the bread 
away, you remember that penicillin is made from mold.
That makes it okay to eat, right?

Think again.

Here's the skinny on what might happen if you eat 
that moldy bread.

Molds come from the same family as mushrooms.

In fact, if you look at molds with a microscope, you'll 
see that they often look like little mushrooms: stalks 
with spores on the top.

These spores give molds their pretty colors, such as the 
blue-green shading lining your now inedible bread.
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Figure 7. An excerpt from a How Stuff Works article about “Moldy
bread.” The words in the search query appear in red. For conversational
sentences (1, 5, 6) that don’t contain concrete words, our slideshow pulls
the image from the next sentence (in the case of sentence 1) or holds the
prior image on screen.

of this time is spent downloading the images from Bing and
applying zooming and panning effects to the slideshow clips.

Examples of the resulting visuals for several of these texts
are shown in Figures 1 and 6–8. In all of these examples,
our system extracts the concrete words from the sentences
while excluding more abstract words. Consider the “Hawaiian
Luau" article (Fig. 1). Our algorithm extracts search queries
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Mayonnaise, informally 
mayo, is a thick cold sauce or 
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It is a stable emulsion of oil, egg 
yolk, and acid, either vinegar or 
lemon juice.

There are many variants using 
additional �avorings.

The proteins and lecithin in 
the egg yolk serve as 
emulsi�ers in mayonnaise and 
hollandaise sauce.

The color of mayonnaise varies 
from near white to pale yellow, 
and its texture from a light 
cream to a thick gel.
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Figure 8. Comparison of manual (from one human annotator, P3) and
automatic search queries. Red words appear in both the manual and au-
tomatic search queries. Green words only appear in the manual query,
and purple words only appear in the automatic query. Although individ-
ual words may differ between the manual and automatic search queries,
the images returned by the searches are relevant in both cases.

that include the concrete words and phrases, such as “taro
leaf," “meal," and “Hawaiian Islands." The search query for
the third sentence is the name “King Kamehameha II" which
does not appear in the concreteness lexicon, but is detected
by the named entity parser. Our example on “The Solomon
R. Guggenheim Museum" (Fig. 6, right) also heavily relies
on named entity recognition to retrieve images for specific
people, such as Hilla von Rebay and Wassily Kandinsky, and
places, such as The Plaza Hotel and New York City.

These examples also show many instances in which a sentence
contains multiple different concrete words. Our system gener-
ally retrieves images that show at least one of these words, and
in many instances, it finds images depicting several of them.
For example, in the “Mayonnaise" example (Fig. 8, right, sen-



Article # Sent. Mean F1, P1 Mean F1, P2 Mean F1, P3
Autobahn 3 0.58 0.56 0.46
Border Collie 5 0.75 0.50 0.62
Food Allergies 5 0.77 0.60 0.47
Mayonnaise 5 0.72 0.53 0.86
Moldy Bread 10 0.88 0.68 0.76

Table 2. For each sentence, we compare the words in the manual and
automatic search query and report the mean F1 score for each article
for three human annotators (P1, P2, and P3).

tence 2), the search query includes “oil,” “egg yolk,” “vinegar”
and “lemon juice,” and our system retrieves images showing
all of these ingredients. Our concreteness metric is able to
pick up on details that let us select highly relevant imagery.
For example, in our “String Cheese" example (Fig. 6, cen-
ter), in sentence 4, our search query includes “string cheese,"
“stretched out," and “mozzarella," and the corresponding image
result shows cheese stretched out.

We also encounter situations in which there are no concrete
words in a sentence, such as in the 1st (“It’s 3 am.”), 5th
(“That makes it okay to eat, right?”), and 6th (“Think again”)
sentences in the “Moldy Bread” example (Fig. 7). In these
cases, our system either holds a prior image, if there is one
(sentences 5 and 6), or uses the following image when a prior
image doesn’t exist (sentence 1). Even though the term “moldy
bread” occurs repeatedly across multiple sentences, our system
shows a variety of images related to this term, since the term is
almost always paired with different concrete words in different
sentences. This balance between showing relevant yet diverse
imagery results in compelling visual slideshows.

In other scenarios, there is just a single concrete term in the
sentence, which can lead to lack of specificity. In these situa-
tions, our system adds additional context by including the title
of the article in the search query. For example in “Jelly, Jam,
and Preserves," in the second sentence the only concrete word
is fruit (Fig. 6, left). Just retrieving images for the word “fruit”
would yield images that are too general to fit the sentence. Our
system adds the title of the article to add more context and
search for images that relate fruit to jelly, jam, and preserves.

Although we focus on producing slideshows, our technique
can be used to generate other types of formats using media
from different sources. Specifically, our algorithm that pairs
text with relevant images based on concreteness can be used
to arrange text with images in a static document, as in the
examples created for our formative study (Fig. 2).

EVALUATION
We evaluate the effectiveness of our audio-visual slideshow
generation system in two ways. (1) To understand how well
our system identifies the appropriate image search query,
we compare its search queries to manually generated search
queries. (2) To evaluate the overall quality of our slideshows,
we ask users to compare slideshows generated by our system
to manually created slideshows as well as slideshows created
using a simple keyword-search based method.

Comparison of Automatic and Manual Search Queries
The most important part of our slideshow production algorithm
is the selection of search queries based on word concreteness.
To evaluate the quality of these search queries we compare
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Figure 9. Participants strongly preferred our slideshows over the
keyword-based version. They did not have a strong preference between
our results and manually created slideshows. This suggests that our al-
gorithm produces slideshows that are as good as manually created ones,
and better than the keyword-based approach.
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not relevant

very relevant too many
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5.28 5.33

3.88
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Figure 10. Participants rated the images in our slideshows as more rel-
evant to the content than the keyword-based approach, and similar to
the manually created slideshows. For all three conditions, participants
were generally pleased with the number of images and the pace of the
slideshows.

them to manually generated search queries. For five differ-
ent text articles, three external annotators (P1, P2, and P3)
independently examined each sentence and identified relevant
search terms contained within the sentence without knowledge
of the automatically generated search query. Fig. 8 shows the
manual and automatic search queries for the Mayonnaise arti-
cle for P3, while Table 2 shows the average F1 overlap scores
between the manual and automatic search queries across the
five articles. In general, we obtain significant overlap with an
average F1 score of 0.74 for P1, 0.57 for P2, and 0.63 for P3.
For comparison, a random query selection would have a F1
score of 0.21.

In addition to comparing the manual and automatic search
queries, we compare the image search results (Fig. 8). We find
that even in cases where the search terms differ, the resulting
images may not differ in meaningful ways. For instance, in
the second sentence, the automatic search query contains one
additional word—“vinegar”— that is not in the manual search
query. The inclusion of this additional word results in the
search engine returning a different image, but both versions
show mayonnaise ingredients.

User Study and Feedback
We conducted a user study to assess the quality of our out-
put slideshows compared to slideshows generated using a
keyword-search based approach (keyword) that does not take
concreteness into consideration and to manually constructed
slideshows created in our formative study (manual). We also
experimented using full sentences as our search term but found



the results inferior to our approach. Full sentence examples
are included in the supplementary material.

For keyword-based search, we used Rapid Automatic Key-
word Extraction (RAKE) [45] to extract keyphrases from the
text. RAKE is similar to TF-IDF [26] in that it uses the fre-
quency and co-occurrence of words within the text to extract
important parts of the text, but it extracts phrases rather than
keywords and is more appropriate for the short excerpts of
text in our examples. We use the top-ranked keyphrase in each
sentence as the image search query and time the image with
the narration according to the start of the keyphrase.

We recruited 120 participants on Amazon Mechanical Turk to
evaluate the different slideshows. In an early pilot we found
that asking participants to compare three different slideshows
(manual, keyword, and ours) was difficult. Users mentioned
that by the time they saw the third slideshow they did not
remember much about the first one. To avoid this problem, we
instead asked each participant to compare a pair of slideshows
on the same article. Each pairing (ours vs. keyword, manual
vs. keyword, and ours vs. manual) was evaluated by 40 partic-
ipants. After watching the slideshows, participants answered
questions about the quality of each slideshow and their prefer-
ence between the two. The study took about 4 minutes, and
participants were compensated with $0.50.

Figure 9 and 10 summarize the results. Participants strongly
preferred our slideshows over the keyword-based version with
29 people preferring ours (vs. 11 keyword). They also strongly
preferred the manual over keyword (30 vs. 10). Participants
did not have a strong preference between ours and manual (19
vs. 21). This suggests that our approach produces slideshows
that are as good as manually created ones and better than the
keyword-based approach.

We also asked the participants to rate the relevance of the im-
ages in each slideshow, as well as the number of images and
the pace of the slideshows using a 1-7 Likert scale (Figure 10).
Participants rated the images in ours (M = 5.28, SD = 1.31)
and manual (M = 5.33, SD = 1.52) as more relevant to the
content than images in keyword examples (M = 3.88, SD =
1.60). Our relevance results suggest that our image selection
algorithm based on concreteness obtains images that are highly
relevant to the content, as good as those selected manually by
people, and better than those selected by a keyword-based ap-
proach. Participants were generally satisfied with the number
of images and the pace of the presentation, and there was no
significant difference for all three versions of the slideshows.

LIMITATIONS AND FUTURE WORK
Concreteness can be applied to a wide range of domains, in-
cluding poetry [28]. We applied our approach to several texts
from classic literature, such as William Wordsworth’s poem “I
Wandered Lonely as a Cloud" (Fig. 11). Despite having a dif-
ferent grammatical structure from informational articles, the
poem contains concrete words in each verse, and our system
can produce a convincing audiovisual slideshow. Visualizing
poems and other creative texts presents additional challenges
and is an interesting avenue for future work.

I wandered lonely as a cloud, that �oats on high o'er vales and hills.

When all at once I saw a crowd, a host of golden da�odils.

Beside the lake, beneath the trees, �uttering and dancing in 
the breeze.

For oft, when on my couch I lie, in vacant or in pensive mood, 
they �ash upon that inward eye, which is the bliss of solitude.

And then my heart with pleasure �lls, and dances with the da�odils.
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I Wandered Lonely as a Cloud

Figure 11. William Wordsworth’s poem “I Wandered Lonely as a
Cloud" uses concrete language, which enables our system to produce
an audiovisual slideshow for the poem.

While our system does not explicitly filter for copyrighted
images, we encourage people to use our system in a way that
respects the rights of content creators. For example, users
can apply our algorithm with additional image search filters
to exclude copyrighted images or obtain the licensing for the
selected images.

While our approach is general enough to apply to a wide range
of texts, we encountered examples that did not work well.
Narratives about very specific objects or people, particularly
those that are not famous or public, do not work well because
there are not enough publicly available images to illustrate
these texts. Highly technical and scientific articles also pose a
challenge because they contain words that are too obscure to
appear in the concreteness lexicon. They are also misidentified
with part-of-speech tags and named-entity recognizers. In
addition, colloquialisms and extensive use of metaphorical
language can lead the algorithm to choose images that may
incorrectly represent the meaning of the text.

Automatically understanding more nuanced interpretations
of text is an active area of research in the natural language
processing community. Applying these techniques to retrieve
better images to pair with text could be particularly applicable
to domains like fiction and lyrical poetry.

Although our results focus on searching for static images, the
methodology of computing a search query from a text using
concreteness can be used to search for other media, such as
video clips. Composing content with video clips would entail
additional challenges, including trimming and timing the video
content.

Finally, we use word concreteness, but there are other similar
measures that can be used to select portions of text to visu-
alize. For example, specificity, familiarity, and imageability
have also been explored in connection with concreteness and
text comprehension [33, 18, 16]. Imageability, in particular, is
closely related to concreteness. Imageability has been defined
as “the extent to which the item evokes a mental image,” and



concreteness has been defined as “the extent to which it can be
experienced by the senses” [43]. These definitions have over-
lap in their notion of evoking a sensory response, and there are
theoretical works that seek to explain how the brain processes
concrete and imageable words and how these concepts are
correlated [39, 17]. Combining or comparing different mea-
sures for finding relevant imagery is an interesting problem
for future work.

CONCLUSION
Text articles are abundant on the web today. Many of these
articles contain descriptive language designed to evoke visual
imagery. We have demonstrated an automated approach for
converting such articles into audio-visual slideshows by iden-
tifying concrete words in each sentence, converting text to
speech, and automatically selecting relevant images. There is
a wide range of potential applications for our system, includ-
ing illustrating audiobooks, educational materials, speeches,
and other scenarios in which reading may not be preferred.
We believe audiovisual slideshows can serve as informative,
multimodal, and accessible alternatives to text articles.
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