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Abstract: The study of cloud types is critical for understanding atmospheric motions and climate
predictions; for example, accurately classified cloud products help improve meteorological predicting
accuracies. However, the current satellite cloud classification methods generally analyze the threshold
change in a single pixel and do not consider the relationship between the surrounding pixels. The
classification development relies heavily on human recourses and does not fully utilize the data-
driven advantages of computer models. Here, a new intelligent cloud classification method based on
the U-Net network (CLP-CNN) is developed to obtain more accurate, higher frequency, and larger
coverage cloud classification products. The experimental results show that the CLP-CNN network
can complete a cloud classification task of 800 × 800 pixels in 0.9 s. The classification area covers
most of China, and the classification task only needs to use the original L1-level data, which can meet
the requirements of a real-time operation. With the Himawari-8 CLTYPE product and the CloudSat
2B-CLDCLASS product as the test comparison target, the CLP-CNN network results matched the
Himawari-8 product highly by 76.8%. The probability of detection (POD) was greater than 0.709 for
clear skies, deep-convection, and Cirrus–Stratus-type clouds. The probability of detection (POD) and
accuracy are improved compared with other deep learning methods.

Keywords: cloud classification; FY-4A; AGRI; deep learning; geosynchronous satellites

1. Introduction

Clouds have a very important role in weather systems. Approximately 70% of the
global cloud volume can significantly affect the hydrological cycle and radiation budget of
the global atmosphere [1,2]. Different cloud types have different radiative effects on the
surface–atmosphere system. Accurate and automatic cloud detection and classification can
have a huge impact on many climatic, hydrological, and atmospheric aspects [3] of data-
based models. On the other hand, the geosynchronous meteorological satellite radiation
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scanner is a common means of meteorological observation, and its all-weather continuous
large-scale observation ability plays an important role in the continuous observation of
cloud changes. Because of the narrow observation range of polar orbit satellites, the
observation time interval for the same area is large, which makes it impossible to observe the
diurnal variation of clouds in the same area and makes usage inconvenient [4]. Therefore,
geosynchronous satellites play a useful role in aviation security, disaster prevention, and
mitigation. At present, the application level of satellite data is far from what is expected,
and massive amounts of satellite observation data are continuously obtained. Therefore,
a fast, accurate, and automatic transformation of satellite observation data into usable
products becomes very important [5].

The current global cloud classification schemes are not the same, and cloud types
are usually divided into four families and ten genera worldwide [6]. However, the clas-
sification methods rely on the experience of observers, and the classification results are
subjective, which has a definite impact on the classification accuracy. With the continuous
progress of satellite observation technology, satellite observation data have been widely
used in the field of meteorology [7]. Therefore, the standardization of the global cloud
classification scheme is very important. The International Satellite Cloud Climatology
Project (ISCCP) proposed a cloud classification standard that is based on satellite and
ground-based observations. Cloud types are divided into nine categories by cloud top
pressure and cloud optical thickness [8,9]. This classification method reveals the horizontal
and vertical characteristics of clouds and provides support for short-term forecasting and
climate prediction. Japan and the United States have developed cloud products based
on the ISCCP cloud classification scheme for their meteorological satellites. The Japan
Aerospace Exploration Agency (JAXA) has developed a cloud classification algorithm
based on the ISCCP scheme for its Himawari-8 geosynchronous satellite. Compared with
the results of MODIS, it has a high consistency [10,11]. The current CLT product developed
by the National Satellite Centre of the China Meteorological Administration for the FY-4A
satellite classifies clouds into six categories: water, over cold water, mixed, ice, cirrus, and
overlap. The FY-4A satellite has no cloud classification products that are based on the
ISCCP cloud classification scheme. Its cloud classification products contain fewer cloud
types. Using the ISCCP cloud classification method will greatly enrich the cloud types
contained in the current FY-4A cloud classification products. The richer cloud classification
products will bring great convenience of application. However, using the current method
to develop cloud classification products based on the ISCCP cloud classification scheme for
the FY-4A satellite is more complex. The development process needs to consider the influ-
ence of different underlying surface types and the characteristics of different observation
instruments on cloud classification products, which brings great inconvenience to its use.
Therefore, it is necessary to develop a simple cloud classification method.

The current commonly used cloud classification methods mainly include the threshold
method, split window method, texture-based method, and mathematical statistics-based
method. The split window method and threshold method use reflectivity, brightness
temperature, brightness temperature difference values, and underlying surface types as
the basis for judging the cloud type [12,13]. These two methods are the most common
cloud classification methods. However, because of the complexity of the cloud, these
two methods may be at risk of failure in some cases, such as in solar flare areas and
high latitude desert areas, where changes in brightness temperature difference can easily
lead to misjudgments [14]. For different satellites, these two methods’ need to redevelop
classification algorithms is highly inconvenient. Texture-based classification methods
and mathematical statistics-based methods rely on manpower to find the structures of
different cloud types during their development process, which cannot play the role of
long-term serial observation data [15,16]. With innovations in technology, the K-means
method and SVM method have been introduced into the cloud classification task, and good
classification results have been obtained [17,18]. However, the integrity of the cloud is not
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fully considered in the classification process. As a continuous whole, the information in the
surrounding pixels is very helpful in determining cloud types.

Deep learning technology has achieved excellent results in many fields. It is excep-
tionally beneficial to use deep learning technology to promote the development of cloud
classification methods. The cloud classification methods mainly contain ANN and CNN
networks. Taravat A et al. inputted sky camera data into the ANN network for cloud
classification tasks and achieved good classification results [19]. Afzali Gorooh et al. used
an ANN network to classify satellite images and analyzed the precipitation rates of dif-
ferent types of clouds [20]. Zhang J et al. used CNN networks to identify and classify
clouds in images taken from the ground [21]. Among these various methods, because of
the limitation of the network itself, the ANN method still ignores the fact that the cloud
is a continuous whole, only considering the information under the current pixel. The
CNN classification method can only obtain the cloud type of an entire picture and cannot
implement pixel-by-pixel cloud classifications, which is inconvenient for fine applications.
Zhang Y et al. proposed an improved network based on the U-Net and achieved excellent
results for cloud detection of FY-4A observation images [22]. Chai D et al. proposed a
deep convolution network based on an encoder–decoder structure for cloud detection for
satellite observation images [23]. Drönner J et al. proposed a CS-CNN network based on
image segmentation to implement pixel-by-pixel cloud detection for satellite images [24].
These works achieve good results in cloud detection and have fast detection capabilities.
However, these works only solve cloud detection problems and do not solve cloud classi-
fication problems. These methods have specific limitations and cannot meet the current
application requirements for cloud classification products. Additionally, the models do not
pay enough attention to the relationship between the satellite observation channels during
the process of cloud detection. The relationship between satellite observation channels is
very important for cloud classification tasks.

To solve these problems, we propose a cloud classification method based on the U-Net
network. Considering the characteristics of satellite observation data, a channel attention
mechanism is used to assign weights to different channels, and a spatial attention mecha-
nism is combined to further improve the accuracy of the classification. The atrous spatial
pyramid pooling (ASPP) module is used to enhance the receptive field and strengthen the
use of the surrounding pixel information. The long time series FY-4A observations are
modeled, and the ISCCP cloud classification scheme is used to classify the FY-4A L1 level
data into nine categories, pixel by pixel. The cloud classification products of Himawari-8
and CloudSat are used in the evaluation of the results.

2. Dataset
2.1. FY-4A Dataset

As a new generation of Chinese geostationary weather satellites, the FY-4A is equipped
with an advanced geosynchronous radiation imager (AGRI) and significantly surpasses the
previous generation of geostationary satellites in terms of observation time, observation ac-
curacy, and the number of available channels. The AGRI of FY-4A can provide observations
at the minute level. During the flood season, FY-4A satellites can scan the Chinese region
(REGC) to achieve an observation interval of 5 min, which greatly enhances the ability to
observe weather conditions during the flood season [25]. Examples of AGRI observation
images are shown in Figure 1.
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Figure 1. Examples of AGRI all-channel observation images.

The AGRI can observe reflectance and bright temperature information from different
wavelengths, and these channels reflect different atmospheric characteristics due to their
parameters. The observational parameters for each channel are shown in Table 1.

Table 1. FY4A satellite parameters by channel *.

Spectral Coverage Central Wavelength Spectral Bandwidth Spatial Resolution Main Applications

VIS/NIR
0.47 µm 0.45–0.49 µm 1 km Aerosol, visibility
0.65 µm 0.55–0.75 µm 0.5 km Fog, clouds

0.825 µm 0.75–0.90 µm 1 km Aerosol, vegetation

Shortwave IR
1.375 µm 1.36–1.39 µm 2 km Cirrus
1.61 µm 1.58–1.64 µm 2 km Cloud, snow

2.25 µm 2.1–2.35 µm 2 km Cloud phase, aerosol,
vegetation

Midwave IR
3.75 µm 3.5–4.0 µm 2 km Clouds, fire, moisture, snow
3.75 µm 3.5–4.0 µm 4 km Land surface

Water vapor 6.25 µm 5.8–6.7 µm 4 km Upper-level WV
7.1 µm 6.9–7.3 µm 4 km Midlevel WV

Longwave IR

8.5 µm 8.0–9.0 µm 4 km Volcanic, ash, cloud top, phase
10.7 µm 10.3–11.3 µm 4 km SST, LST
12.0 µm 11.5–12.5 µm 4 km Clouds, low-level WV
13.5 µm 13.2–13.8 µm 4 km Clouds, air temperature

* Available online: http://www.sac347.org.cn/nsmc/cn/instrument/AGRI.html (accessed on 1 March 2022).

2.2. Himawari-8 and CloudSat

The Himawari-8 satellite is a new generation of geosynchronous satellites developed
by the Japan Aerospace Exploration Agency (JAXA), carrying the 16-band Advanced
Himawari Imager (AHI) with a spatial resolution of 0.5–2 km [26]. There are differences
in the central wavelength distribution compared with the AGRI, which lacks 0.51 µm,
7.3 µm, 9.6 µm, and 11.2 µm wavelengths, but the AHI does not have 1.37 µm wavelengths.
JAXA has developed a variety of cloud product data for it. In this paper, the cloud-type
product of the Himawari-8 satellite is used as the label for the model training process,
and it is also used to test the results of the model [27,28]. The JAXA product is available
online: https://www.eorc.jaxa.jp/ptree/index.html (accessed on 15 September 2020). We
will use Ci (Cirrus), CS (Cirro-Stratus), Dc (Deep-convection), AC (Alto-Cumulus), AS
(Alto-Stratus), NS (Nimbo-Stratus), Cu (Cumulus), SC (Strato-Cumulus), and St (Stratus)
to indicate the different cloud types in the following. The Himawari-8 satellite observation
image and cloud type product are shown in Figure 2.

http://www.sac347.org.cn/nsmc/cn/instrument/AGRI.html
https://www.eorc.jaxa.jp/ptree/index.html
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Figure 2. (a) The Himawari-8 satellite observation image; (b)The Himawari-8 satellite cloud-
type product.

CloudSat and CALIPSO are equipped with cloud-profiling radar (CPR) and polariza-
tion lidar to actively measure the vertical structures inside the clouds. These data greatly
contribute to understanding the macrophysical and optical properties of the clouds [29].
The analysis of cloud vertical structures further improves the accuracy of cloud classifi-
cation tasks [30,31]. Their products have been developed over the years, they are widely
recognized for their quality, and they are commonly used in the results inspection pro-
cess [32]. The cloud type variable visualization for the CloudSat satellite 2B-CLDCLASS is
shown in Figure 3.
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Figure 3. Visualization of cloud type variables in the CloudSat satellite 2B-CLDCLASS (Example
time 20190708).

The cloud type variable in the 2B-CLDCLASS data from the CloudSat satellite are
used in the process of evaluating the classification results, which represents the vertical
cloud type structure under the CloudSat orbit [33]. The CloudSat products are available
online: https://www.cloudsat.cira.colostate.edu/data-products/2b-cldclass (accessed on
17 May 2021). Because CloudSat is a polar-orbiting satellite, the data need to be matched
in time and space to the FY-4A satellite when using CloudSat data for results testing. In
matching, it is necessary to find the orbit that overlaps with the selected area in this paper,
calculate the time when the CloudSat satellite scans into the overlapping area, and find
the FY-4A satellite observation that is closest to this time to complete the time matching.

https://www.cloudsat.cira.colostate.edu/data-products/2b-cldclass
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Based on the observation data grid of the FY-4A satellite, the CPR scan point closest to the
observation data grid is selected in the CloudSat data, the data are spatially matched, and
finally, the data with the completed temporal and spatial matching are used to check the
classification results.

Because the CloudSat 2B-CLDCLASS data are the vertical structure of clouds, there
will be a situation where multilayer clouds are observed. FY-4A and Himawari-8 satellites
are geostationary satellites, they are very difficult to obtain the vertical structure of clouds
with, and the obtained data mainly contain information about cloud tops, so we pay more
attention to the cloud types in the top layers. In order to use this data for our evaluation
process, we needed to preprocess the 2D cloud classification results contained in CloudSat
2B-CLDCLASS to give a single layer of cloud classification results. When there are Dc
and NS cloud types in the multilayer clouds, we marked the cloud type at that location
as Dc or NS. For other cases of multilayer clouds, we used the higher layer clouds as the
cloud type for the current location. CloudSat is missing the CS cloud type compared with
the Himawari-8 cloud classification products, and we needed to remove this cloud type
from the evaluation process. When the result contained CS cloud type, the point data and
CloudSat data are deleted at the same time. The preprocessed cloud-type data are used in
the evaluation process. The CloudSat data preprocessing process is shown in Figure 4.
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2.3. Data Preprocessing

The FY-4A AGRI China region (REGC) 4000 m resolution full disc observations were
selected as training data. The raw L1-level data cannot be input directly into the network
without calibration, projection conversion, and optical correction steps, so preprocessing is
required to obtain the training dataset. The data are calibrated using reflectance calibrations
for the visible channel and bright temperature calibrations for the infrared channel. The
column and row numbers of the data are converted to latitude and longitude to facilitate the
selection of the experimental area. REGC data suffer from observation deficiencies at high
latitudes; the range selected is from 5◦ N to 45◦ N and 90◦ E to 130◦ E. To match the cloud-
type data, it is necessary to convert the FY-4A full-disk observations to an equal latitude
and longitude projection and then interpolate the converted data to a grid point with a
spatial resolution of 0.05◦ × 0.05◦. The observation areas of the FY-4A and Himawari-8
satellites and the experimentally selected areas are shown in Figure 5.

Finally, the visible channel data are optically corrected. The reflectance observed by
the visible channel of the satellite is affected by solar radiation. It needs to be optically
corrected using the cosine of the solar zenith angle to ensure that the radiation level in
the direct sunlight region is consistent with the dark side. The data preprocessing flow is
shown in Figure 6.
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3. Method

This paper proposes a cloud classification algorithm (CLP-CNN) based on the U-
Net network. The network incorporates attention mechanisms to improve the capture of
interchannel relationships, the use of ASPP modules to expand the network perceptual
field, and residual blocks to improve feature extraction. The L1-level observation image
from the FY-4A AGRI is simply inputted to classify the current cloud type, taking full
advantage of the data-driven approach.

3.1. CLP-CNN

The CLP-CNN network proposed in this paper used the U-Net network as the base
structure of the model [34]. This structure allows the network to acquire a pixel-by-
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pixel classification capability and is well suited for cloud classification tasks. This paper
improves the U-Net network to make it more suitable for cloud classification tasks with
satellite-observed images. The CLP-CNN network mainly improves on the U-Net network
as follows:

1. To obtain better feature extraction capabilities, the two-dimensional convolution in the
U-Net network is replaced with the residual blocks in Res-Net [35,36]. Experiments
have shown that deeper convolutional networks give better results, but this improve-
ment brings with it the problem of gradient disappearance and explosion. He et al.
2015 proposed the Res-Net network, which is well solved by the residual structure;

2. To better recognize the information of satellite observation images, the CLP-CNN
network adds an attention mechanism to enhance the classification abilities of the
network. Xu K et al. proposed an attention mechanism that allows the network to
assign higher weights to the desired regions by itself [37]. Hu J et al. 2018 proposed
SE-Net, which attempts to improve the finding of the relationships between image
channels, a capability well suited for multichannel satellite observation data [38].
Woo S et al. 2018 proposed the convolutional block attention module (CBAM), which
enables the network to expand the self-attention along both the channel and spatial
dimensions and is of great importance for cloud classification tasks [39];

3. To better integrate features at different levels, information at different scales is merged
using the atrous spatial pyramid pooling (ASPP) module [40]. The correlation between
the peripheral pixels is exploited;

4. To avoid the information loss caused by the pooling layer during the downsampling
process, the CLP-CNN network replaces the pooling layer during the downsam-
pling process with a convolutional layer with a stride of 2, which can lead to finer
classification results.

The CLP-CNN network structure is shown in Figure 7.
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As shown in Figure 7, the model structure is divided into encoder and decoder sections
with four downsamples and four upsamples, respectively, corresponding to the left and
right sides in Figure 7. In the encoder section, the input data are preprocessed FY-4A
observation images containing 14 × 800 × 800 pixels. The data are adjusted for the number
of data channels by means of a 1 × 1 convolutional layer, which avoids causing information
loss at the input layer. The encoder section contains a Res-Conv unit in each layer, which
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incorporates the residual module and the CBAM module, allowing the network to avoid
information loss while increasing the depth of the network. However, the network gains
channel and spatial attention. The data from the residual modules and CBAM modules
are summed with the original data to complete the feature extraction task. The structure
of the Res-Conv unit is shown in Figure 8. During downsampling, the CLP-CNN uses a
convolutional layer with a stride of 2 to achieve downsampling, which avoids information
loss caused by the pooling layer. The ASPP module was used to extract features at different
levels of integration after the last downsampling.
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In the decoder section, the CLP-CNN uses a skip connection to send the original
information to the decoder section and concatenate the original information with the
upsampled information. The model will integrate different levels of features. The size of
the data is returned to its original size by the Res-Conv module and the upsampling layer,
and finally, the number of data channels is changed to 10 layers by a 1 × 1 convolution
layer. (10 × 800 × 800 pixels). Each pixel point corresponds to a ten-layer probability vector
representing the class of the current pixel, and the class with the highest probability for the
current pixel will represent the class of that pixel point, ultimately achieving pixel-by-pixel
cloud classification.

3.2. Train

The train data and test data used in this paper are from FY-4A-observed images and
Himawari8 cloud classification products. These data are divided into a training dataset
and a test dataset. The training dataset contains FY-4A-observed images and Himawari-8
cloud classification products for 2018 and 2020, where the Himawari-8 cloud classification
products will be used as the label during the training process. The testing dataset contains
FY-4A-observed images and Himawari-8 cloud classification products for 2019. Meanwhile,
we used CloudSat 2B-CLDCLASS data as an additional assessment in the evaluation
process. These data are not used in the training and testing process. This is mostly due to
the low availability of data from CloudSat satellites and the existence of available data only
in 2018 and 2019. All data were preprocessed by the preprocessing method introduced in
Sections 2.2 and 2.3, and poor quality and observationally missing data were excluded. The
dataset contained periods when reflectance received less impact. Available periods differed
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in different seasons. The training dataset contains 10,040 samples, and the testing dataset
contains 4540 samples. The evaluation dataset contains 309 samples. The distribution of
data are shown in Table 2.

Table 2. Distribution of data.

FY-4A L1 Himawari-8 Cloud Classification Products CloudSat 2B-CLDCLASS

Training dataset 2018 and 2020 2018 and 2020 Not available
Testing dataset 2019 2019 Not used

Evaluation dataset 2019 2019 2019

As the information observed by different channels of the AGRI has different character-
istics, to find the best channel combination plan for cloud classification, this paper designed
different channel input combination plans to verify the influence of the number of channels
and channel combinations in the input model on the experimental results. The following
three plans have been chosen to compare the effects of different channel combinations for
input models and are used to determine the channel combinations for input models. The
channel combination plans are as follows:

1. The input of all 14 observation channels, including 6 VIS (visible) and 8 IR (infrared)
observation channels;

2. The input of all 8 IR observation channels;
3. The input of partial VIS and IR channel data. The plan selects observation channels

that have a greater correlation with cloud types, and the selected channels contain
3 VIS channels and 8 IR channels. It contains channels 2, 5, 6, 7, 8, 9, 10, 11, 12, 13,
and 14.

The three-channel combination plans were input into the model for training, and the
change in loss between the three plans and the change in accuracy in the test dataset were
compared with the channel combination plan to be input into the model for the cloud
classification task based on the test results.

Cross entropy was chosen as the loss function of the model, and Adam was chosen as
the optimizer of the model in training [41]. The constructed training dataset is input into
the model in dimensions of batch × 14 × 800 × 800 for training. As the number of iterations
increases, the variation in the loss and accuracy of the 3-channel combination plan with
an increasing number of iterations is shown in Figure 9. A variable learning rate is used
in training, and at 110 epochs, the loss and accuracy change significantly as the learning
rate changes. Loss is used to describe the bias of the network during the training process.
Equation (1) represents the bias for each class in the network. Equation (2) represents the
definition of Loss. As shown in Equation (3), accuracy represents the change in accuracy of
the testing dataset during the training process.

loss(x, class) = −log

 exp(x[class])
∑
j

exp(x[j])

 (1)

Loss =
∑
i

loss(x, class[i])

i
(2)

Accuracy =

∑
i

Hit[i]

Total
(3)
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Figure 9. Variation in the loss and accuracy of training.

1.2. Corrections Have Been Made to Table 3

In the original publication, there was a mistake in ** Table 3. The results of the three
plans compared with the Himawari-8 product** as published. ** The data contained in
the table needs to be corrected **. The corrected ** Table 3. The results of the three plans
compared with the Himawari-8 product** appear below.

Table 3. The results of the three plans compared with the Himawari-8 product.

Type Plan 1 Plan 2 Plan 3

Clear 0.751 0.735 0.745
Ci 0.501 0.448 0.490
Cs 0.709 0.609 0.687
Dc 0.721 0.568 0.701
Ac 0.305 0.272 0.304
As 0.505 0.415 0.486
Ns 0.601 0.484 0.591
Cu 0.364 0.346 0.369
Sc 0.493 0.439 0.487
St 0.460 0.315 0.461

Acc. 0.768 0.727 0.759

1.3. Corrections Have Been Made to Table 4

In the original publication, there was a mistake in ** Table 4. The POD of the four
models compared with the Himawari-8 product ** as published. ** The data contained in
the table needs to be corrected **. The corrected ** Table 4. The POD of the four models
compared with the Himawari-8 product ** appears below.

Table 4. The POD of the four models compared with the Himawari-8 product.

Type CS-CNN U-Net++ U-Net + CBAM CLP-CNN

Clear 0.741 0.734 0.745 0.751
Ci (Cirrus) 0.461 0.447 0.480 0.501

CS (Cirro-Stratus) 0.674 0.665 0.683 0.709
Dc (Deep-convection) 0.682 0.677 0.692 0.721
AC (Alto-Cumulus) 0.273 0.257 0.293 0.305

AS (Alto-Stratus) 0.467 0.460 0.486 0.505
NS (Nimbo-Stratus) 0.574 0.567 0.588 0.601

Cu (Cumulus) 0.337 0.331 0.364 0.364
SC (Strato-Cumulus) 0.470 0.467 0.485 0.493

St (Stratus) 0.429 0.420 0.441 0.460
Acc. 0.747 0.743 0.756 0.768

Figure 9. Variation in the loss and accuracy of training.

The i in Equations (2) and (3) represent the number of cloud types. The Hit in
Equation (3) represents the number of correctly classified points. The Total in Equation (3)
represents the total number of points.

4. Result Evaluation

This section evaluates and analyzes the methods proposed in Section 3.2. Several deep
learning models are selected and compared with the CLP-CNN network. The effective-
ness of different models and different channel combination plans for cloud classifications
from FY-4A satellite observation images are evaluated by presenting visual images and
evaluation metrics of the classification results output. Quantitative assessments were made
using Himawari-8 and CloudSat satellite data; both data types were used to analyze the
performance over the seasons.

4.1. Evaluation of CLP-CNN with Different Channel Combination Plans

In this paper, AGRI-observed images of FY-4A from 2019 were chosen to be used as a
test set for the model and were used to evaluate the three different channel combination
plans presented in Section 3.2. The output of the three plans and the differences in compar-
ing the Himawari-8 CLTYPE products are shown in Figure 10. The outputs of plans 1, 2,
and 3 are shown in Figure 10a,c,e, respectively. Figure 10b,d,f separately show the points in
the output where the types differ when compared to Himawari-8. These different points
are identified in the figures using the classification results of Himawari-8. The blank area is
the area where the classification results of both are consistent.

To quantitatively evaluate the classification results of the different channel combi-
nation plans, we compared the CLP output, pixel by pixel, with the Himawari-8 product
and calculated the confusion matrix. We calculated the POD of the CLP-CNN output
compared to the Himawari-8 products of different types using a confusion matrix. The
calculated POD is used to evaluate the accuracy of cloud classification tasks under different
channel combination plans. The results of the three plans compared with the Himawari-8
product are shown in Table 3. Acc. in Table 3 denotes the accuracy.
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According to the statistics in Table 3, Plan 1 achieved the highest accuracy of all the
channel combination plans. According to Plan 2, it is clear that the model can only achieve
an accuracy of 72.7% in the absence of the VIS channels. In contrast, Plan 3, with the
addition of some VIS channels, obtained an accuracy close to that of Plan 1 but is still lower
than that of Plan 1. On the other hand, Plan 1 achieves the best POD in all types of clouds.
This also shows that the VIS channel has a very positive effect on the cloud classification
task and does not cause redundancy in the input information, so this paper uses the full set
of observed channel data as input to the CLP-CNN network.
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Table 3. The results of the three plans compared with the Himawari-8 product.

Type Plan 1 Plan 2 Plan 3

Clear 0.751 0.735 0.745
Ci 0.501 0.448 0.490
Cs 0.709 0.609 0.687
Dc 0.721 0.568 0.701
Ac 0.305 0.272 0.304
As 0.505 0.415 0.486
Ns 0.601 0.484 0.591
Cu 0.364 0.346 0.369
Sc 0.493 0.439 0.487
St 0.460 0.315 0.461

Acc. 0.768 0.727 0.759

4.2. Comparison of the Results of Different Cloud Classification Models

We used a variety of deep learning models to perform comparative experiments.
Improved U-Net-based networks have been widely used in the field of remote sensing and
have achieved better results. Therefore, CS-CNN, U-Net++, and U-Net with an attention
mechanism are chosen for comparison with the CLP-CNN proposed in this paper. To
adapt these networks for comparison to the current task of classifying clouds from satellite
observations, the input and output layers of all the models involved in the comparison were
modified in this paper to ensure that the networks could input 14 channels of the FY-4A
observations and output the correct cloud classification results. All of the comparison
models use the same training data, loss function, learning rate, and other parameters.
All networks were trained with 200 epochs using the same optimizer, loss function, and
learning rate parameters to obtain the classification model. Using the evaluation methods
used in Section 4.1, the models in this section were evaluated, and the performance of
each of the four models on the cloud classification task was statistically evaluated. The
performance of the four models in the cloud classification task is shown in Table 4.
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Table 4. The POD of the four models compared with the Himawari-8 product.

Type CS-CNN U-Net++ U-Net + CBAM CLP-CNN

Clear 0.741 0.734 0.745 0.751
Ci (Cirrus) 0.461 0.447 0.480 0.501

CS (Cirro-Stratus) 0.674 0.665 0.683 0.709
Dc (Deep-convection) 0.682 0.677 0.692 0.721
AC (Alto-Cumulus) 0.273 0.257 0.293 0.305

AS (Alto-Stratus) 0.467 0.460 0.486 0.505
NS (Nimbo-Stratus) 0.574 0.567 0.588 0.601

Cu (Cumulus) 0.337 0.331 0.364 0.364
SC (Strato-Cumulus) 0.470 0.467 0.485 0.493

St (Stratus) 0.429 0.420 0.441 0.460
Acc. 0.747 0.743 0.756 0.768

The statistical results in Table 4 show that the CLP-CNN achieved the best accuracy
rate among all the models. The CLP-CNN achieved a POD of 0.751 in the classification
of clear skies, demonstrating its good cloud detection performance compared with the
results of 0.741 for CS-CNN, 0.734 for U-Net++, and 0.745 for U-Net+CBAM. The scattered
and fragmented nature of these types of clouds makes it difficult to classify them accu-
rately, but CLP-CNN still achieves the best classification results for these types of clouds,
demonstrating the excellent cloud classification performance of CLP-CNN networks.

Because of the larger perceptual field resulting from the ASPP structure, the CLP-
CNN network makes better use of the information from the surrounding pixels for the
cloud classification task and does not incur additional time overhead compared with the
other three networks in terms of improved classification accuracy. The CS-CNN does not
make use of the attention mechanism to capture the relationship between channels, and its
classification results are worse than those of the U-Net network with the CBAM module.
The U-Net++ network relies on the pooling layer for its downsampling process compared
with the other three networks, and the downsampling process introduces information loss,
reducing the network’s classification abilities. Therefore, U-Net++ has the least accurate
cloud classification rate among the four networks.

4.3. Seasonal Performance Evaluation

In this section, we evaluate the performance of the CLP-CNN network in differ-
ent seasons. There is a clear seasonal characteristic in the number of clouds as well as
the proportion of cloud types in the different seasons in China. This change in distri-
bution will significantly affect the accuracy of the CLP-CNN network in classifications
across the seasons. Considering the proportion of different types of clouds in different
seasons, we evaluate cloud classification models according to March–May, June–August,
September–November, and December–February 2019. The classification results of these
seasons are evaluated using POD as an evaluation criterion. The results of the classification
evaluation for the different seasons are shown in Figure 11.

Based on the statistical results of the seasonal evaluation, the different cloud types are
strongly influenced by their distribution characteristics. The results of the middle-level
and high-level cloud classifications showed high robustness throughout the year. However,
there were some fluctuations in the correct rate of low-level and middle-level clouds over
the seasons. For example, the St cloud type has a high POD score in March–May, but in
June–August, the St distribution decreases significantly compared with March–May, its
POD score decreases, and its accuracy fluctuates from time to time. In the December–February
period, the St distribution share improved by 54%. Therefore, there was a further increase
in POD. The statistics on the percentage of cloud types also showed that the percent-
age of different types of clouds showed a significant change in different seasons. There-
fore, the seasons had some influence on the accuracy of the classification results of the
CLP-CNN network.
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1.4. Corrections Have Been Made to Figure 11

In the original publication, there was a mistake in ** Figure 11. Results of the classifica-
tion evaluation for the different seasons ** as published. ** The data contained in the figure
need to be corrected **. The corrected ** Figure 11. Results of the classification evaluation
for the different seasons ** appear below.

Figure 11. Results of the classification evaluation for the different seasons. (a) CLP-CNN Result Mar-
May; (b) CLP-CNN Result Jun-Aug; (c) CLP-CNN Result Sep-Nov; (d) CLP-CNN Result Dec-Feb.
Figure 11. Results of the classification evaluation for the different seasons. (a) CLP-CNN Result Mar-
May; (b) CLP-CNN Result Jun-Aug; (c) CLP-CNN Result Sep-Nov; (d) CLP-CNN Result Dec-Feb.
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The Ci, AC, and Cu cloud types are thin in optical thickness compared with the other
cloud types in the ISCCP cloud classification standard. The distribution of the three types
of clouds is also more dispersed compared with the other types of clouds, and they present
a greater challenge to the cloud classification model. All three types of clouds do not
give similar results relative to other cloud types of similar cloud top heights. In contrast,
the Clear Sky, St, NS, and Dc types have a larger proportion of cloud types, while they
are generally located in the center of the cloud mass and are more continuous in their
distribution, thus achieving a higher percentage of accuracy. The Ci, AC, and Cu types
of clouds are generally distributed at the edge of the cloud cluster, the distribution is
discontinuous and fragmented, and their proportion is lower than other types of clouds.
This leads to their low proportion in the training samples, and there is a serious problem of
an uneven distribution of samples. In addition, parallax errors of geostationary satellites
also affect the classification accuracy of these thin clouds. These reasons have caused the
cloud classification accuracy to be below expectations of the more effective evaluation
accuracy of the CLP-CNN network output. The errors are not only from the FY-4A satellite
observations but also from the Himawari-8 satellite. In order to better verify the accuracy of
cloud classification results of the CLP-CNN network, we used CloudSat data for evaluation
in Section 4.4.

4.4. CloudSat

In this section, 2B-CLDCLASS data from the Cloudsat satellite were used to evaluate
the results. With the CPR radar on board, the CloudSat satellite can accurately determine
the type of clouds in the cloud layer below. We use the CloudSat classification results to
better evaluate the accuracy of the CLP-CNN cloud classification results. The output of
the CLP-CNN network and the Himawari-8 product were matched to the CloudSat data
using the time–space matching method described in Section 2.2. The confusion matrix of
the matched data is calculated to obtain the evaluation results.

A comparison of the output of the CLP-CNN and the Himawari-8 product using
January–July 2019 CloudSat data show a high similarity between the output of the CLP-
CNN network and the Himawari-8 product. Using the classification results from the
CloudSat satellite as true values, the accuracy of the CLP-CNN output reached 0.486, which
was better than the 0.473 of the Himawari-8 products. Figure 12 shows one of the examples.
The comparison in the figure shows that both the CLP-CNN and Himawari-8 products
recognize AS and NS at approximately 15◦ N as Cs. A similar situation occurs in the region
at approximately 35◦ N. We believe this is due to the inability of synoptic satellites to detect
the detailed structure of cloud insides, which can lead the network to misclassify cloud
types when the cloud top height and cloud optical thickness of the classified clouds are
similar to those of deep convective clouds. In other regions, both products accurately
classify the current cloud type.

To more clearly evaluate the accuracy of the CLP-CNN output cloud-classification
results, we selected different points from the CLP-CNN output results and the Himawari-
6 products. We conducted a seasonal test using CloudSat 2B-CLDCLASS data from
January to July 2019. The selected points with different classifications were matched
with CPR scanning points closest to the point and compared with CloudSat. The com-
parison results were evaluated by POD. The statistical results of the evaluations are
shown in Figure 13.
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1.5. Corrections Have Been Made to Figure 13

In the original publication, there was a mistake in ** Figure 13. (a) Comparison of
CLP-CNN results and Himawari-8 products with CloudSat from January to February;
(b) Comparison of CLP-CNN results and Himawari-8 products with CloudSat from March
to May; (c) Comparison of CLP-CNN results and Himawari-8 products with CloudSat from
June to July. ** as published. ** The data contained in the figure need to be corrected **. The
corrected ** Figure 13. (a) Comparison of CLP-CNN results and Himawari-8 products with
CloudSat from January to February; (b) Comparison of CLP-CNN results and Himawari-8
products with CloudSat from March to May; (c) Comparison of CLP-CNN results and
Himawari-8 products with CloudSat from June to July. ** appears below.

Figure 13. (a) Comparison of CLP-CNN results and Himawari-8 products with CloudSat from
January to February; (b) Comparison of CLP-CNN results and Himawari-8 products with CloudSat
from March to May; (c) Comparison of CLP-CNN results and Himawari-8 products with CloudSat
from June to July.

The authors apologize for any inconvenience caused and state that the scientific
conclusions are unaffected. The original article has been updated.

2. Text Correction

There were six errors in the original article.

2.1. A Correction Has Been Made to the Abstract, Penultimate Sentence of the Abstract

With the Himawari-8 CLTYPE product and the CloudSat 2B-CLDCLASS product as
the test comparison target, the CLP-CNN network results matched the Himawari-8 product
highly by 76.8%. The probability of detection (POD) was greater than 0.709 for clear skies,
deep-convection, and Cirrus–Stratus-type clouds.

2.2. A Correction Has Been Made to 3.2 Train, Paragraph 2, Penultimate Three Sentences
of the Paragraph

The dataset contained periods when reflectance received less impact. Available periods
differed in different seasons.

Figure 13. (a) Comparison of CLP-CNN results and Himawari-8 products with CloudSat from
January to February; (b) comparison of CLP-CNN results and Himawari-8 products with CloudSat
from March to May; (c) comparison of CLP-CNN results and Himawari-8 products with CloudSat
from June to July.



Remote Sens. 2022, 14, 2314 18 of 20

By comparing the output results of the CLP-CNN and Himawari-8 products shown in
Figure 13 with CloudSat, it can be found that the output results of the CLP-CNN network
were worse than those of the Himawari-8 products only in a few situations of AC, Ns,
and Cu type clouds and clear. In the regions with different classifications, the cloud
classification results of CLP-CNN are closer to those of CloudSat. The reason for this
problem is also the difference between the satellites and the feature extraction abilities of
the CLP-CNN network for long-term sequence data. Therefore, the CLP-CNN network has
a good classification effect on the observation data of geosynchronous satellites.

5. Conclusions

In this paper, the CLP-CNN network is proposed, a CNN network that can be used
for cloud classifications of satellite observation images. This model combines an attention
mechanism, a residual network, and an ASPP module to improve the classification abilities
of the network. After training, the CLP-CNN achieved a 76.8% accuracy compared with
the Himawari-8 cloud classification products. Compared with many excellent classification
models in the field of remote sensing, the CLP-CNN network achieves the best results.
The model only needs 0.9 s to perform the cloud classification task on the FY-4A AGRI
observation image with 800 × 800 pixels without manual intervention and professional
knowledge. However, the CLP-CNN network has some shortcomings. Because of the
influence of CloudSat’s running orbit and running time, we cannot introduce more accurate
cloud classification data into the training process. We plan to further improve our label
dataset in the future to make it more accurate and strengthen the model to address uneven
distributions of samples. At the same time, significant differences in seasons also had an im-
pact on the classification ability of the CLP-CNN network. We will try to introduce seasonal
characteristics into the model training process to improve the classification performance of
the network.
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