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Abstract

:

In close-range or unmanned aerial vehicle (UAV) photogrammetry, Schneider concentric circular coded targets (SCTs), which are public, are widely used for image matching and as ground control points. GSI point-distributed coded targets (GCTs), which are only mainly applied in a video-simultaneous triangulation and resection system (V-STARS), are non-public and rarely applied in UAV photogrammetry. In this paper, we present our innovative detailed solution to identify GCTs. First, we analyze the structure of a GCT. Then, a special 2D P2-invariant of five coplanar points derived from cross ratios is adopted in template point registration and identification. Finally, the affine transformation is used for decoding. Experiments indoors—including different viewing angles ranging from 0° to 80° based on 6 mm-diameter GCTs, smaller 3 mm-diameter GCTs, and different sizes mixed—and outdoors with challenging scenes were carried out. Compared with V-STARS, the results show that the proposed method can preserve the robustness and achieves a high accuracy rate in identification when the viewing angle is not larger than 65° through indoor experiments, and the proposed method can achieve approximate or slightly weaker effectiveness than V-STARS on the whole. Finally, we attempted to extend and apply the designed GCTs in UAV photogrammetry for a preliminary experiment. This paper demonstrates that GCTs can be designed, printed, and identified easily through our method. It is expected that the proposed method may be helpful when applied to image matching, camera calibration, camera orientation, or 3D measurements or serving as control points in UAV photogrammetry for scenarios with complex structures in the future.
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1. Introduction


According to the feature type in experimental scenes, the photogrammetric measurement mode mainly contains two types: artificial target based, and natural feature based [1]. For the identification and extraction of natural features, traditional methods such as scale-invariant feature transform (SIFT) [2] and modern methods such as deep learning [3,4] are widely adopted. Artificial targets are easier to identify than natural features and are suitable for scenes lacking texture features, such as geometric feature detection in industry [5,6]. In addition, in image processing, artificial targets and background information can be easily distinguished, and then the process can be accelerated by filtering out useless background information, which leads to the improvement of accuracy and reliability of measurement [7].



Artificial targets include two types: common targets and coded targets [8]. In terrestrial laser scanning or unmanned aerial vehicle (UAV) applications, common targets can be used for the registration of a multi-station scanning point cloud or as control points [9]. For example, Mohammadi et al. [10,11] adopted technology combining terrestrial laser scanning and UAV photogrammetry for the application of bridge monitoring. Coded targets are distinguishable targets, so they can be automatically identified and quickly matched due to the unique identities, which can be used not only in close-range photogrammetry but also in machine vision, robot navigation, augmented reality, three-dimensional (3D) scanning surface reconstruction, and many other fields [12,13,14]. In close-range or UAV photogrammetry and 3D reconstruction, coded targets are always used as tie points between images with overlapping regions, which is crucial for bundle adjustment [15]. Coded targets can also be used as well-organized control points to carry out automatic resection to obtain the camera’s external orientation elements [16]; for coded reflective targets, they can be used to automatically calibrate the sensor’s pose of light detection and ranging (LiDAR) [17]. In addition, based on the accurate relative orientation of cameras, they are helpful in finding the corresponding features by the calculation of epipolar relationships [18]. Finally, for 3D dimensional measurement, coded targets may be a reference scale when lacking a dedicated scale bar [19].



In close-range photogrammetry and computer vision, many kinds of coded targets have been used, which can be found in [7,15,20]. These types of coded targets include cyber code, circular point-distributed code, circular ring-shaped code, QR code, Chinese character code, etc. The current studies about coded targets aim at how to identify them, how to expand the capacity, how to strengthen the stability, and how to improve the identification accuracy or the positioning precision [7,18,19,20,21]. Different coded targets differ in processing algorithms. The methods based on conventional image processing are popular; however, when faced with new backgrounds and illumination conditions, low robustness can be its limitation. Recently, a method based on deep learning has been adopted to try to solve the issue [22].



Three representative coded targets are shown in Figure 1: Schneider centripetal circle coded targets (SCTs) [23] (Figure 1a) used in fully automatic 3D modeling software Agisoft Metashape, Hattori point-dispersing coded targets (HCTs) [24] (Figure 1b), and Geodetic Systems Inc (GSI) coded targets (GCTs) used in Video-Simultaneous Triangulation and Resection System (V-STARS) [25,26] (Figure 1c). It should be pointed out that GCTs are also applied in another close-range photogrammetric software called AUSTRALIS [27,28]. They have been applied to many fields, such as industrial metrology, machine vision, robot navigation, dynamic tracking, archaeology, and architecture due to its advantages of high speed, high accuracy, and high degree of automation [29,30].



SCT adopts ring designs [23]. The central circle is for positioning, and the ring band surrounding it is for decoding. It employs binary encoding, i.e., using values of 0 and 1. The ring is divided into several encoding bits, where the black bit represents 1 and the white bit represents 0. Every shape corresponds to a unique identity of coding serial number, and the coding serial number is 150 as shown in Figure 1a. HCT adopts point-distributing designs [24]. Three bigger circular points remain fixed, which define the coding coordinate system, and three smaller points are changeable, which are for decoding. GCT is somewhat similar to HCT but more complex than HCT [25]. It contains eight equal-sized points, in which five remain fixed and the other three are changeable. The coding capacity of SCTs is determined by all possible combinations of binary encoding bits. The coding capacity of HCTs and GCTs are determined by all possible combinations of three decoding points’ distributions. The coding capacity of SCTs, HCTs, and GCTs is 256, 420, and 505, respectively [7]. This means 505 GCTs can be placed in one measurement scenario at once, so the GCTs can be applied in a more complex or larger working environment compared with SCTs and HCTs. In another aspect, SCTs and HCTs are not stable and are prone to false identification due to noise, while GCTs are more stable and are not easily disturbed by noise [31]. Considering the limitations of SCTs and HCTs, it is of importance to adopt GCTs for high-standard demands.



The identification method of SCTs and HCTs has now been made public, so we can learn the identification theory from public papers [23,24]. However, as Tushev et al. [20] mentioned, the identification method of GCTs has not been disclosed, which is embedded in closed-source system V-STARS and the details are not publicly available due to commercial interest. As introduced in V-STARS acceptance test results by GSI [32], the estimated accuracy of the single camera system is as high as 8.5 ppm, so it is necessary to pay more attention to V-STARS. Since the identification of GSI coded targets is of great significance and complicated, we herein present our detailed analysis about the design of GCTs and propose a very effective and robust identification method. Based on the proposed method, the GCTs can be easily designed, printed, and identified independently.




2. Methods


Different sizes of measured objects rely on different shooting distances, which also correspond to different sizes of coded targets. The relationship between point diameter and shooting distance is illustrated in Figure 2. In image processing, the corresponding relationship can also be adopted to achieve pseudo-target removal through geometric constraints. The GCTs contain different kinds of sizes. As Sukhovilov et al. [19] introduced, in V-STARS, 3 mm, 6 mm, and 12 mm are mostly used.



2.1. Construction of GCTs


Figure 3a shows a GCT, which consists of eight points. Now, we analyze the structure of a GCT. Five points remain fixed while the other three points are changeable. Thus, we define the five points as template points and the other three points as encoding/decoding points. Figure 3b is a distribution reproduced according to the coding structures and rules of GCTs. Each GCT in the coding library contains five template points (A, B, C, D, and E), whose roles are as follows: E is the positioning center of a GCT; B, C, and D together form an independent planar coordinate system as shown in Figure 3b; A, E, and C are collinear. The other three decoding points are randomly combined from the two groups of points in the upper left and lower right. What should be ensured is that the two decoding points adopted in the same group are separated by at least one point, and all three decoding points cannot be in the same group.



The designed coordinates of the five template points and twenty-eight coding/decoding points are pre-stored as known values, as shown in Table 1. Different combinations of decoding point numbers can obtain different coding values, and each coding value corresponds to the coding serial number uniquely, as shown in Table 2. The coordinate values, coding values, and coding serial numbers of these known decoding points together constitute the coding library. The designed GCTs take the sum of the second power of the three decoding points’ number as the coding value. For example, the numbers of the three decoding points in Figure 3c are 4, 6, and 14, respectively, so the decimal coding value is 24 + 26 + 214 = 16,464. In the coding library, the coding value 16,464 corresponds to CODE18, so the coding serial number of the GCT is CODE18. A total of 505 coding serials are stored in the coding library, namely CODE1-CODE505, which means the coding capacity of GCTs is 505.




2.2. Identification of Template Points


A, B, C, D, and E are the template points of a coded target and are the most important identities of the coded target. In order to identify the template points in the case of image distortion, a geometric invariant of the five points’ relationship under projective transformation should be found. We know that under the projective deformation, the cross ratio contains geometric invariants [33]. It is well known as the one-dimensional (1D) cross ratio based on collinear four points [34,35]. Lei [36] performed recognition of planar objects in 3D space using a cross ratio invariant. For A, B, C, D, and E, we seek a cross ratio invariant of five coplanar points. In ref [37], a two-dimensional (2D) cross ratio invariant is adopted to achieved correspondence of coplanar features for two patterns, both of which contain five points. Inspired by [37], we adopt the 2D cross ratio invariant to achieve correspondence of template points. First, the 1D cross ratio is introduced, and then the 2D cross ratio based on five coplanar points is introduced.



2.2.1. P2-Invariant of Four Collinear Points


The 1D cross ratio of collinear four points    A i    ( i  = 1…4) can be defined as follows:


  λ =    (     A 1   A 3   ¯   )   (     A 2   A 4   ¯   )     (     A 3   A 2   ¯   )   (     A 4   A 1   ¯   )     



(1)




where    (     A i   A j   ¯   )    denotes the oriented distance constructed by    A i    and    A j   . The above cross ratio remains constant under any projective transformation. However, the permutation order of the points affects the value of the cross ratio. Four collinear points contain 4! = 24 different sequences.



As a result, a 1D Projective and Permutation Invariant (P2-Invariant) [37,38,39] has been proposed to solve the problem of efficient registration of four collinear disorderly points.



Define function    J i   [ λ ]   ,  i  = 1,2.


   {     J 1   [ λ ]  =    λ 6  − 3  λ 5  + 3  λ 4  −  λ 3  + 3  λ 2  − 3 λ + 1    λ 2     (  λ − 1  )   2         J 2   [ λ ]  =   2  λ 6  − 6  λ 5  + 9  λ 4  − 8  λ 3  + 9  λ 2  − 6 λ + 2    λ 2     (  λ − 1  )   2         



(2)







Polynomial functions    J 2   [ λ ]    and    J 1   [ λ ]    are unbounded, but their ratios are bounded.


  J  [ λ ]  =    J 2   [ λ ]     J 1   [ λ ]     



(3)







The value of   J  [ λ ]    is between 2 and 2.8 [37] and can be used as the P2-invariant for the registration of four disordered collinear points.




2.2.2. P2-Invariant of Five Coplanar Points


The 2D cross ratio is based on the 1D cross ratio. Similarly, the 2D P2-invariant can be evolved from the 1D P2-invariant.



As shown in Figure 4a, the five coplanar points in total contain 5! = 120 different sequences. Next, we identify a P2-invariant to realize efficient registration for five disorderly coplanar points. Using each point as a vertex reference, five coplanar points can give five different 2D cross ratios:  μ ,  ν ,    ν u   ,     ν − 1   u − 1    , and     u ( ν − 1 )   v ( u − 1 )    . The last three cross ratios can be expressed as the function of the first two independent cross ratios, namely  μ  and  ν , as shown in Equation (4) [37].


   {     〈   A 1   A 2   A 3   A 4   A 5   〉  : μ =    (    Δ  A 1   A 2   A 4   ¯   )   (    Δ  A 1   A 3   A 5   ¯   )     (    Δ  A 1   A 3   A 4   ¯   )   (    Δ  A 1   A 2   A 5   ¯   )         〈   A 2   A 1   A 3   A 4   A 5   〉  : ν =    (    Δ  A 2   A 1   A 4   ¯   )   (    Δ  A 2   A 3   A 5   ¯   )     (    Δ  A 2   A 3   A 4   ¯   )   (    Δ  A 2   A 1   A 5   ¯   )         



(4)




where    (    Δ  A i   A j   A k   ¯   )    is the oriented area of the triangle formed by the points    A i   ,    A j   , and    A k   .    A 1    is the shared point by all four triangles for    〈   A 1   A 2   A 3   A 4   A 5   〉   . Similarly,    A 2   ,    A 3   ,    A 4   , and    A 5    are the shared points by all four triangles for    〈   A 2   A 1   A 3   A 4   A 5   〉   ,    〈   A 3   A 2   A 1   A 4   A 5   〉   ,    〈   A 4   A 2   A 3   A 1   A 5   〉   , and    〈   A 5   A 2   A 3   A 4   A 1   〉   , respectively. With one point as the common point of the triangle, the remaining four points can produce 24 different orderings. It can be seen from Equation (4) that the P2-invariant based on each shared point can be obtained from   J  [ • ]   . The 2D P2-invariants corresponding to five different points can be expressed as a function of  μ  and  ν , and    A i  ⇌  J   ( i )     ,  i  = 1…5.


   J   ( 1 )    = J  [ μ ]  ,    J   ( 2 )    = J  [ ν ]  ,    J   ( 3 )    = J  [   μ ν   ]  ,    J   ( 4 )    = J  [    ν − 1   μ − 1    ]  ,    J   ( 5 )    = J  [    μ  (  ν − 1  )    ν  (  μ − 1  )     ]  ,  



(5)







Sorting Equation (5) in ascending order,    J   ( i )     , a new vector can be obtained:


  J =    (   J   ( 1 )    ,    J   ( 2 )    ,    J   ( 3 )    ,    J   ( 4 )    ,    J   ( 5 )     )   T   



(6)







 J  is regarded as the 2D P2-invariant of five coplanar points. Then, it can be used as the registration feature of two point sets under projective transformation.



The five template points of GCTs are coplanar, and Equation (6) can be considered for registration and identification for template points. That is,    A 1   ,    A 2   ,    A 3   ,    A 4   , and    A 5    in Figure 4a correspond to D, B, C, E, and A in Figure 4b, respectively. It should be noted that Equation (6) requires that any three of the five coplanar points are not collinear; otherwise, the oriented area of    (    Δ  A i   A j   A k   ¯   )    is probably equal to zero. Among the five template points, C, E, and A are indeed collinear. Therefore, Equation (6) cannot be applied directly. For these five special coplanar points, we will adopt a special way to deal with them.




2.2.3. Identification of Template Points under Collinear Condition


In the template points, C, E, and A are collinear, which can be regarded as    A 3   ,    A 4   , and    A 5    being collinear. Therefore, none of the collinear points are suitable as shared points, whereas template points D and B can be shared points. C, E, and A are collinear and E is between C and A. Under projective transformation, except that the collinear relationships do not change, E is still in the middle of the three collinear points. Therefore, E can be clearly used as an anchor point, and there is ambiguity between C and A. D and B are on either side of the line     C E A  ¯   , and there is ambiguity between them. Therefore, when C, E, and A are collinear, D and B serve as the shared points to solve  μ  and  ν , respectively. Now, the vector    J ∗  =    (   J   ( 1 )    ,  J   ( 2 )     )   T    is the P2-invariant of five coplanar points when three points are collinear. Put simply, we further propose using the maximum element in the vector as our P2-invariant.


   P 2  − Invariant = m a x (  J ∗  )  



(7)







Supposing that the P2-invariant of template points in the designed image is    P 2  V a l u  e  d e s i g n d     and the P2-invariant in the projective transformed image is    P 2  V a l u  e  R e a l i t y    , they should be approximately equal; that is,


   |   P 2  V a l u  e  d e s i g n d   −  P 2  V a l u  e  R e a l i t y    |  ≤ Δ  P 2     T H    



(8)




where   Δ  P 2     T H     denotes the threshold. The point that meets this condition can be identified as a template point; that is, it can be preliminarily identified as a coded target.



According to the designed coordinates of five template points in Table 1, the calculated truth value of P2-invariant is 2.402.





2.3. Decoding


When the five template points are identified, the remaining three points are regarded as decoding points, as shown in Figure 4b,c. The solution of decoding points depends on the transformation parameters between the designed coordinate system and the image coordinate system determined by template points. The scenes used for GCTs mainly belong to close-range photogrammetry, so projective deformation can be simplified to affine deformation [40]. In ref [24], the three small circular points were applied by affine transformation to decode the HCTs. So, inspired by that, we adopt the affine transformation to decode the GCTs.


      u = a x + b y + c     v = d x + e y + f    }   



(9)







(x,y) and (u,v) represent the coordinates under the designed coordinate system and under the image coordinate system, respectively. By substituting the designed coordinates and the actual image coordinates of five template points into Equation (9), six affine transformation parameters ( a , b , c , d , e , f ) can be solved by using the least square method. By substituting the image coordinates of the three decoding points into Equation (9), the coordinates under the designed coordinate system can be obtained. By comparing with the designed coordinate values, three points with minimum error are selected for decoding. As shown in Figure 4b,c, the coordinates of the decoding points after affine transformation are most similar to those of the decoding points no. 4, 6, and 14, so the corresponding coding value is 16,464 and the decoded serial number is CODE18.



The following describes the detailed decoding process of CODE18. The image coordinates of its eight points and the corresponding designed coordinates of the five template points are shown in Table 3. By substituting image coordinates of the five template points into Equations (9), the calculated P2-invariant is 2.475. I, II, and III are the number-undetermined decoding points.



Substituting    (  u , v  )    and    (   x 0  ,  y 0   )    of A, B, C, D, E into Equation (9), the six parameters of affine transformation can be solved as shown in Table 4.



Through affine transformation parameters, the transformed coordinates in the designed coordinate system of decoding points (I, II, and III) in Table 5 can be obtained from image coordinates. Compared with designed coordinates in the decoding library in Table 2, the most proximate corresponding coordinates are selected, and the positioning bias and point numbers are shown in Table 5.



According to the coding library in Section 2.1, the encoding or decoding value of this GCT is 16,464, and the corresponding decoding serial number is CODE18, as shown in Figure 5.




2.4. Identification Process of GCTs


The identification process of GCTs involves some details to obtain ideal results. So firstly, we present several important technical instructions and then present the procedure of identification.



	(1)

	
Geometric Constraints







To recognize the target point, the ellipse edge should be extracted in advance. The edge noises which can disturb the ellipse detection should be removed, as shown in Figure 5. As introduced in Section 2.1, specific geometric constraints can filter out most useless false point information when the point diameter and shooting distance are certain. Here, perimeter C, area S, and roundness K are used to detect ellipse edges [7]. In OpenCV [41], function cvFindContours can obtain the detected edges separately, and functions cvArcLength and cvContourArea can obtain the perimeter and area of every edge. The roundness K represents how close an ellipse is to a circle and is defined as Equation (10). The range of K is 0~1. The larger the viewing angle, the greater the ellipticity and the smaller the K.


  K =   4 π S    C 2     



(10)







As shown in Figure 5, the rectangular frame belongs to edge noises for ellipses, and it can be filtered out by constraints of geometric parameters shown in Table 6.



	(2)

	
Center Positioning of Points







To obtain the center position of points, ellipses are fitted in this paper. CvFitEllipse [41] is used to fit ellipses for the contour of each potential point. Once the elliptic equation is determined, the center coordinate of each point is obtained.



	(3)

	
Point-set Search







Point-set search is used to find points belonging to the same GCT from all possible ellipses. We adopt neighborhood search to obtain the point-set. D represents the search scope, as shown in Equation (3), where   b i   represents the length of the major axis of an ellipse,  n  represents the count of ellipses, and  λ  is a scaling factor.


  D = λ ×     ∑  i = 1  n   b i    n   



(11)







The following is a detailed description of the entire identification process. As shown in Figure 5, six steps in total are needed to perform the identification of GCTs.



Step 1. Binarization. Firstly, the image is converted into a grayscale image, and then the grayscale image is binarized to peel the coded targets from the background. The binary threshold can be adjusted according to the illumination intensity and circumstance. A value of 100 is applicable for most conditions.



Step 2. Edge extraction. Based on a binarized image, the edge is extracted to obtain edge features, including elliptical markers and uninteresting objects. In this paper, we adopt Canny to track edges and obtain contours.



Step 3. Geometric constraints, ellipse fitting, and center positioning. By setting filtering conditions such as roundness, circumference, and area, the edge features of non-interested targets are removed to obtain pure elliptical edge features belonging to coded targets. The elliptical markers are obtained by fitting the elliptical edges with least square ellipse fitting, and then the center coordinates of each elliptical marker are obtained.



Step 4. Template point identification. The key is to search the point set and determine which five points can be template points with the best possibility. This first step is to find the set of points that make up each complete coded target. We traverse each elliptical marker, based on each elliptical marker as the center, and search within a certain radius to find the nearest seven points to constitute an eight-point set. Then, we find out the template points according to the following constraints:




	
Find three collinear points among the eight points, and then check the remaining five points. Make sure that three points are on one side of the line formed by these three collinear points and that the other two points are on the other side.



	
Choose a point separately from either side of the line, which together with the three collinear points form five coplanar points to construct P2-invariant. Except for the three collinear points, two of the remaining five points are selected to join with the three collinear points to construct template points. The two points are constrained by the geometric restricted condition   max  (   d    D E  ¯    ,  d    B E  ¯     )  ≤ β min  (   d    D E  ¯    ,  d    B E  ¯     )   , where  d  is the distance from the positioning point E to D or B. The applicable value of  β  is 2.5.








Step 5. Decoding point identification. The key is to calculate the affine transformation parameters. Firstly, we solve the corresponding affine transformation parameters according to five template points, and then execute coordinate transformation for the remaining three decoding points according to the transformation parameters. Thus, we can obtain the calculated coordinates    P  c a l     of the remaining three decoding points in the designed coordinate system. By comparing with the designed coordinates    P  d e s     in the decoding library, we select the three adequate decoding points which satisfy the following distance constraint condition:   d i s  (   P  c a l   ,  P  d e s    )  ≤ h  , where  h  is set as 1.0.



Step 6. Coding serial number acquisition. Based on the numbers of three identified decoding points, we calculate the decoding value, find the corresponding decoding value in the coding library, and then realize the decoding of the coded target.





3. Results


As introduced in Section 2, the point diameter sizes 3 mm, 6 mm, and 12 mm are three representative coded targets used in V-STARS. The size 6 mm is the most widely used in common scenarios [19], so we adopted this size type of GCTs for the main experiments. The size 3 mm was also adopted for the aided experiment, which is fit for small measured objects. The size 12 mm is fit for a large measured object and long distance. We designed and printed GCTs with ordinary A4 paper ourselves. Indoor and outdoor experiments were carried out with a digital single lens reflex camera (Nikon D300S, whose resolution is 4288 * 2848) using a lens equipped with a Nikon AF NIKKOR (20 mm F/2.8D). We also performed a UAV test. All the experiments are compared with V-STARS 4.7 Edition. It is worth mentioning that the identification results of V-STARS are grayscale, not colored.



3.1. Experiment for Indoor Scenes


Usually, the brightness indoors is uniform and balanced. Most applications of GCTs are carried out indoors. Therefore, indoor experiments are the core of this paper.



	(1)

	
Experiments with Increasing Step of Viewing Angles







The image deformation is affected by perspective projection transformation. When the viewing angle is larger, the perspective deformation is more serious, which may affect the identification of GCTs. Therefore, experiments at viewing angles of 0°, 10°, 20°, 30°, 40°, 50°, 60°, 65°, 70°, 75°, and 80° were performed to verify the stability and the effectiveness of the identification method. Twenty 6 mm GCTs were pasted on the white planar wall. The shooting distance was close to 2 m. The binarization gray threshold was set to 90. The parameters below every image represent the viewing angle, correct identifications, and accurate identification rate, respectively.



As shown in Figure 6, the proposed method can achieve a very good identification result when the viewing angle is smaller than 60°. The correct identification ratio is 100%. When the viewing angle reached 70°, the correct identification ratio dropped to 65%, and only one GCT was identified when the viewing angle was 75°. It failed when the viewing angle was 80°. Compared with V-STARS, the proposed method showed better performance when the viewing angle was smaller than 60°, but showed worse performance when the viewing angle was larger than 60°. When the viewing angles were larger than 70°, many GCTs could not be identified, although the ellipses were extracted. So, it can be deduced that the ellipses extracted were not accurate and the center positioning was no longer unknown. When the viewing angles were larger than 75°, many ellipses could not be extracted; however, they could be extracted by V-STARS. We can infer that the algorithm of ellipse extraction is different between V-STARS and the proposed method in this paper.



	(2)

	
Experiments with Small GCTs







Experiments at viewing angles of 0°, 30°, and 60° were performed to verify the stability and effectiveness of the identification method with twenty small 3 mm GCTs. The shooting distance was close to 1 m. The comparison results are shown in Figure 7.



For small GCTs, V-STARS can achieve rather good results, with all GCTs correctly identified. The proposed method behaves a little worse. It had a false identification when the viewing angle was 0° (CODE83 was misidentified as CODE21). The reason is that the structures of CODE21 and CODE85 are very similar or mirror symmetric, so the decoding points number 6 and 14 were regarded as template points D and B by mistake. So, it is important to improve the identification precision for GCTs that have slight differences between each other.



	(3)

	
Experiments with mixed GCTs







Six 6 mm GCTs and six 3 mm GCTs were mixed and pasted on the wall. The shooting distance was 1.5 m. The comparison results are shown in Figure 8.



When the GCTs are mixed, the proposed method can obtain a better result than V-STARS, as seen from the comparison results for 60°. For the proposed method, the half of the GCTs close to the camera have a better identification result compared to V-SATRS, which again indicates that the algorithm of ellipse extraction applied in this paper differs from V-STARS.




3.2. Experiment for Outdoor Scenes


Outdoor scenes are usually more challenging than indoor scenes. To illustrate the effectiveness for outdoor scenes with complex structures and brightness, we chose a building to test outdoors. The shooting distance was 2 m. Figure 9 shows that scenes illuminated to varying degrees can be processed smoothly. Although there is a lot of false elliptical noise in the outdoor images, almost all the GCTs are correctly identified as the noise can be filtered or abandoned automatically by constraints, which fully demonstrates the effectiveness of this innovative method. We can determine that the proposed method and V-STARS can both achieve a good identification result at close range outdoors.



From the indoor and outdoor tests, all the coded targets can be basically accurately identified, which indicates that the template points are accurately identified. It also shows the effectiveness of adopting the proposed P2-invariant of five coplanar points to identify the GCTs. It can be found that V-STARS can extract more noise. This noise presented as many red elliptic dots, which can potentially interfere with the identification of GCTs, but the identification results are still good. V-STARS can almost identify every GCT once the eight elliptic points of this GCT are extracted. However, the proposed method cannot always identify every GCT, even though the eight elliptic points of this GCT are extracted, which illustrates that the ellipse extraction in this paper is not as accurate as the ellipse extraction applied in V-STARS.




3.3. Experiment for UAV


To verify the possibility of use in UAV photogrammetry, additional experiments were carried out with a DJI Phantom 4 RTK. The camera was FC6310R (the resolution is 5472 * 3648), and the GCTs were 12 mm in diameter. The height represents the distance from the UAV to the ground vertically. The sunlight is non-uniform and there are shadows inside the second image. The three images have been captured with different lighting conditions at different times.



From Figure 10, as a whole, the identification performance of the proposed method is equal or a little inferior to V-STARS. When the fly height is moderate, the proposed method behaves rather well, but when the distance is higher, the proposed method behaves barely satisfactorily. The higher targets are vaguer; larger GCTs are needed if a better result is desired. In addition, the GCTs in the shade in the second image cannot be identified with the GCTs in the sunlight at the same time, which is also a challenge for UAV application in the field.





4. Discussion


From the experiment results above, we can see that the identification is relatively robust and effective; however, some GCTs cannot be identified or correctly identified. So, in this section, we will discuss the reasons why our method shows robustness and effectiveness, and why some GCTs are not correctly identified.



Herein, a robustness and accuracy analysis is presented. Two parameters, the P2-invariant of template points and the identification bias of decoding points, are adopted to analyze the influence of different viewing angles on the robustness and accuracy of GCTs. The precision of P2-invariant can affect the identification robustness of the five template points, and the identification bias of decoding points can affect the identification accuracy of the GCTs. Finally, the precision of center positioning of GCTs is shown to evaluate the precision of ellipsis extraction for the proposed method. Analysis data are chosen from the experiments in Figure 6 with increasing steps of viewing angle.



4.1. The P2-Invariant of Template Points


The theoretical or designed value of P2-invariant is 2.402. The mean values of P2-invariant of all GCTs under each viewing angle are given in Figure 11. The data reflect that the mean values of P2-invariant of the eleven viewing angle experiments are similar and close to the theoretical value.



For each experiment, the range, mean, and root mean square error (RMSE) of P2-invariant values of all GCTs are shown in Table 7. The minimum value is 2.401 and the maximum value is 2.587, so the amplitude of variation is as small as 0.186, which can be an appropriate threshold for the difference between the calculated and the designed P2-invariant. The minimum exists under a viewing angle of 75°, the maximum exists under a viewing angle of 65°, and the maximum RMSE 0.048 also exists under a viewing angle of 75°, which indicates the precision of P2-invariant decrease at a viewing angle larger than 65°. However, as the mean values have no apparent discrepancy, the ∆ P2_RMS also remains small and stable at every viewing angle. The ∆ P2_RMS remains at around 0.025, which is stable and matches the descriptions in another study [37] in which the P2-invariant was used to achieve the correspondence of coplanar features. Meanwhile, ref [38], which used P2-invariant of collinear four points to achieve the recognition and detection of a Pi-Tag maker, also showed good performance. Compared with refs [37,38], it was proven that the coplanar P2-invariant derived from collinear P2-invariant was also valid for recognizing a coded target. However, in refs [37,38], they did not give sufficient statistics results under different viewing angles. From the detailed analysis in this paper, it is indicated that P2-invariant is a robust key to perform the role for identifying GCTs, and it also ensures that the GCTs can be very effective and robust.




4.2. The Identification Positioning Bias of Decoding Points


Every GCT includes three decoding points. So, the twenty GCTs include sixty decoding points. The identification positioning bias of sixty decoding points under different viewing angles is shown in Figure 12. The positioning bias ranges from 0 to 0.7 (unit: mm). It is obvious that the identification positioning bias of decoding points increases as the viewing angle increases, which reflects that the image deformation increases when the viewing angle increases. Even so, the maximum positioning bias is not larger than 0.7, which ensures that the identification is of high precision. According to this analysis, for standard 6 mm-diameter GCTs, when the threshold of positioning bias of decoding points is set at 1.0, good identification results can be obtained. Compared with the decoding descriptions in ref [30], which just presented a simple description of a mathematical algorithm without presenting any data, we present detailed bias values and threshold values to provide more reference information. Ref [42] imitated the HCT to design a novel cross-circular coded target, and the bias of decoding points between the designed coordinates and solved coordinates were listed. However, regarding limitations, the experiments were mainly simulations and lacked detailed analysis under various viewing angles.




4.3. The Precision of Center Positioning of GCTs


The key for identification of GCTs is to obtain the correct coding serial number and accurate center coordinates to perform high-precision measurement or tracking. So, it is very important to evaluate the center positioning precision. V-STARS claims to have a typical high measurement precision of 5 μm + 5 μm/m [32,43], so its center positioning coordinates are regarded as the truth. All the center coordinates of identified GCTs by V-STARS corresponding to the proposed method have been calculated. Bias_RMS_X, Bias_RMS_Y, and Bias_RMS_XY represent the RMSE of bias between the proposed and V-STARS at image coordinates in the X direction, Y direction, and plane direction, respectively. The detailed values under the viewing angle at 0° can be seen in Table 8. The details for comparisons under the other viewing angles are similar, so we give the statistical results directly in Figure 13. Although ref [31], which paid attention to ring-shaped coded targets, also gave out the positioning coordinates, it did not include a concrete comparison with the true value or with the standard software.



From Figure 13, we can see that the bias of center positioning is relatively stable under different viewing angles. However, the center positioning precision is 0.2 px–0.3 px, which is a big error in terms of high-precision measurement [44]. It is necessary to improve the center positioning precision to 0.1 px or even 0.05 px [32,45]. In addition, when the center positioning precision was low, a GCT could not be identified, although eight ellipses were extracted. Just as was mentioned in [46], when the precision of circle extraction is low, the precision of center positioning will be bad, and it will affect the precision of subsequent measurements.



From the above experiments and data analysis, it is confirmed that the proposed method is very credible. Through ref [7], the circular geometric constraint can be used to screen out valid circular points. Through refs [41,44], ellipse extraction and fitting can be used to obtain the positions of all points. Through ref [37], the coplanar P2-invariant can be used to detect template points. Through ref [30], the affine transformation can be used to decode a GCT.



Compared with applications that do not rely on GSI coded targets, the proposed method can be very useful when performing automatic image matching, camera orientation, object tracking, aided 3D reconstruction, etc. Compared with V-STARS, the proposed method can achieve approximate identification results and can deal with mixed GCTs better. However, this paper has some limitations. The first is the low precision of ellipse extraction and center positioning, which is the main factor triggering uncertainty and error. The second is that the binarization threshold is not self-adaptive. The third is that the key parameters for distance constraints such as  β  and  h  were set empirically and were not self-adaptive, which is not flexible and will cause restrictions in complicated scenes. Only if the precision of center positioning is improved, it can be applied to high-precision applications [19]. Only if the binarization threshold can be self-adaptive, it can be better applied in more complicated or volatile large scenarios with non-uniform background illumination [47].



As ref [20] pointed out, the commercial photogrammetric systems V-STARS remains closed source. The details related to the key principles of its internal architecture, including the identification principle of coded targets, are not publicly available and are of commercial interest. Therefore, there is a limited number of available papers related to the identification of GCTs. It is hard to make comparisons with other related published papers, so we have compared with V-STARS directly. This paper may represent the first time that a detailed identification method for GCTs in the whole chain has been published. However, because the method adopted in V-STARS is excellent, our aim is not to surpass V-STARS, but to approximate it. So, we wish to describe these experiences of identifying GCTs and hope that other researchers can put forward a better method to identify GCTs based on the insights offered by the present paper.



In future research, we will adopt a high-precision edge extraction and center positioning method, as mentioned by ref [48]. We will also consider a faster ellipse extraction method from ref [49] that can be used to replace the current method to adapt to fast processing or dynamic scenarios. Then, we will learn from ref [50] to try to improve the adaptive capability aiming at the non-uniform sunlight in UAV experiments outdoors; we will also strive to find a self-adaptive or parameter-free identification method. Furthermore, another close-range photogrammetric software named AUSTRALIS [27,28], which was not used as a comparison with the proposed method, should be considered in future work.





5. Conclusions


This paper shares an innovative method and detailed procedures for identifying closed-source coded targets that have been commercially applied in visual measurement software V-STARS. Indoor experiments with common-sized coded targets under different viewing angles ranging from 0° to 80°, small-sized coded targets, and mixed-size coded targets and outdoor experiments with non-uniform brightness were carried out to verify the effectiveness and robustness of the proposed method. The results and analysis show that the proposed P2-invariant of five coplanar points with three collinear points, which served as the identification feature of template points for a GSI coded target, is very stable and not affected by the viewing angle. The UAV experiment proved the effectiveness further and indicated preliminarily that the proposed method could potentially be applied to UAV photogrammetry. In the future, we expect GCTs and this method to be applied in Agisoft Metashape for UAV photogrammetry and 3D reconstruction, as well as in dynamic geographical scenes for object tracking and positioning.
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Figure 1. Three classical types of coded targets in photogrammetry: (a) SCT; (b) HCT; (c) GCT. 
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Figure 2. The relationship between point diameter and shooting distance. 
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Figure 3. The structure of a GCT: (a) a GCT named CODE18; (b) deployment of all possible GCTs with identical template points; (c) the decoding points’ number and distribution of CODE18. 
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Figure 4. Five coplanar points. (a) Common coplanar points; (b) template points with three collinear points; (c) template points under projective deformation. 
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Figure 5. Procedure of identification. 
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Figure 6. Identification results of different viewing angles with increasing steps for 6 mm GCTs. 
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Figure 7. Identification results of small 3 mm GCTs. 
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Figure 8. Identification results of mixed GCTs with 3 mm and 6 mm. 
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Figure 9. Experiment for outdoor scenes. The second column represents the count of GCTs contained in the image. 
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Figure 10. Experiment for UAV. 
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Figure 11. The variation in mean value of P2-invariant with increasing steps of viewing angle. 






Figure 11. The variation in mean value of P2-invariant with increasing steps of viewing angle.



[image: Remotesensing 14 05377 g011]







[image: Remotesensing 14 05377 g012 550] 





Figure 12. The positioning bias of decoding points with increasing steps of viewing angle. 
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Figure 13. The center positioning precision under different viewing angles. 
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Table 1. Designed coordinate values of GCTs.
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Point Type

	
Point Number

	
Coordinate Values/mm

	
Point Type

	
Point Number

	
Coordinate Values/mm




	
     x 0     

	
     y 0     

	
     x 0     

	
     y 0     






	
Template Points

	
A

	
26

	
26

	
Coding/Decoding Points

	
12

	
26

	
11




	
B

	
11

	
0

	
13

	
26

	
15




	
C

	
0

	
0

	
15

	
23

	
15




	
D

	
0

	
11

	
16

	
23

	
11




	
E

	
11.5

	
11.5

	
17

	
11

	
23




	
Coding/Decoding Points

	
1

	
0

	
22

	
18

	
22

	
7.5




	
2

	
0

	
26

	
19

	
26

	
7.5




	
3

	
4

	
22

	
20

	
7.5

	
26




	
4

	
4

	
26

	
21

	
15

	
30




	
5

	
11

	
26

	
22

	
11

	
30




	
6

	
15

	
26

	
23

	
4

	
30




	
7

	
15

	
23

	
24

	
0

	
30




	
8

	
22

	
0

	
25

	
30

	
15




	
9

	
26

	
0

	
26

	
30

	
11




	
10

	
22

	
4

	
27

	
30

	
4




	
11

	
26

	
4

	
28

	
30

	
0
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Table 2. The decoding library of GCTs.
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	Decoding Serial Number
	Numbers of Decoding Points
	Decoding Value





	CODE1
	3, 6, 8
	328



	CODE2
	1, 7, 8
	386



	…
	
	…



	CODE18
	4, 6, 14
	16,464



	…
	
	…



	CODE505
	7, 17, 28
	268,566,656
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Table 3. Image coordinates and designed coordinates of template points.
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Name of Point Target

	
Image Coordinates/px

	
Designed Coordinates/mm




	
   u   

	
   v   

	
     x 0     

	
     y 0     






	
A

	
2047.00

	
1072.58

	
26

	
26




	
B

	
2326.77

	
1133.63

	
11

	
0




	
C

	
2331.21

	
1170.83

	
0

	
0




	
D

	
2368.04

	
1166.33

	
0

	
11




	
E

	
2364.86

	
1127.35

	
11.5

	
11.5




	
I

	
2333.77

	
1081.33

	
-

	
-




	
II

	
2370.47

	
1076.75

	
-

	
-




	
III

	
2401.81

	
1110.59

	
-

	
-
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Table 4. Six parameters of affine transformation.






Table 4. Six parameters of affine transformation.





	a
	b
	c
	d
	e
	f





	−0.035
	−0.292
	423.896
	0.296
	−0.037
	−646.310
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Table 5. Decoding of a GCT (unit: mm).






Table 5. Decoding of a GCT (unit: mm).





	
Decoding Points

	
Transformed Coordinates

	
Designed Coordinates

	
Positioning Bias

	
Point Number




	
   x   

	
   y   

	
     x 0     

	
     y 0     

	
∆x

	
∆y






	
I

	
4.011

	
26.025

	
4

	
26

	
0.011

	
0.025

	
4




	
II

	
15.032

	
26.070

	
15

	
26

	
0.032

	
0.070

	
6




	
III

	
23.056

	
15.088

	
23

	
15

	
0.056

	
0.088

	
14
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Table 6. The parameter ranges of geometric constraints.






Table 6. The parameter ranges of geometric constraints.





	Area S/px
	Perimeter C/px
	Roundness K





	30~1000
	20~500
	0.6~1.0
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Table 7. The range and precision of P2-invariant.






Table 7. The range and precision of P2-invariant.





	Viewing Angles
	0°
	10°
	20°
	30°
	40°
	50°
	60°
	65°
	70°
	75°
	80°





	P2-Invariant

Range
	2.447

~

2.536
	2.458

~

2.509
	2.467

~

2.532
	2.465

~

2.515
	2.444

~

2.552
	2.442

~

2.527
	2.461

~

2.573
	2.450

~

2.587
	2.430

~

2.555
	2.401

~

2.468
	NaN



	Mean Values
	2.493
	2.485
	2.492
	2.489
	2.487
	2.492
	2.500
	2.501
	2.503
	2.435
	NaN



	∆ P2_RMS
	0.022
	0.014
	0.016
	0.014
	0.028
	0.023
	0.033
	0.031
	0.036
	0.048
	NaN
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Table 8. The center positioning coordinates and positioning bias compared with V-STARS under the viewing angle at 0°.






Table 8. The center positioning coordinates and positioning bias compared with V-STARS under the viewing angle at 0°.





	
Coding

Serial Number

	
Center Positioning Coordinate (x, y) (Unit: px)

	
Positioning Bias (Unit: px)




	
V-STARS

	
The Proposed

	
    Δ x    

	
    Δ y    

	
      Δ  x 2  + Δ  y 2       






	
3

	
(2950.418, 2222.000)

	
(2950.287, 2221.862)

	
0.131

	
0.138

	
0.191




	
8

	
(1266.945, 670.800)

	
(1266.865, 670.616)

	
0.081

	
0.184

	
0.201




	
13

	
(1116.764, 1912.218)

	
(1116.690, 1911.946)

	
0.074

	
0.273

	
0.282




	
18

	
(2365.036, 1127.382)

	
(2364.862, 1127.353)

	
0.174

	
0.029

	
0.176




	
23

	
(3019.909, 412.727)

	
(3019.631, 412.682)

	
0.279

	
0.046

	
0.282




	
28

	
(1307.745, 2373.909)

	
(1307.571, 2373.838)

	
0.174

	
0.071

	
0.188




	
33

	
(1650.145, 1127.909)

	
(1650.005, 1127.618)

	
0.140

	
0.291

	
0.323




	
38

	
(2470.600, 1883.091)

	
(2470.562, 1882.905)

	
0.038

	
0.186

	
0.190




	
43

	
(2463.727, 401.327)

	
(2463.638, 401.328)

	
0.089

	
−0.001

	
0.089




	
48

	
(3299.764, 1770.691)

	
(3299.644, 1770.589)

	
0.120

	
0.102

	
0.157




	
53

	
(3372.509, 1097.691)

	
(3372.192, 1097.586)

	
0.317

	
0.105

	
0.334




	
58

	
(2002.491, 686.655)

	
(2002.326, 686.564)

	
0.165

	
0.091

	
0.188




	
63

	
(2165.400, 2388.618)

	
(2165.311, 2388.488)

	
0.089

	
0.130

	
0.158




	
68

	
(2833.673, 856.636)

	
(2833.482, 856.462)

	
0.190

	
0.174

	
0.258




	
73

	
(1645.036, 253.364)

	
(1645.084, 253.238)

	
−0.048

	
0.126

	
0.135




	
78

	
(2885.182, 1407.964)

	
(2885.083, 1407.807)

	
0.098

	
0.157

	
0.185




	
83

	
(2052.600, 1632.600)

	
(2052.446, 1632.646)

	
0.154

	
−0.046

	
0.161




	
88

	
(1510.909, 1611.400)

	
(1510.808, 1611.255)

	
0.101

	
0.145

	
0.177




	
93

	
(1728.127, 2075.018)

	
(1728.070, 2074.719)

	
0.057

	
0.299

	
0.305




	
98

	
(1108.182, 1199.545)

	
(1108.137, 1199.406)

	
0.045

	
0.140

	
0.147




	
RMS

	
0.147

	
0.159

	
0.217
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