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Abstract

:

Featured Application


The AI plugins can support website and web application auditing, facilitating preliminary evaluation of quality attributes, particularly regarding search engine optimisation and accessibility.




Abstract


Although large language models (LLMs) like the Generative Pre-trained Transformer (GPT) are growing increasingly popular, much remains to learn about their potential for website quality auditing. The article evaluates the performance of LLM AI plugins (GPT models) in website and web application auditing. The author built and tested two original ChatGPT-4o Plus (OpenAI) plugins: Website Quality Auditor (WQA) and WebGIS Quality Auditor (WgisQA). Their performance was cautiously and carefully analysed and compared to traditional auditing tools. The results demonstrated the limitations of the AI plugins, including their propensity for false outcomes. The general conclusion is that using AI tools without considering their characteristics may lead to the propagation of AI hallucinations in audit reports. The study fills in the research gap with the results on the capabilities and limitations of AI plugins in the context of auditing. It also suggests further directions for improvement.
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1. Introduction


Tools for effective website content management, performance optimisation, ensuring web accessibility, and keeping data safe and secure are critical in the age of the Internet boom [1,2]. There has been a breakthrough in this domain in recent years thanks to the expansion of large language models (LLMs), such as the Generative Pre-trained Transformer (GPT). Not only can they process natural languages, but they also support AI plugins, which are sophisticated components of diverse functionalities [3].



The most promising areas of AI plugin development include cross-platform integration and expansion of the tool and algorithm capabilities of real-time third-party data analysis [4]. This means the tools can be expected to transcend their ecosystem and training datasets more easily and interact with the actual online ecosystem and even the digital ecosystem in real time. This has both positive and negative implications, but for website and web application quality audits, there are two new directions of optimisation and improvement [5]. Integrating AI and third-party auditing tools can yield more precise and context-anchored diagnoses of problems in such areas as performance, content accessibility, or content quality. Still, its primary advantage can be better-tailored recommendations [6]. Notably, all the functions are inherently available through a conversational user interface (CUI), so the auditor can ask auxiliary questions about details of the LLM output with prompts. Still, despite the benefits, using LLM-based AI plugins raises questions about their limitations, including those linked to the reliability of the measurements (results) and the recommendations based on them. The concerns are connected with such areas as AI hallucinations, which have already been diagnosed [7]. Another disconcerting matter is the reported paucity of new training data [8]. All these factors call for a cautious and critical approach to using LLMs [9].



Search engine optimisation (SEO) is among the primary fields of use of LLMs in quality testing. This is because LLMs can streamline content optimisation through auditing, text generation, meta tag, and header structure analysis and selection of keywords [10]. Still, these studies focus on a natural LLM environment, which is the website text (front-end). Another area often audited with LLMs is web accessibility [5]. The studies are comparative: results generated by AI are verified with traditional measurement tools. They have revealed that LLMs are not proficient at evaluating the quality of specialised functions and non-standard attributes, which may lead to incomplete or erroneous audit (design) recommendations. LLMs are also employed in user interface tests [11]. Here, too, many of their recommendations are projections and estimations. Therefore, LLMs fall short of traditional measurement and development tools. Similar conclusions are offered from research on LLM performance in web application security audits [1] and website performance measurement and optimisation [12]. The authors demonstrated that although AI could improve certain processes, it still exhibited significant limitations compared to dedicated tools. Moreover, the researchers faced the problem of AI hallucinations in most cases. They were the most conspicuous for dynamic phenomena changing in real time. It was also hard to verify AI results. LLM’s propensity for hallucinations is particularly challenging when it can lead to wrong audit recommendations. Moreover, researchers today often overlook the issue of the combination of the model’s general knowledge (trained with big data) and task-specific knowledge, which may result in lower accuracy of results offered by AI [13,14]. The present study follows a more adaptive approach, integrating the model’s general knowledge with task-focused (contextual) knowledge to improve website quality audit reliability. It involves AI plugins dedicated to website and web application quality auditing and attempts to test their performance in real-life conditions. In light of the above and auditing practices in the literature, most commonly involving aggregate indices [15], the present article aims to evaluate the performance of dedicated AI plugins in website quality auditing. The detailed objective is to investigate to what degree AI plugins facilitate SEO, UX/UI, and data security analysis compared to traditional audit tools. The article addresses the following research questions:




	
Is the performance of dedicated AI plugins regarding results accuracy on par with traditional analytical tools?



	
Can AI plugins replace the measurement tools used today in a way that improves the effectiveness of website and web application quality evaluation?








The research questions cover several critical aspects, like the ability of LLM AI plugins to evaluate complex phenomena, acquire and interpret data in real time, identify technical problems, and adapt to diverse analytical scenarios.



The remainder of the article is structured as follows: the introduction with the outline of the purpose and research questions precedes Section 2, which reviews the literature, focusing on using LLMs to improve the quality of websites through content accessibility audits, SEO audits, and UX/UI audits. Next, Section 3 provides the research methods, including details of the experiments and the audit tools. Section 4 offers the results of AI and manual audits. Section 5 shares observations and discusses the limitations of LLM, particularly AI hallucinations. A summary and practical implications provide a closure.




2. Background


ChatGPT (OpenAI) is a sophisticated language model based on the GPT architecture, counted among the milestones of artificial intelligence (AI) development (Figure 1). The Generative Pre-trained Transformer is a kind of LLM, which means it was trained on vast and diversified datasets [16]. Thanks to natural language processing (NLP), the model can process, analyse, and generate text in a natural manner, imitating human communication [17]. ChatGPT is employed in various fields, such as content creation, automated customer service, education, or research [18]. Its ability to understand and generate text emerges from analysis of language patterns, which makes it an effective tool for problem solving and supporting human–computer interaction (HCI), significantly contributing to the plethora of options for automation and support when natural language has to be understood [16].



ChatGPT is made available as a web application via a web browser. It is an example of software as a service (SaaS) [19]. Under the SaaS model, computing power and infrastructure are ensured by the service provider. The users connect to application servers for the AI model via an application programming interface (API) or CUI. They submit prompts, to which ChatGPT responds dynamically in real time. Additionally, users can create custom AI plugins in ChatGPT to expand its functionalities and adapt it to specific circumstances. Consequently, users have the ability to create dedicated solutions in the LLM ecosystem. These tools are predominantly created for specific tasks like generating text and graphics, programming, and analytical automation [5,20]. LLM plugins can be pivotal for website and web application auditing, including SEO and user experience/user interface optimisation (UX/UI) [21].



2.1. What Are AI Plugins in ChatGPT?


In computer programming, plugins (or add-ons) are modules that elevate the functionality of the basic software or system. Plugins can add new functions to the base application without affecting its source code. They are commonly used in web browsers, content management systems (CMSs) [22], graphics, hypertext, and code editors [23], and in geographic information systems (GISs) [24]. Web browser plugins can block advertisements, translate texts, play multimedia, or improve user security [25]. Their primary advantages include diversity, modularity, ease of installation, update, and removal. Many plugins are created and maintained by developer communities. This way, innovative and in-demand solutions can be delivered quickly [26].



The idea to expand the capabilities of the original application with plugins has been transplanted into the AI ecosystem. AI plugins for ChatGPT are referred to as ‘GPT models’. These models function as additional, dedicated, and integral functionalities of the ChatGPT ecosystem. They are programmed to perform specific tasks like data analysis or generating programming code, graphics, and multimedia [27]. OpenAI has published an AI plugin creator in ChatGPT, where users can build add-ons in a graphic user interface. They can define the basic characteristics of the tool and its graphic design and then publish it in the plugin repository.



AI plugins can be alternatives to tools dedicated to evaluating website and web application quality focused on specific audit types or created to conduct comprehensive (multi-criterion) audits [15]. Most of these tools are web applications, like PageSpeed Insights and GTmetrix [28]. Some, such as Screaming Frog SEO Spider, are available as desktop applications installed on the local user machine [29] and as plugins for web browsers, such as Google Lighthouse [12]. AI plugins differ from ‘typical’ audit tools in how users interact with them and how results are reported (Table 1).



The advantages of large language models are counterbalanced by their shortcomings. Hallucinations are among them [38,39]. The problem is highly relevant to AI plugins for website and web application audits. The propensity for hallucinations means that the declarations made by LLMs regarding the functionality of a specific AI plugin and its promised results should be taken with a pinch of salt [38].




2.2. Related Work


Auditors of website and web application quality have an increasing palette of AI tools at their disposal (Table 2). Othman et al. [6] tested ChatGPT’s ability to identify the level of compliance of two websites with the Web Content Accessibility Guidelines (WCAGs) and address any related issues. They employed the Web Accessibility Evaluation Tools (WAVE) in their comparisons. They demonstrated that ChatGPT can improve WCAG website optimisation. López-Gil & Pereira [2] designed highly effective LLM scripts for identifying problems with content accessibility. They concluded that LLMs could increase the number of detected WCAG incompatibilities.



Falatouri et al. [39] employed an LLM to analyse the sentiment behind user-generated content (UGC). They compared two language models, ChatGPT 3.5 and Claude 3, and three traditional NLP methods using two datasets with customer reviews. The results show that LLMs highly effectively extract information from large datasets. Falatouri et al. [39] pointed out LLM’s ability to streamline analytical processes, albeit under user supervision, necessary to ensure the reliability of results.



Calò and Russis [5] proposed a new approach to web page generation with LLMs. It helps focus on the design rather than the (hypertext and programming) code. Prompt engineering is pivotal for this approach as it causes specific code modifications, resulting in the final page layout. Chodak and Błażyczek [10] investigated how LLMs could be applied to e-commerce website optimisation for search engines (SEO). They discussed classic technical SEO and content optimisation problems and outlined the SEO capabilities of ChatGPT and DALL-E. They also proposed a list of prompts for generating content and HTML code useful in e-commerce website optimisation. They then enumerated the benefits and problems of using LLMs for e-commerce SEO. Namoun et al. [11] proposed a concept of large user interface models (LUIMs) for generating user interfaces for mobile applications and predicting their usability with AI. Their results have demonstrated that the AI tools they tested underperformed when assessing UI/UX.



Szabó and Bilicki [1] analysed the application of LLMs in web application security audits. They investigated front-end applications’ vulnerabilities to malware attacks to leak confidential data. Using a sequence of prompts and few-shot prompting, they generated code segments for sensitive data processing and evaluated their security. They then juxtaposed results provided by LLMs with their manual evaluation, demonstrating that LLMs have a significant potential to automate analytical tasks.



Emsley [38] pointed out the problem with AI hallucinations. In the AI domain, hallucinations are language models’ responses at variance with reality, which the literature equals to lies, fabrications, confabulations, or even forgery [38,44]. Put simply, AI hallucinations are caused by LLM’s limited ability to process data and lack of full understanding of the context of the question. For instance, an LLM can generate a ‘made-up’ answer when it cannot access relevant information or when the reply is statistically probable [45]. The literature shows that despite the ongoing efforts to improve AI, it is still prone to hallucinate, prioritising the urge to respond to the user even at the expanse of facts [38]. All this amounts to a research gap and the need to test the actual performance of AI plugins dedicated to website quality auditing.





3. Materials and Methods


The conclusions of this work are founded on a controlled experiment whereby website audit outcomes are compared. The quality audit was conducted with dedicated AI plugins and traditional free-to-use audit tools. The use of the conventional audit tools is referred to as ‘manual audit’ throughout the article. The literature review has confirmed that researchers often compare AI tools and standard methods [1,2,6].



The author employed a cautious and conservative approach [9]. This concept is found throughout diverse domains, such as information security, psychology, and software testing. It involves the assumption that not all pieces of information, processes, or actions by other actors are entirely trustworthy, so additional precautions are necessary [46]. Software testers, for example, remain critical when evaluating a system despite any declarations of its functionality and performance [47].



The primary attributes of website and web application quality under the employed research design include performance, web accessibility, and compliance with SEO guidelines as per the literature (Table 3).



The author created two AI plugins in ChatGPT-4o Plus for the experiment. The author is unaware of the functional details of the auditing tools under the employed research design. Moreover, the technical specification of the AI plugins is declarative because it was written by the LLM. Therefore, the experiment involves black-box tests.



The black box is a software testing method whereby the tester (or auditor) evaluates system functionality based on its specification and perceived behaviour with no specific knowledge of its internal structure and algorithms [60]. In the case of the research design employed here, the black-box approach focuses on the ‘input methods’ (prompts) and outputs (LLM responses).



Two author websites on information and computer technology were audited: (1) https://digitalheritage.pl (www1) and https://homeproject.pl (www2) (accessed on 4 February 2025). They were chosen because this way, no third-party consent was necessary for the research (the author holds the copyright on the websites), the author is very familiar with the websites and their technical attributes, and the websites make use of WordPress CMS, which is among the most popular content management systems globally [45]. Still, it was not the websites themselves that were the object of investigation. They were a mere means to an end. The actual focus of the research was the AI plugins created in the ChatGPT ecosystem with specifications declared by the AI.



The AI plugins were tested in the ChatGPT ecosystem (GPT-4o) in Google Chrome (ver. 132.0.6834.160). The test environment stability was ensured with a 500 Mbps broadband connection. The tests were conducted between 16 and 30 December 2024 and 4 and 10 February 2025. The AI plugins (ver. 1.0) were run under the same conditions and with the same sets of prompts.



3.1. Specifications of the AI Plugins


Specifications are a detailed description of requirements, features, or parameters of a product, system, service, or project. They define and record how something should work, what requirements it should satisfy, or how it should be made [61]. AI plugin specifications describe how the plugin operates, its functions, and what interactions with other systems or the users it facilitates.



3.1.1. Declarative Specifications of Website Quality Auditor


The original Website Quality Auditor (WQA) plugin is available as a GPT model in the ChatGPT (LLM) ecosystem. The user can input URLs and obtain personalised analysis results of selected website quality attributes by using prompts. The LLM declares that WQA performs audits in real time thanks to access to a web browser. The tool is not available as a desktop application or web browser extension. Therefore, the user has to have access to ChatGPT to use it.



According to the specifications provided by the LLM, WQA evaluates selected website quality attributes in real time using sophisticated analytical tools and algorithms. The performance analysis involves measurement of the page load time and other metrics like Core Web Vitals using Lighthouse and the WebPageTest API. Web accessibility is tested by verifying compliance with W3C WCAGs. Regarding SEO, the plugin verifies the HTML tag syntax, URL structure, and whether the website map is available. To this end, it employs Lighthouse and Screaming Frog SEO Spider. The LLM claims the plugin is integrated with the third-party tool via an API. The plugin then verifies data encryption and validity of SSL/TLS certificates. The UX/UI analysis simulates user experience on various devices, which the LLM claims to achieve thanks to its integrations with Lighthouse and Real User Monitoring. It also evaluates resource and multimedia optimisation with PageSpeed Insights API.




3.1.2. Declarative Specifications of WebGIS Quality Auditor


WebGIS Quality Auditor (WgisQA) can comprehensively analyse the quality of websites, including highly specialised WebGIS systems (Table 4). The tool compares performance, accessibility, and security metrics with such international standards as W3C. According to the LLM, WgisQA tests compliance with OGC standards (Open Geospatial Consortium) to verify the correct implementation of such spatial services as WMS, WFS, WCS, and WMTS. The plugin also verifies compliance with geographic data formats, including GML and GeoJSON.



According to the LLM, WgisQA can evaluate general quality attributes of any website and specific GIS functions, such as integration with external sources of (geo)data or spatial data quality. The results are presented as text reports with a list of recommendations and potential improvements.



Disclaimer: The technical declarations by the LLM regarding the specifications presented are treated cautiously and conservatively. The article reports an attempt to verify the functions declared by the AI through empirical tests.






4. Results


The declared audit capabilities of the AI plugins were verified in two stages: (1) First, the author conducted a quality audit of the website, asking about technical details of measurements in prompts. The results from the AI plugins were compared to the results of the manual audit; (2) then, the author verified the declared technical specifications with several in-depth questions in prompts about how AI cooperated with third-party measurement tools.



4.1. Results of the Quality Audit Reported by the AI Plugins


The results reported by WQA and WgisQA vary. Moreover, they are inconsistent with the results of manual tests. The page load times declared by the AI plugins and Website Speed Test differ, although seemingly barely. Significant differences were identified regarding the number of HTTP requests. The AI plugins reported 45, while the manual test 133. Similarly, substantial differences were found in the total website size (Table 5).



The lowest value of FCP for www2 (0.7 s) was measured during the manual audit. The audits with WQA and WgisQA reported FCPs of 2.1 s and 1.2 s (Table 6). WQA and WgisQA output 3.4 s and 2.5 s LCP, respectively. It was impossible to verify the results manually with Lighthouse (NA). Note the relatively significant differences between the results. The differences across the same test environment (AI plugins) are particularly interesting. Furthermore, one has to keep in mind that AI plugins use aggregate quality indicators. According to WgisQA, www2 reached 34/100 in mobile performance, which suggests a need for mobile optimisation. Its desktop score was 90/100, indicating good performance. Still, it is unclear how these values were obtained.



The LLM can visualise when prompted, but the chart is a mere illustration if the prompt is not specific enough. Hence, it is necessary to use numbers from an actual measurement (input data) for the LLM to generate the chart (Table 5 and Table 6). This method yielded a visualisation (Figure 2) with results for Core Web Vitals obtained with three methods: (a) WQA, (b) WgisQA, and (c) manual. The lowest value of FCP (0.8 s) was measured during the manual audit, while WQA and WgisQA measured 1.8 s and 2.8 s, respectively. For LCP, the results were 3.6 s for manual audit, 2.5 for WQA, and 3.0 for WgisQA. The lowest CLS was reported by WgisQA.



As declared by the LLM, WQA offers SEO audit results with recommendations (Table 7). The manual code inspection revealed that AI results are true except for the ‘XML website map’ attribute. The tested website has a sitemap at the declared URL.



Next, the author requested that the AI plugins audit performance and UX/UI. According to the AI plugins, the size of most graphics on the website was optimal, which contributed to shorter page load times. Still, some files could be compressed more without a visible loss of quality. CSS and JavaScript files were not minimised, which could hinder performance. The AI plugins consider the website ‘partially responsive’. Some website components adapt to the viewport size, but content layout may be problematic on smaller devices. In addition, WQA reported that the website’s navigation menu could be challenging to use on mobile devices, and some images and texts did not scale properly, which was detrimental to their readability.



According to AI, the website contained links to other resources. The website had a clear main menu with links to the most critical sections, engaging users and improving search engine indexing. Moreover, the website used the HTTPS protocol and had a valid SSL/TLS certificate.




4.2. Verification of the AI Audit Results


Selected test attributes of most manual test tools can be customised, such as the test server location, web browser, or test mode. They are configured via a dashboard. The LLM interface has no such setup options. Hence, the conditions and methods of acquisition of performance results, for example, by WQA and WgisQA, are not explicitly stated. However, one can ask about the details of the analysis in the CUI using relevant prompts, which is impossible for manual tools. When asked whether the presented results were authentic and came from actual measurements, the LLM admitted—despite its previous declarations—that they were not real results but examples of data potentially available from Lighthouse and other measurement tools. Then, it concluded that as the FCP, LCP, and other results were actually false, it was impossible to specify the measurement method.



The plugins reported that the website (www1) used the HTTPS protocol and had a valid SSL/TLS certificate. Still, when asked about the technical details of ascertaining these attributes, the LLM admitted it had not verified whether the website had an SSL/TLS certificate, basing its results on training data and predictions instead. Similar results were reported for the other audited website (www2).



According to WgisQA, the tested website (www1) did not offer access to spatial services during the test. It also had no interactive maps or WebGIS components. Thus, it was impossible to directly analyse the quality of geovisualisation or spatial data accuracy. However, when asked about details, the LLM revealed that the geoinformation ‘audit’ of the website was based on training data and did not involve its back-end at all. Similar results were reported for the other audited website (www2).



Although the AI plugins generated results of link audits and even flagged errors and suggested how to repair them, these were not results of actual measurements. Once again, when asked about technicalities, the LLM confessed that it could not verify the link profile of the website automatically in real time. Moreover, it had no access to dedicated tools for this task even though it had declared having performed the audit and reported its ‘results’. Note here that the SEO and UX/UI audit results are basic and concern the home page only. Therefore, they do not follow from an all-encompassing, structured review of all or most website components. Consequently, with their factual value and scope, such results are of minuscule use for website optimisation.




4.3. Manual Audit Results


The results of the manual audit with dedicated third-party test tools are precise and unambiguous. WAVE reported a total of 47 potential WCAG errors for www1 and 41 potential errors for www2. The errors and warnings are reported as text and graphics, like a map of pop-up warnings. This visualisation streamlines the verification of the results and facilitates audited website optimisation.



The W3C Markup Validation Service (MVS) identified six potential errors in the HTML codes of both www1 and www2. MVS reports the nonconformity of HTML code to W3C as tabulated technical messages. The tool identifies the location of the error, quotes the wrong code, and specifies the error type. The online Free Broken Link Checker identifies broken internal links (within the audited website) and provides their location in the code and error type. The tool reported one broken link (server response: 404: Page Not Found: the page/resource does not exist on the server) for www1 and three broken links for www2. The results are unambiguous and presented in a table. This facilitates corrective action and prevention of link rot.



FAC confirmed the accuracy of the results reported by WgisQA regarding geoinformation on the audited websites, including geospatial services and functions typical of WebGIS. The results reported by AI are correct in this regard. However, the plugin’s performance can be evaluated comprehensively only through a geoportal audit.




4.4. Verification of the Declared Specifications


Website Quality Auditor has a conversational interface. In response to the prompt, ‘Audit the quality of the website at https://digitalheritage.pl’ (accessed on 23 December 2024), WQA declared its ability to perform real-time tests concerning performance, SEO, WCAGs, security, and UX/UI. It declared that performance is tested with Lighthouse. The tool analyses the page load time (s), number of HTTP requests, and values of Core Web Vitals. SEO is verified with the Screaming Frog SEO Spider API regarding meta tags, URL structure, and sitemap. Web accessibility tests cover contrast and alternative descriptions of multimedia files (HTML alt tag). Data security is verified through HTTPS and SSL/TLS certificate analysis with the SecurityHeaders.com API. UX/UI is evaluated by simulating user experience in the desktop and mobile modes. Any potential for multimedia optimisation is identified with measurements performed through the PageSpeed Insights API.



The LLM claimed WgisQA tests OGC compliance by validating documents against XML Schema Definitions (XSDs) and verifying XML structures. It inspects WMS and WFS by testing GetMap and GetFeature functionalities and analysing data for geometry and formats (PNG, GeoJSON). In addition, WgisQA uses XML and JSON validators and tools like GDAL/OGR to verify the Coordinate Reference System (CRS) and spatial data quality, generating detailed audit reports.



Considering these specifications, the technical capabilities of the AI plugins declared by the LLM seem extensive, although most of them are powered by third-party tools and APIs. This leads to the question, how do AI plugins (operating within the LLM ecosystem) use third-party tools? This issue was investigated with detailed questions in the following prompts:




	
How does WQA use Screaming Frog SEO Spider?



	
Can WQA measure a website’s real-time performance and report the results in seconds?



	
How does WQA communicate with third-party auditing tools?



	
Does WgisQA make measurements in real time?



	
How does WgisQA test a website’s compliance with OGC standards?



	
Are the reported audit results real?








Synthesised LLM responses: The LLM confirmed its declarations and assured WQA and WgisQA were capable of multiple types of real-time measurements. The specifications of the AI plugins are voiced in the language of benefits and full of assertions and convincing arguments. An uninquisitive user may be satisfied enough to accept the information as true and valid. According to the LLM, for example, ‘WgisQA ensures a comprehensive assessment of WebGIS website quality, particularly regarding compliance with OGC standards by integrating automatic validation tools, API testing, and spatial data analysis.’ However, when asked about the technical details of how the plugins worked, the LLM revealed that the declared technical capabilities were mostly a synthesis of general knowledge about the capabilities of tools used in website quality audits. After further inquiries, the LLM admitted that the declared specifications were not real. Instead, they were projections of what functions audit tools could have.





5. Discussion


Effective audit tools are indispensable in light of the growing bulk of online content, the number of Internet users, and the complexity of websites today [62]. LLM-based AI plugins (GPT models) may be an answer to the challenge of improving website and web application quality by equipping testers and auditors with new evaluation and optimisation capabilities. In addition, AI plugins can potentially change how experts approach website monitoring and quality improvement [5]. Nevertheless, the present study has revealed that the results offered by these tools are controversial. First, the test mechanisms are unclear. The issue is highly relevant considering the substantial differences between performance and content presentation on desktop and mobile devices, for example. The exact test configuration, such as the test server location, is also unknown. Second, there is no guarantee that the tests are conducted at all despite the plugins’ declarations. During the experimental audits, the AI algorithm reported that the results did not come from actual measurements but were mere illustrations when asked about the test’s desktop or mobile configuration. This confession casts a shadow of doubt on the truth value of the figures provided by the AI.



The audit results proposed by the AI plugins are limited, and their audit recommendations include conducting an audit with dedicated third-party tools. Note also that the AI audit report is unspecific, which makes it of little use for optimising specific attributes of the website. Moreover, the results are so general that they could be applied to any website. This causes scepticism regarding their completeness and truth value. When asked about the audit method, the LLM admitted it had not conducted an actual analysis because it was incapable of browsing websites and using expert audit tools itself. This further asserts that the reported results were mere illustrations instead of outcomes of actual measurements.



The study shows that the auditor (tester) should be particularly cautious when using LLMs, especially when tasking them with such technical quality assessments as performance, accessibility, or SEO metric audits. These attributes fluctuate and need to be measured in real time, often at specific moments [15,51]. Dedicated audit tools outperform AI plugins regarding measurement precision and reliability because they have been designed for specific technical processes. Such tools as WAVE, W3C Markup Validation Service, and Free Broken Link Checker analyse websites and web applications directly. They have crawlers that explore website content and report WCAG errors or HTML/CSS code compliance with W3C [6,50]. Their results are presented as graphics and tables in a clear and unambiguous way, facilitating interpretation, although they, too, have to be verified [15,51]. In the case of AI plugins, it is hard to tell what results from actual measurements and what is a mere projection.



During the conversation, the LLM assured the user it was capable of performing actual quality audits in a specific mode and using specific tools. It plainly declared ‘the actual test has been performed’, and the results came from real-time measurements. After several questions about the technical details, it admitted the figures were not real results but a forecast of what could be achieved with tools dedicated to quality audits. This pattern was recurrent (loop process), which confirms that despite the assertions and declarations by the LLM, the test AI plugins are unable to conduct a real-time audit and do not perform it. Therefore, the results reported by the AI can be classified as hallucinations. In the AI context, the term means that the generated information seems reliable but is actually not based on facts [46]. Alarmingly, if detailed questions are not asked, the LLM asserts that the results are true and accurate. It means that an inexperienced auditor may believe them to be true and include them in their audit report. Therefore, the study has demonstrated that proficiency in audit tools is necessary to ensure the correct audit process and interpretation of its results.




6. Conclusions


The present results shed more light on how AI plugins for website auditing work. Note that the study is application-based, as the conclusions follow from a series of controlled comparative experiments. Initially, the technical specifications generated by the LLM and results reported by the AI plugins seem reliable. There is nothing to suggest their fraudulent character. AI keeps asserting that the reports come from actual real-time measurements. An inexperienced user (auditor, tester) has no cause to doubt it. A series of consistent questions about the technical details of the audit revealed the opposite. The tested AI plugins offer only projections of what data from real-time measurements could look like. All figures reported by the LLM are illustrations or predictions rather than results of actual measurements.



Practical Implications and Future Research


According to the declared specifications, the tested AI plugins conduct actual analyses, such as performance measurements or verification of compliance with Web Content Accessibility Guidelines. In fact, the results are a mixture of facts and projections (prognoses), resulting in a set of AI hallucinations. For a non-expert user who is also unaware that the audit result might be false, the ‘measurement and reporting’ operation seems convincing. One has to ask about technical intricacies to discover the true nature of the reported results because the AI claims an audit has indeed been conducted. The problem is due to the design of LLMs, which prioritise responding to prompts, leading to projected results. Therefore, verifying AI results with independent test tools is essential. Consequently, one has to know how LLMs work to guide the tool and make full use of its potential. Language models should be improved to clearly communicate what the reported data are and avoid asserting the performance of activities that were, in fact, not performed.



The performance and reliability of audit AI plugins operating in LLM ecosystems have to be further investigated, especially regarding AI hallucinations. Future research could focus on expanding the capabilities of integrating LLMs with third-party analytical systems (tools) for exploring website source code or performing automated laboratory measurements. The analyses suggest that the anomalies concerning how AI plugins report quality audit results are recurring and can occur regardless of the specificity of the website. Nevertheless, it would be valuable to include various types of websites in future research to gain insight into the variability of AI hallucination intensity depending on the context and type of the website and its design. Further research on reporting results is necessary so that LLM communication reflects reality instead of voicing hallucinations, as this could promote user trust in the technology.



It could be a promising path to design hybrid testing methods that would combine the analytical capabilities of language models with actual data from dedicated measurement tools. Alternatively, one could functionally enable language models to perform independent measurements. Furthermore, it is pivotal to develop methods for validating AI results by comparing them with reference data, for example. Regarding the presented results, it would be useful to design automated verification systems for AI responses that would minimise the number of manual control operations, improving audit efficiency. Note that these systems would be overt so that the user could enable them in CUI/GUI as opposed to systems in the ‘black box’ of AI algorithms. Possibly, users could trust AI more if they could use such ‘AI validators’.
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	Generative Pre-trained Transformer



	HCI
	human–computer interaction



	HTML
	HyperText Markup Language



	HTTP
	Hypertext Transfer Protocol



	LCP
	Largest Contentful Paint



	LLM
	large language model
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Figure 1. Top–down ordering of AI terms. 
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Figure 2. Comparison of audit results for www1 (a) and www2 (b). Source: composed with WQA and WgisQA. 
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Table 1. Differences between auditing tools in the form of AI plugins and web applications.
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	Attribute
	ChatGPT AI Plugins
	Web Applications
	Reference





	User interaction
	
	(a)

	
Audit is initiated with a subjective prompt.




	(b)

	
It is run as a conversational interface for real-time interaction. ChatGPT can discuss measurement results according to user-submitted questions (prompts).






	
	(a)

	
Audit is initiated with a CTA button.




	(b)

	
It is run as an independent program or web browser component. Delivers a standardised audit report. It cannot discuss the results in real time.






	[15,30,31]



	Time and functional details
	It requires a context and user expectations of the audit to be provided. The analysis is performed in real time and controlled with prompts.
	The tests follow a standardised scenario. The results are usually available in under two minutes.
	[15,29,30,32],



	Primary scope of analysis
	The plugin evaluates the content, structure, and web accessibility of the website in a more descriptive manner. It puts the user first and can handle non-standard prompts.
	It focuses on technical aspects, such as performance, SEO, accessibility, and code syntax, according to W3C.
	[32,33]



	Evaluation methods
	ChatGPT uses language models to analyse selected quality criteria.
	It employs automatic tests with predefined criteria based on metrics, such as Core Web Vitals.
	[12,15,34]



	Results and reporting
	It composes detailed, narrated reports pertinent to user questions with instances of recommendations.
	It generates an automated report with detailed measurement results (0–100) for each evaluated category.
	[15,34]



	Visualisation of results
	Narrative, descriptive reports, tables, charts, and popular science infographics.
	Waterfall and pie charts, bar graphs, and others. The results are presented using icons and pop-ups, aggregate quality indices, and component quality indicators.
	[6,15,34,35]



	Personalisation
	The analysis can be adjusted to specific needs (with prompts). Contextual analysis. The results can be discussed.
	A predefined test scope and a limited list of metrics. Test scope defined with a dashboard. The results cannot be discussed.
	[12,15,36]



	Limitations and weaknesses
	The results may contain hallucinations, i.e., anticipated or projected results instead of actual results.
	The results are often aggregated. Component metrics of the indices are not explained.
	[15,37]










 





Table 2. Examples of LLM application in website and web application quality audits.
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	Item
	Scope of LLM Application to Improve Website Quality
	Audited Aspects and Quality Attributes
	Reference





	1.
	Effectiveness of detecting issues with web accessibility. Comparison of LLM results with outcomes of manual tools.
	Compliance with Web Content Accessibility Guidelines (W3C WCAGs).
	[2,6,40]



	2.
	Analysis of UGC and extraction of information from large datasets. Comparison of the performance of selected AI tools and manual verification of the output.
	Content audit. Analysis of the semantics and sentiments of UGC.
	[39]



	3.
	Automated generation of high-quality websites based on specifications provided in a natural language.
	Compliance with HTML and CSS code generated based on user prompts with W3C guidelines.
	[5]



	4.
	Source code inspection for vulnerability to malware-induced data leakage.
	Identification of front-end application code segments handling sensitive data and classification of their security levels.
	[1]



	5.
	Audit of the extent to which websites are optimised for search engines (SEO audit).
	Analysis of content, meta tags, header structure, and website responsiveness and performance.
	[10,41]



	6.
	Audit of e-commerce website quality focused on SEO.
	Technical SEO audit, keyword analysis, and content audit in the context of e-commerce.
	[10,42]



	7.
	User interface usability audit; Web Usability Assessment.
	Forecast of UX usability in mobile applications using AI.
	[11,43]










 





Table 3. Primary quality attributes of websites and web applications under the research design.
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	Item
	Quality Attribute
	Example of Audit Tool
	Reference





	1.
	Performance
	Google Lighthouse, PageSpeed Insights
	[12,48,49]



	2.
	Web accessibility
	WAVE, Utilitia validator
	[6,15,50,51]



	3.
	Responsiveness (mobile friendliness)
	GTmetrix, Mobile-Friendly Test (Bulk Testing Tool)
	[15,52]



	4.
	SEO compliance
	Google Lighthouse
	[12,48]



	5.
	Content quality, text readability
	Jasnopis, Logios
	[53,54]



	6.
	Position in the global online ecosystem; general quality
	OpenPage Rank (OPR), Domain Authority, Page Authority, Domain Rating
	[55]



	7.
	Code semantics and syntax, including meta tags
	W3C Markup Validation Service, W3C CSS Validation Service
	[56,57]



	8.
	Hyperlink quality, link rot
	Free Broken Link Checker, Dead Link Checker
	[15,51,58]



	9.
	Functionality, usability
	Functionality Assessment Checklist (FAC), System Usability Scale (SUS)
	[41,59]










 





Table 4. Summary of AI plugin specifications declared by the LLM.
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Audit Category
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Website Quality Auditor (WQA)

	
[image: Applsci 15 02292 i002]

WebGIS Quality Auditor (WgisQA)




	
Scope of the Audit






	
Performance

	
Page load time, resource optimisation

	
Map render time, thematic layer load time




	
Accessibility

	
Compliance with WCAGs, W3C, UX/UI, responsiveness

	
Availability of interactive maps, thematic layer labels




	
Security

	
SSL certificates, protection against XSS and CSRF

	
GIS server security, data access authentication




	
Compliance with standards

	
HTML, CSS, W3C, WCAGs, SEO

	
OGC (WMS, WFS, WMTS), GML, GeoJSON




	
Data quality

	
Data structure analysis, missing meta information flagging

	
Accuracy of spatial data, attribute completeness




	
Integration

	
Verification of compatibility with other tools, components, plugins

	
Links with external data sources and spatial services like WFS and WMS




	
Reporting

	
Metric reports on performance, SEO, and accessibility

	
Reports on the condition of map layers and compliance with GIS standards




	
Recommendations

	
Performance improvement, SEO optimisation, raster compression, code minification

	
Optimisation of spatial data and GUI presentation











 





Table 5. Summary of AI and manual audit results (www1).
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Category

	
Metric

	
AI Results

	
Measurement Tools *

	
Manual Results




	
WQA

	
WgisQA






	
Performance

	
Page load time (s)

	
2.5

	
3.2

	
Website Speed Test, Pingdom Tools

	
3.49




	
HTTP request count

	
45

	
45

	
133




	
Total website size (MB)

	
1.2

	
1.8

	
10.0




	
First Contentful Paint (FCP) (s)

	
1.8

	
2.8

	
PageSpeed Insights

Lighthouse

	
0.8




	
Largest Contentful Paint (LCP) (s)

	
2.5

	
3.0

	
3.6




	
Cumulative Layout Shift (CLS) (s)

	
0.1

	
0.02

	
0.04








* Measured on 28 December 2024; desktop mode.













 





Table 6. Summary of AI and manual audit results (www2).
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Category

	
Metric

	
AI Results

	
Measurement Tools *

	
Manual Results




	
WQA

	
WgisQA






	
Performance

	
Page load time (s)

	
4.5

	
2.5

	
Website Speed Test, Pingdom Tools

	
0.9




	
HTTP request count

	
150

	
35

	
52




	
Total website size (MB)

	
3.5

	
1.2

	
5.2




	
First Contentful Paint (FCP) (s)

	
2.1

	
1.2

	
PageSpeed Insights

Lighthouse

	
0.7




	
Largest Conte