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Abstract: This study addresses the severe corrosion issues in the coastal regions of southern China
by proposing an improved YOLO v5-GOLD-NWD model. Utilizing corrosion data from the Na-
tional Center for Materials Corrosion and Protection Science of China, a dataset was constructed
for metal-surface corrosion under different protective coatings. This dataset was used for model
training, testing, and comparison. Model accuracy was validated using precision, recall, F1 score, and
prediction probability. The results demonstrate that the proposed improved model exhibits better
identification precision in metal corrosion detection, achieving 78%, a 4% improvement compared to
traditional YOLO v5 models. Additionally, through identification and statistical analysis of corrosion
image datasets from five types of coated metal specimens, it was found that powder epoxy coating,
fluorocarbon coating, epoxy coating, and chlorinated rubber coating showed good corrosion resis-
tance after 24 months of exposure. Conversely, Wuxi anti-fouling coating exhibited poor corrosion
resistance. After 60 months of natural exposure, the powder epoxy coating specimens had the highest
corrosion occurrence probability, followed by chlorinated rubber coating and epoxy coating, with
fluorocarbon coating showing relatively lower probability. The fluorocarbon coating demonstrated
relatively good corrosion resistance at both 24 and 60 months of exposure. The findings of this study
provide a theoretical basis for enhancing the corrosion protection effectiveness of steel structures in
coastal areas.

Keywords: metal corrosion; YOLO v5; machine vision technology; corrosion coatings; marine
environmental corrosion

1. Introduction

In coastal marine areas, engineering infrastructure typically faces more severe corro-
sion issues, primarily due to the presence of salt and other corrosive substances in seawater.
These accelerate the corrosion rate of construction materials, especially metals, leading to
significant functional losses in many engineering infrastructures. This not only threatens
the performance and service life of equipment but also poses potential hazards to the
safety of personnel and the environment [1]. Corrosion-induced equipment damage, toxic
substance leakage, fires, explosions, and other catastrophic events result in immeasurable
losses to society [2]. Therefore, corrosion identification, detection, and protection in marine
and coastal engineering infrastructure have always been focal points of concern for relevant
personnel [3].

Traditional methods for corrosion detection and identification in marine and coastal
engineering infrastructure mainly include visual inspection, physical testing, chemical
testing, electrochemical testing, non-destructive testing (such as ultrasonic, X-ray, magnetic
particle inspection, etc.), infrared thermography, fiber optic sensing, and remote sensing
technology [4,5]. With the development of artificial intelligence technology, data-driven
intelligent monitoring techniques are gradually being applied to corrosion detection and
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monitoring in marine and coastal engineering infrastructure. Through real-time monitoring
and data analysis, it enables timely identification and warning of corrosion issues [6–8].
In emerging intelligent detection technologies, image processing, computer vision, and
machine learning methods are widely used for processing corrosion monitoring images,
extracting features, detecting targets, identifying corrosion patterns, classifying, and pre-
dicting. This enables automated monitoring and detection of corrosion issues, improving
monitoring efficiency and accuracy, and providing important support for engineering
management and maintenance [9–12].

In corrosion detection, image processing techniques can visualize corrosion by seg-
menting, filtering, sharpening, and enhancing corrosion areas in images [9]. Many scholars
have developed different image recognition techniques for detecting corrosion areas based
on image processing technology, such as color space detection [12,13], corrosion area com-
putation [14], corrosion area classification [15], surface feature change analysis, etc. [16,17].
Through image processing technology, corrosion areas can be identified and classified more
accurately, providing important information for corrosion assessment. Machine learning
is a branch of artificial intelligence that involves algorithms and statistical models. By
training on datasets, it identifies patterns and makes predictions or decisions, enabling
computer systems to learn from data and improve their performance [18,19]. Computer
vision focuses on developing algorithms and technologies to extract high-level semantic
feature information from images using image processing techniques and utilize these fea-
tures for tasks such as object recognition, detection, and classification. Machine vision
relies on image processing to provide clear image data and depends on machine learning
algorithms, especially deep learning, to enhance the understanding and analysis of im-
age content [20]. Therefore, many scholars apply machine learning to the detection and
evaluation of corrosion processes [21–23]. Common machine learning methods include
artificial neural network models, random forest models, support vector machine models,
etc. [24,25].

Neural network models in corrosion research include Back-propagation (BP) Net-
works [26,27], Radial Basis Function (RBF) Networks [28–30], Deep Neural Networks
(DNNs) [31,32], and Convolutional Neural Networks (CNNs) [7,21,33,34]. BP and RBF
networks model complex relationships between environmental and material parameters
and corrosion rates using historical data, enabling accurate predictions and multi-factor
analysis [26,27,35,36]. BP networks, however, suffer from long training times and overfit-
ting, while RBF networks outperform in prediction accuracy and speed but depend heavily
on the selection of radial basis function centers and training data quality [24]. Optimization
algorithms and hybrid models have been used to enhance RBF performance [37,38]. DNNs,
with their multiple hidden layers, excel in learning complex patterns for tasks such as
predicting corrosion rates, classifying images, and detecting corrosion [31,32,39,40]. De-
spite their high computational costs and overfitting risks, DNNs require large datasets
and manually designed feature extractors. CNNs are ideal for image data, extracting
features for classification and detection tasks, and are widely used in corrosion morphol-
ogy identification [21–23,41–43]. However, CNNs cannot correlate material corrosion with
environmental factors, limiting their predictive capabilities in specific environments [24,32].

The Random Forest (RF) model is an ensemble learning algorithm that constructs
multiple decision trees for classification or regression predictions. It has good generalization
ability, can handle high-dimensional data, and is resistant to overfitting while being capable
of parallel processing. Consequently, it is widely applied in corrosion research, including
corrosion rate prediction [44–47], environmental factor analysis [47,48], and corrosion type
identification [49]. The RF model is suitable for complex corrosion prediction tasks but may
have lower accuracy with small sample sizes or datasets with fewer features. Additionally,
it requires significant computational resources and has less interpretability compared to
traditional statistical methods. Support Vector Machine (SVM) is a supervised learning
algorithm primarily used for classification but also applicable to regression (Support Vector
Regression, SVR). SVM overcomes issues like slow convergence, the need for large datasets,
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and overfitting, making it useful for corrosion prediction [50–52] and corrosion performance
assessment [53]. SVM models are relatively interpretable, aiding in understanding the
impact of different factors on corrosion behavior. However, SVM may face computational
efficiency issues with large datasets, and selecting an appropriate kernel function for
nonlinear problems can be challenging.

With the development of machine learning and computer vision technologies, Redmon
et al. [54] introduced the YOLO (You Only Look Once) object detection algorithm. Unlike
traditional two-stage detection algorithms like the R-CNN series, YOLO simultaneously
predicts bounding boxes, class probabilities, and object positions in a single image process-
ing stage. By transforming object detection into a regression problem, YOLO achieves fast
detection by directly mapping image pixels to bounding box coordinates through deep
neural networks. Its rapid detection capability and end-to-end nature make it widely appli-
cable in corrosion detection. For example, Jia et al. [55] developed the Corrosion-YOLO v5s
model for detecting corrosion in public facilities, demonstrating excellent detection accu-
racy using a dataset of metal corrosion images. Zhang et al. [56] created an aircraft surface
defect detection model based on YOLO, comparing it with Faster R-CNN and introducing
SSD (Single-Shot MultiBox Detector) and Mask R-CNN models to analyze aircraft surface
defect recognition accuracy. Nabizadeh and Parghi [57] trained YOLO v3, YOLO v5s, and
YOLO v7 models on concrete corrosion images, comparing their performance using metrics
such as accuracy, F1 score, recall, and mean Average Precision (mAP). They found YOLO
v5s performed best in concrete corrosion detection, providing early warnings to prevent
structural failures. Ameli et al. [58] constructed an open-source dataset of steel bridge
corrosion with annotations, training and validating Mask R-CNN and YOLO v8 algorithms,
which exhibited satisfactory performance in corrosion segmentation and grading.

In conclusion, YOLO technology, as an efficient object detection algorithm, has shown
great potential in the field of corrosion detection, particularly in marine and coastal engi-
neering. However, the complexity of these environments and the challenge of obtaining
high-quality annotated datasets make the annotation process laborious, potentially lead-
ing to model instability. Customized improvements, such as adjusting anchor box sizes,
enhancing feature extraction networks, and improving loss functions, are necessary to
address these issues. The accuracy of YOLO heavily depends on the quality and diver-
sity of the training data, making it crucial to build a large-scale annotated dataset with
various corrosion scenarios. In this study, focusing on corrosion issues in the southern
coastal regions of China, 104 original data samples were collected and organized based
on data from the National Center for Materials Corrosion and Protection Science of China.
Through data augmentation techniques, a dataset of 1246 metal surface corrosion images
were constructed, and an improved model based on YOLO v5 was established to identify
and analyze the corrosion status of steel plates with different protective coatings, thereby
providing technical support for rapid corrosion detection in metal structural facilities and
assessing the performance of protective coatings in these regions.

2. Materials and Methods

This study first utilizes relevant data from the National Center for Materials Corrosion
and Protection Science in China to construct a dataset of corrosion-marked images of
various metal corrosion protection coatings using data processing techniques. Secondly, a
new image recognition method (YOLO v5-GOLD-NWD) is proposed by improving upon
the traditional YOLO v5. Furthermore, the proposed method is trained with the labeled
image dataset for the identification of metal corrosion features, validating the feasibility of
the proposed improvement method. Finally, based on the identification results of metal
corrosion features, the protective effects of different metal corrosion protection coatings
are evaluated, and corrosion coatings with better anticorrosive effects are recommended.
Figure 1 depicts the basic research framework.
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2.1. DATA
2.1.1. Dataset Collection

The dataset used in this study is sourced from the Natural Environment Corrosion
Data (Experimental Station Corrosion Data) of the National Center for Materials Corrosion
and Protection Science in China. This dataset encompasses various aspects such as corrosion
test stations, environmental conditions, specimen materials, coating types, and test periods.
Considering the completeness and clarity of data from various experimental stations, this
study selected the metal corrosion detection dataset from the Zhoushan Seawater Station
in Zhejiang, China (East China Sea). The environment at Zhoushan Seawater Station is
extremely harsh, characterized by high salinity, high humidity, warm climate, and abundant
marine life, all contributing to the rapid corrosion of metal materials. For the corrosion
tests, the metal specimen material used is Q235 steel substrate with the dimensions of
100 mm in length, 50 mm in width, and 3 mm in thickness. The types of coatings include
powder epoxy coating, epoxy coating, chlorinated rubber, fluorocarbon coating, and Wuxi
anti-fouling coating. The basic information for the coated specimens is shown in Table 1.

Table 1. Basic information for different coatings.

Coating Metal Substrate Coating Composition Total Coating Thickness

Powder epoxy coating Q235 Steel Powder Epoxy Coating (700 µm) 700 µm

Fluorocarbon
coating Q235 Steel

Epoxy Zinc-Rich Primer
(70 µm)/Sealer/High-Build Epoxy

Asphalt (300 µm)/Fluorocarbon
Topcoat (60 µm)

430 µm

Epoxy coating Q235 Steel
Inorganic Zinc-Rich Primer

(70 µm)/Epoxy Mastic
(150 µm)/Epoxy Topcoat (70 µm)

290 µm

Chlorinated rubber Q235 Steel

Inorganic Zinc-Rich Primer
(70 µm)/Sealer/Solvent-Free

Ultra-High Build Epoxy
Intermediate Coating (430 µm)

500 µm

Wuxi anti-fouling coating Q235 Steel

Epoxy Zinc-Rich Primer
(70 µm)/Epoxy Mastic

(230 µm)/Wuxi Anti-Fouling
Coating (150 µm)

450 µm

Considering that the metal sheet specimens suffer severe corrosion in this experimental
environment, with almost the entire panel showing severe corrosion, this study focuses
mainly on the metal sheet specimens with protective coatings as the analysis objects. During
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the experiment, images of the specimens exposed outdoors for 24 and 60 months were
recorded. A total of 104 valid image data points were obtained from these images as the
initial dataset, as shown in Figure 2, which depicts an example of initial data samples.
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2.1.2. Dataset Augmentation

Considering the limited size of the collected corrosion dataset, this study employs
dataset augmentation techniques to expand the initial dataset. Common techniques for
data augmentation include image cropping, rotation, flipping, scaling, horizontal mirror-
ing, vertical mirroring, 90◦ rotation, 180◦ rotation, 270◦ rotation, pixel shifting, brightness
adjustment, contrast adjustment, Gaussian noise addition, salt and pepper noise addition,
etc. This study utilizes 11 data augmentation techniques as shown in Figure 3 to expand the
initial dataset, generating a total of 1248 image dataset samples. During the data augmenta-
tion process, some augmented images exhibit anomalies, such as corrosion areas appearing
at the edges of the images or corrosion features disappearing. Consequently, these images
that do not meet the requirements are removed, resulting in a total of 1246 valid image
dataset samples for training, validation, and testing of the model proposed in this study.
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2.1.3. Image Annotation

Image annotation involves labeling the corrosion in images to create a dataset used for
training machine learning models. It requires matching the corrosion labels of interest with
the correct elements in the images. In this study, common types of metal corrosion were
considered, and the image annotation software LabelImg (v1.8.1) was used to manually
annotate the initial 104 images, forming the initial set of annotated image samples. Based
on this, the weight parameters of this annotated sample set were obtained through model
training. Subsequently, 1142 augmented images were automatically annotated using
Python scripts. Finally, the automatically annotated data underwent manual inspection
and fine-tuning to create the annotated image dataset used for model training.

2.2. YOLO v5-GOLD-NWD MODEL
2.2.1. Traditional YOLO v5 Model

The YOLO series algorithms have shown great potential in the field of object detection,
especially with the introduction of YOLO v5, further promoting the widespread applica-
tion of this algorithm. However, traditional YOLO v5 faces challenges such as limited
generalization ability, high computational resource consumption, poor customization, and
inadequate support from the development community [59]. Figure 4 depicts the framework
structure of the traditional YOLO v5 model.
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The traditional YOLO v5 model utilizes the Feature Pyramid Network (FPN) to extract
features from different levels and construct corresponding fusion structures. It merges the
position information of small objects from low-level features with the position information
of large objects from high-level features, thus compensating for the deficiencies in infor-
mation at each level and enhancing the network’s performance. However, the traditional
FPN structure adopts a progressive information fusion mode, leading to information loss
during cross-level fusion. During fusion, only the features of adjacent levels can be fully
integrated, while obtaining information from other levels requires an indirect approach.
As a result, cases of missed detections and false alarms are prone to occur, as shown in
Figure 5.
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Figure 5. Corrosion recognition results based on traditional neck structure (left) and modified neck
structure (right).

2.2.2. GOLD-YOLO Model

The typical approach to addressing the aforementioned issues often involves increas-
ing the number of pathways to enhance information flow. Consequently, some improve-
ments have been made to FPN structures by adding more pathways. However, this method
encounters issues such as an excessive number of pathways and indirect interaction, lead-
ing to difficulties in cross-level information exchange and information loss. To overcome
this challenge, this study refers to [60] and introduces a novel information interaction and
fusion mechanism known as the gather-and-distribute Mechanism (GD). This mechanism
is integrated into the GOLD-YOLO model framework, as illustrated in Figure 6. By globally
aggregating features across different levels and injecting them into features at various
levels, this framework achieves efficient information interaction and fusion. Without sig-
nificantly increasing latency, the GD mechanism significantly enhances the information
fusion capability of the Neck part of the model framework, thereby improving the model’s
detection capability for objects of different sizes.
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The GD mechanism consists of the Feature Alignment Module (FAM), Information
Fusion Module (IFM), and Information Injection Module (Inject). The role of the Feature
Alignment Module (FAM) is to collect features from different levels and align them, en-
suring they have the same dimensions and semantic meanings. The Information Fusion
Module (IFM) utilizes convolutional or Transformer operators to fuse the aligned features,
generating a global feature representation. The Information Injection Module injects global
feature information into different levels to ensure that each level benefits from global
information, thereby improving the performance and effectiveness of the model.

To meet the detection requirements for objects of different sizes and balance the
model’s accuracy and speed, this study introduces two GD branches for information
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fusion in GOLD-YOLO, namely the Low-GD branch and the High-GD branch. These
two branches use convolutional and transformer operators to extract and fuse feature
information, respectively. Additionally, considering that the corrosion areas in the image
dataset of this study are mostly small-to-medium-sized targets, a gather-and-distribute
mechanism is introduced in the model to enhance the detection capability for small targets,
thereby improving the accurate identification of corrosion areas on metal specimens.

2.2.3. NWD Loss Function

The YOLO loss function typically employs Intersection over Union (IoU) to gauge
the match between predicted bounding boxes and actual bounding boxes. However, as
depicted in Figure 7, IoU exhibits significant sensitivity disparities for objects of different
scales. For tiny objects (such as 6 × 6 pixels, left image), even slight position deviations in
bounding boxes lead to a notable decrease in IoU, resulting in inaccurate label assignments.
In contrast, for objects of normal size (such as 36 × 36 pixels, right image), the impact
of bounding box position deviations on IoU reduction is relatively minor. The primary
reason for this issue is that bounding box positions can only change discreetly, necessitating
optimization of the bounding boxes.
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In the original architecture of the YOLO v5 model, bounding box regression opti-
mization typically relies on the Complete Intersection over Union (CIoU) loss function.
The CIoU loss function combines Intersection over Union (IoU) of bounding boxes and
the distance between their centers to mitigate potential localization instability caused by
traditional IoU loss. While CIoU performs well in many object detection tasks, there is still
room for improvement in its performance on small object detection. Small objects have a
limited number of pixels, meaning even tiny localization errors could lead to significant
fluctuations in IoU values, thereby affecting the overall performance of the model. Addi-
tionally, the performance of the CIoU loss function in emphasizing unique features of small
objects is somewhat lacking, which may also contribute to its suboptimal performance in
small object detection.

To address these issues, this study refers to [61] and adopts the Normalized Gaussian
Wasserstein Distance (NWD) as the loss function in the GOLD-YOLO model. The NWD loss
function models bounding boxes as Gaussian distributions and computes the Wasserstein
distance between the two distributions to provide a more stable and balanced training
process, thereby enhancing the model’s performance in small object detection.

The core calculation formula of the NWD loss function is as described in Equation (1):

NWD(Qa, Qb) = exp

−

√
W2

2 (Qa, Qb)

C

, (1)

where Qa and Qb represent the Gaussian distribution parameters corresponding to two
bounding boxes. This formula utilizes the square of the Wasserstein distance between
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the two distributions to quantify the difference between two bounding boxes. C is a
normalization constant used to adjust the sensitivity of the loss function, ensuring the
stability of the training process. The calculation method is shown in Equation (2).

W2
2 (Qa, Qb) = ∥

([
cxa , cya ,

ωa

2
,

ha

2

]T
,
[

cxb , cyb ,
ωb
2

,
hb
2

]T
)
∥

2

2

, (2)

where cxa , cya and cxb , cyb represent the coordinates of the centers of the two bounding boxes.
ωa, ha, ωb, and hb are the widths and heights of the two bounding boxes, respectively.

The NWD loss function not only optimizes the quantification of differences between
bounding boxes but also effectively captures subtle features of small objects, thereby
enhancing the model’s accuracy in detecting small objects. Compared to the traditional
CIoU loss function, NWD enhances the robustness and stability of the model against
localization errors for small objects. It accurately captures the unique attributes of small
objects, enhancing feature sensitivity. Additionally, by considering information from all
targets in the image, it deepens the global understanding of the relationship between
small objects and other objects. As a result, it improves the model’s performance and
precision in complex scenarios, especially providing effective recognition solutions for
overlapping or occluded small objects. Furthermore, it enhances the adaptability and
robustness of the model in handling such challenges. Therefore, based on the gather-and-
distribute mechanism and NWD loss function, an improved YOLO v5-GOLD-NWD model
is constructed for the identification and evaluation analysis of specific metal corrosion test
image datasets in this study.

2.3. Model Evaluation Metrics

Precision, recall, F1 score, and confusion matrix are commonly used to evaluate the
performance of machine learning models. This paper primarily employs these four metrics
to assess the predictive accuracy of the model.

Precision refers to the proportion of true positive test boxes among all test boxes
predicted as positive by the model. It reflects the model’s ability to accurately predict
positives. A high precision indicates that the model has a high proportion of true positives
when predicting a particular class, and the model’s false positive rate is relatively low. The
calculation method is shown in Equation (3).

Precision =
TP

TP + FP
(3)

where TP (True Positive) represents the number of positive samples correctly predicted by
the model, and FP (False Positive) represents the number of negative samples incorrectly
predicted as positive by the model.

Recall (or True Positive Rate) measures the proportion of all actual positive samples
that the model correctly identifies, reflecting the model’s ability to capture positive samples.
A higher recall indicates that the model can effectively identify the most positive samples.
The calculation formula for Recall is shown in Equation (4):

Recall =
TP

TP + FN
(4)

where FN (False Negative) represents the number of actual positive samples that the model
fails to identify.

F1 score, as the harmonic mean of precision and recall, provides a single measure
that comprehensively considers both metrics. It evaluates the model’s ability to balance
precision and recall. Its calculation formula is as shown in Equation (5).

F1 − score =
2 × Precision × Recall

Precision + Recall
(5)
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The confusion matrix, represented as an n × n matrix, illustrates the correspondence
between the model’s predicted results and the actual categories, providing an effective
tool for visual analysis of classification model performance. The confusion matrix reveals
detailed information about the model’s predictions, including correct predictions and
various types of mispredictions, offering valuable insights for identifying prediction biases
and optimizing model strategies.

2.4. Evaluation Method of Corrosion Resistance in Coatings

Analyses of anticorrosive performance were conducted based on acquired experimen-
tal data for the five coatings including powder epoxy coating, epoxy coating, chlorinated
rubber, fluorocarbon coating, and Wuxi anti-fouling coating over different experimental
periods (24 months and 60 months). Utilizing the YOLO v5-GOLD-NWD model, corrosion
spots on coated metal plates were identified. The number of corrosion spots on each
specimen was determined, and based on the identified corrosion spots, a statistical analysis
was conducted to evaluate the protective effectiveness of each coating.

3. Results
3.1. Evaluation of Model Accuracy

To validate and evaluate the performance of the improved model, YOLO v5, YOLO
v5-NWD, and YOLO v5-GOLD-NWD (the proposed model in this study) were selected for
comparison and verification. The results indicate that YOLO v5-GOLD-NWD demonstrates
superior recognition performance under the same training epochs (255 epochs). The
metrics are summarized in Table 2, where it can be observed that YOLO v5-NWD shows
improvements in precision, recall, F1 score, and predicted corrosion probability compared to
the traditional YOLO v5 model, indicating the enhancement in metal corrosion recognition
capability by introducing the NWD loss function. The precision of YOLO v5-GOLD-NWD
model is 0.78, recall is 0.71, F1 score is 0.74, and predicted corrosion probability is 0.71, all
of which are higher than the other two models. This indicates that the model performs
better in metal corrosion recognition.

Table 2. Comparison of results among three models.

Model Precision Recall F1 Score Prediction
Probability

YOLO v5 0.74 0.66 0.70 0.66
YOLO v5-NWD 0.74 0.69 0.72 0.69

YOLO v5-GOLD-NWD 0.78 0.71 0.74 0.71

Figure 8 illustrates the variation in prediction accuracy for the three models over
training epochs. It can be observed that the proposed YOLO v5-GOLD-NWD model
exhibits slightly lower precision in the initial stages compared to the other two models,
and its convergence speed is slightly slower. However, after approximately 30 epochs of
training, its precision steadily improves and stabilizes, achieving a 4% increase compared
to both the YOLO v5 and YOLO v5-NWD models.

Figure 9 compares the confusion matrices of the three models. The traditional YOLO v5
model correctly identifies corrosion as corrosion with a probability of 0.66 and misidentifies
the background as corrosion with a probability of 0.34. The YOLO v5-NWD model correctly
identifies corrosion as corrosion with a probability of 0.69 and misidentifies the background
as corrosion with a probability of 0.31. Meanwhile, the YOLO v5-GOLD-NWD model
correctly identifies corrosion as corrosion with a probability of 0.71 and misidentifies
the background as corrosion with a probability of 0.29. This demonstrates that YOLO
v5-GOLD-NWD has better identification accuracy.
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Figure 9. Confusion matrix results for the three models: (a) YOLO v5, (b) YOLO v5-NWD, and
(c) YOLO v5-GOLD-NWD.

3.2. Evaluation of Corrosion Resistance in Coatings

The acquired corrosion image dataset mainly includes two test periods: 24 months
and 60 months. Specifically, the data for the 24-month test period primarily consists of
images of five types of coatings: powder epoxy coating, epoxy coating, chlorinated rubber,
fluorocarbon coating, and Wuxi anti-fouling coating. Meanwhile, the data for the 60-month
test period mainly comprise images of four types of coatings: powder epoxy coating,
epoxy coating, chlorinated rubber, and fluorocarbon coating. To quantitatively evaluate the
anti-corrosion performance of various coatings, a statistical analysis was conducted based
on the recognition results of the corrosion image dataset (as shown in Table 3). The data
were visualized using Kernel Density Estimation (KDE) [62] (as illustrated in Figure 10).
Here, the KDE values reflect the density of data points surrounding the corrosion areas.
In the figure, blue-green represents low density, indicating low frequency, while yellow-
green represents high density, indicating high frequency. The dark blue areas indicate the
boundary locations where corrosion occurs.

Table 3. Statistical results of corrosion spots for different coated specimens.

Metal Substrate Coating Symbols Experimental Period
(Months)

Number of Image
Data

Number of
Corrosion Spots

Q235 Steel

Powder epoxy
coating P

24 8 11
60 14 19

Fluorocarbon
coating F

24 8 28
60 12 33

Epoxy coating E
24 16 162
60 24 410

Chlorinated rubber C
24 2 21
60 12 125

Wuxi anti-fouling coating W 24 8 129
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From Figure 10(a,a’), it can be observed that the corrosion of the powder epoxy-coated
samples primarily occurs in the upper left and lower left corners. The KDE value of the most
severely corroded area reaches 0.75 at 24 months. This may be due to uneven coating on the
edges. At 60 months, the most severe corrosion on the powder epoxy-coated metal samples
is still concentrated in the upper left corner, with the KDE value reaching 1.49. There is
also significant corrosion in the lower left corner, consistent with the 24-month observation
but more severe. In addition, from Table 4, observations of the test samples show that
most corrosion occurred at the corners within 24 and 60 months. Although the overall
appearance of the samples did not change significantly, the location and progression of the
corrosion over time were consistent with the identification results shown in Figure 10(a,a’).

Table 4. Tested specimens at different months.

Coating
Tested Samples

24 Months Appearance Description 60 Months Appearance Description

P
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Figure 10(b,b’) show that, at 24 months, the corrosion of the fluorocarbon-coated sam-
ples is mainly concentrated around the fixed holes on the right side and lower left corner 
of the samples, with the most severe corrosion occurring on the fixing holes, showing a 
KDE value of 0.79. At 60 months, corrosion mainly occurs on the right side and upper right 
corner of the samples, with the most severe corroded area having a KDE value of 1.25. 
Overall, the corrosion worsens over time. In contrast, the corresponding tested specimens 
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Figure 10(b,b’) show that, at 24 months, the corrosion of the fluorocarbon-coated
samples is mainly concentrated around the fixed holes on the right side and lower left
corner of the samples, with the most severe corrosion occurring on the fixing holes, showing
a KDE value of 0.79. At 60 months, corrosion mainly occurs on the right side and upper
right corner of the samples, with the most severe corroded area having a KDE value of 1.25.
Overall, the corrosion worsens over time. In contrast, the corresponding tested specimens
in Table 4 shows that the distribution of corrosion at 24 and 60 months is primarily on the
right side and edges, which is consistent with the results based on the model, and also
shows an increase in severity over time.

Figure 10(c,c’) show that, at 24 months, the corrosion of the epoxy-coated samples is
mainly around the fixed holes on both sides, with the most severe corrosion having a KDE
value of 1.03. This is likely due to the edges where the coating application might be uneven
and there is mechanical wear from fixing the samples. At 60 months, corrosion is mainly
around the fixed holes on both sides and near the left upper edge, with the most severe
corrosion showing a KDE value of 1.11. Compared to the 24-month results, the corrosion
is more severe at 60 months. Additionally, the corresponding tested specimens in Table 4
shows that, at 24 months, corrosion mainly occurs around the two holes. At 60 months,
corrosion spreads over the entire metal sheet, with rust spots around the holes and edges,
and numerous blisters in the center, consistent with the results based on the model.
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From Figure 10(d,d’), it can be observed that at 24 months, corrosion of the chlorinated
rubber-coated samples mainly occurs in the upper left corner on the left side and around
the fixed hole on the right side, with the most severe corrosion having a KDE value of
0.81. At 60 months, corrosion mainly occurs around the holes on the right side and bottom
edge, with the most severe corrosion showing a KDE value of 1.15. There is also some
corrosion accumulation around the holes on the left and upper left edge. Compared to the
24-month results, the corrosion distribution is similar at 60 months but with significantly
increased severity. Additionally, the corresponding tested specimens in Table 4 show that,
at 24 months, corrosion mainly occurs around the two holes and upper and lower edges,
being relatively mild. At 60 months, corrosion is mainly around the holes but also appears
on the edges, with some coating peeling off, matching well with the results based on
the model.

From Figure 10e, it can be seen that, at 24 months, the corrosion of the anti-fouling-
coated samples is relatively dispersed. Severe corrosion occurs around the fixed holes on
both sides and near the top and bottom edges of the coating. The most severe corrosion
shows a KDE value of 0.85. Additionally, the corresponding tested specimens in Table 4
show that corrosion mainly occurs around the metal sheet, with some coating peeling off,
being relatively mild and matching the results based on the model.

Comparing the corrosion distribution of each specimen at 24 months, the results indi-
cate that powder epoxy and chlorinated rubber coatings exhibit relatively good corrosion
resistance, followed by epoxy coating, while the anti-fouling coating shows relatively poor
protection. Comparing the corrosion distribution of each specimen at 60 months, the pow-
der epoxy, fluorocarbon, and chlorinated rubber coatings have relatively small corrosion
distribution areas, whereas the epoxy coating has a larger corrosion distribution. In terms
of the concentration of corrosion sites, the probability of corrosion is highest in the pow-
der epoxy-coated samples, followed by epoxy and chlorinated rubber coatings, with the
fluorocarbon coating having the lowest probability. Therefore, in the early stages, powder
epoxy, fluorocarbon, and chlorinated rubber coatings exhibit relatively good protective
performance, while the anti-fouling coating shows poor protection. As the experimental pe-
riod extends, powder epoxy and fluorocarbon coatings continue to demonstrate relatively
better protective performance.

4. Discussion

Comparison with traditional YOLO v5 and YOLO v5-NWD models reveals that the
image recognition performance of the proposed YOLO v5-GOLD-NWD model surpasses
them in terms of precision, recall, and F1 score, indicating its superior recognition capability
in image recognition. This also validates that improving the Neck structure and loss
function of the traditional YOLO v5 model architecture can enhance detection accuracy.
The Neck structure, typically situated between the Backbone and Head in neural networks,
plays a role in feature fusion and enhancement. Introducing new attention mechanisms,
skip connections, or multi-scale feature fusion techniques in the Neck structure can help
the model better utilize features at different levels, thereby improving detection accuracy.
Loss functions play a crucial role in training by measuring the difference between model
predictions and true labels. For YOLO v5, the loss function can be enhanced through
the introduction of new loss terms, adjustment of loss weights, or alteration of the loss
calculation method. These modifications contribute to improved detection accuracy and
overall model performance. However, the results indicate that the proposed improvement
methods have only marginally enhanced the model’s detection accuracy and performance.
Further refinement is needed for improving the model, especially in the Neck structure
and loss function enhancements. Additionally, the relatively low quantity and quality of
image data used for model training are also significant factors limiting the improvement in
detection accuracy and performance of the enhanced model.

Using the proposed improved model, corrosion image datasets of coated specimens
were identified and statistically analyzed. After 24 months of environmental exposure,
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corrosion points on specimens coated with powder epoxy, fluorocarbon, epoxy, and chlo-
rinated rubber tended to be concentrated, primarily at the corners and around the fixing
holes. In contrast, corrosion points on specimens with Wuxi anti-fouling coatings were
more dispersed, showing significant corrosion except for the central part. After 60 months
of exposure, corrosion points on specimens coated with powder epoxy, fluorocarbon, and
chlorinated rubber remained concentrated, mainly at the corners and around the fixing
holes. However, specimens with epoxy coatings showed significant diffusion of corrosion
points compared to the 24-month period, indicating a noticeable decline in corrosion resis-
tance after 60 months. In terms of the probability of corrosion occurrence, after 24 months
of environmental exposure, specimens with epoxy coatings had the highest probability of
corrosion, followed by Wuxi anti-fouling and chlorinated rubber coatings, while powder
epoxy and fluorocarbon coatings had relatively lower probabilities. After 60 months of
exposure, specimens with powder epoxy coatings had the highest probability of corrosion,
followed by chlorinated rubber and epoxy coatings, while fluorocarbon coatings had the
lowest probability. This suggests that the long-term corrosion resistance of powder epoxy
coatings may be inadequate, while fluorocarbon coatings exhibited relatively good cor-
rosion resistance at both 24 and 60 months of exposure. It is worth mentioning that the
significantly poorer protective performance of the epoxy resin coating may be related to its
relatively low thickness in the test specimen, which is approximately 290 µm.

The distribution of corrosion observed can be attributed to various factors, including
the protective mechanisms and construction technology of the coatings. Powder epoxy
coatings primarily provide corrosion protection through physical barrier mechanisms.
These coatings form a hard protective layer that effectively prevents the penetration of
moisture, oxygen, and other corrosive agents, thereby slowing down the corrosion rate
of the substrate. Fluorocarbon coatings exhibit excellent chemical corrosion resistance
and weather resistance. They mainly prevent chemical substances and water penetration
through their very low surface energy and inert surface, thereby providing corrosion pro-
tection. Epoxy coatings typically have good adhesion and chemical corrosion resistance.
They mainly prevent erosion from oxygen, moisture, and other corrosive media on the
substrate by forming a dense, sturdy protective film. Chlorinated rubber coatings pos-
sess good chemical corrosion resistance and weather resistance. They primarily prevent
corrosion media from erosion through their dense structure and chemical stability. Wuxi
anti-fouling coatings usually contain organosilicon and other special additives, forming
a dense, uniform coating layer that prevents the penetration of moisture, chemicals, and
pollutants, thereby providing corrosion and fouling protection.

From the perspective of corrosion protection mechanisms, all types of coatings should
exhibit good corrosion resistance during the test period. However, the corrosion protection
mechanisms of powder epoxy coatings, epoxy coatings, and Wuxi anti-fouling coatings all
involve the formation of a dense, uniform protective film to prevent moisture, oxygen, and
other corrosive media from eroding the substrate. Once defects occur in the coatings, it can
greatly reduce their corrosion resistance and may lead to rapid corrosion evolution. During
the experimental process, coatings may inevitably exhibit various degrees of deficiencies,
such as uneven coating implementation, coating fracture or cracking, improper surface
treatment of the metal, electrolytic corrosion, etc. Especially at the edges of the specimens,
coating defects are more likely to occur. For instance, at the edges and corners of specimens,
uneven coating implementation may lead to insufficient coating thickness or coating
defects, exposing the metal to corrosion. Additionally, stress concentration at the edges and
corners of specimens may cause coating fracture or cracking, exposing the metal surface to
environmental corrosion. Furthermore, the reasons for the above results are also related to
the quantity and quality of the collected original image data. Particularly when the quantity
is insufficient, the model training samples may be inadequate, leading to deviations in
the model’s detection results. For example, in the 24-month natural exposure test, the
original image data for the specimens with four types of coatings were fewer than 10
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images. This insufficient data for model training may result in non-generalizable model
recognition results.

5. Conclusions

Coastal areas face severe corrosion issues, posing significant risks and economic losses
to equipment, personnel, and the environment. With technological advancements, machine
vision techniques have been widely employed in the detection and identification of metal
corrosion to enhance detection accuracy and reduce maintenance costs. This study proposes
an improved YOLO v5-GOLD-NWD model architecture and trains it using corrosion data
from the National Center for Materials Corrosion and Protection Science in China. A
comparison with the traditional YOLO v5 and the improved YOLO v5-NWD models
reveals that the proposed YOLO v5-GOLD-NWD model outperforms in detection accuracy,
achieving a precision rate of 78%, a 4% improvement over the traditional YOLO v5 models.
The YOLO v5-GOLD-NWD model proposed in this paper performs effectively in water
corrosion detection, especially for the Zhoushan seawater station samples described in
this study.

This study reveals that, in terms of the probability of corrosion occurrence, specimens
with epoxy coatings had the highest probability after 24 months, followed by Wuxi anti-
fouling and chlorinated rubber coatings, with powder epoxy and fluorocarbon coatings
having relatively lower probabilities. After 60 months, specimens with powder epoxy
coatings exhibited the highest probability of corrosion, followed by chlorinated rubber
and epoxy coatings, while fluorocarbon coatings had the lowest probability, suggesting
superior long-term corrosion resistance. Overall, in the corrosive environment where
Zhoushan Seawater Station is located, fluorocarbon coatings prove to be the most effective
for long-term corrosion protection, while other coatings may falter under prolonged ex-
posure. Powder epoxy coatings, initially resilient, show degradation over time, limiting
their suitability for extended corrosion protection. Epoxy coatings, though widely used,
exhibit significant deterioration, particularly after 60 months, potentially compromising
long-term protection. Chlorinated rubber coatings, while moderately effective initially,
demonstrate increasing corrosion severity over time compared to fluorocarbon coatings,
indicating limitations in long-term performance. The Wuxi anti-fouling coating, while
initially dispersing corrosion points, exhibits significant corrosion, except in the central
part, suggesting inferior corrosion resistance. Hence, it may not be ideal for applications
requiring robust and durable corrosion protection. In summary, the long-term corrosion
resistance of the coatings mentioned in this study rank as follows: fluorocarbon, powder
epoxy, chlorinated rubber, epoxy, and Wuxi anti-fouling. It is worthy to note that the epoxy
coating, with a thinner thickness of 290 µm compared to other coatings, might exhibit more
significant corrosion effects.

Despite the improved accuracy in metal corrosion detection demonstrated by the
proposed model compared to traditional YOLO v5 and YOLO v5 NWD models, several
limitations remain. The dataset’s quality and quantity constrain further comprehensive vali-
dation and optimization of the model. Enhancing the model’s robustness and generalization
capabilities is necessary to tackle corrosion detection tasks under varying environmen-
tal conditions and complex scenarios. Additionally, the evaluation of coating corrosion
resistance may lack universality due to insufficient data samples, and this study does
not extensively discuss the long-term performance (beyond 60 months) of some coatings,
potentially affecting the comprehensive assessment of their effectiveness. Future research
will address these limitations by expanding the dataset and conducting extensive field
testing to validate and refine the model’s practicality and reliability. These efforts aim to
improve metal corrosion detection accuracy and provide effective corrosion protection
solutions across various environments, advancing the field’s technological progress and
application development.
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