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Abstract: A modeling technique for a nearshore hybrid wind–wave energy converter system
(HWWECS) is presented in this research. The model consists of the buoy, wind system, and generator,
allowing simulation of the HWWECS’s behavior in response to varied wave circumstances, such
as different wave heights and periods. The HWWECS is made up of two buoy units and a wind
system that work together to power a generator. The Wave Analysis at Massachusetts Institute
of Technology (WAMIT) software is used to calculate the hydrodynamic forces. A variable inertia
hydraulic flywheel is used to bring the system into resonance with incident wave frequencies in order
to improve power production.

Keywords: hybrid wind–wave energy conversion; nearshore deployment; WEC; VAWT; modeling

1. Introduction

Renewable energy resources offer a compelling alternative to conventional fuels due to
their abundant potential, lack of pollution, and environmental friendliness [1]. As reported
in [2–4], the development of wave energy converters (WECs) has witnessed the emergence
and deployment of several technologies in real-world sea conditions. Similarly, the field
of wind energy converters has been thoroughly explored, with a variety of technologies,
applications, and operational devices covered [5].

A decade of research on combining offshore wind and wave energy sources has
been conducted in order to most effectively utilize renewable energy supplies. Pérez-
Collazo et al. [6], McTiernan et al. [7], Dong et al. [8], Ayub et al. [9], and Cao et al. [10]
provide a comprehensive overview of various techniques for integrating wave and offshore
wind energy. Wan et al. [11] experimentally and numerically studied the hydrodynamic
responses of a combined wind and wave energy converter concept in survival modes. Dang
et al. [12] developed a model for a hybrid wind–wave energy converter system. Muliawan
et al. [13] analyzed the extreme responses of a combined spar-type floating wind turbine
and floating wave energy converter system with survival modes. Wan et al. [14] conducted
a numerical and experimental study on a combined wind and wave energy-converter
concept in survival mode, focusing on water entry and exit.

Despite some encouraging improvements and possible commercial uses, the hy-
brid wind–wave energy converter system (HWWECS) confronts major financial and sub-
structure survival issues in offshore settings. Furthermore, several researchers have ex-
plored the power performance, control strategies, and dynamic responses of integrated
wind–wave energy conversion systems [15–19]. However, most of these studies focused on
offshore deployment scenarios, which can be challenging and costly.
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This research focuses on a novel conceptual design and modeling of a hybrid nearshore
wind–wave energy technology. The novelty lies in the integration of a high-efficiency wave
energy converter inspired by [20–22] with vertical axis wind turbines (VAWTs) [23–25] in a
nearshore deployment setting. Folley et al. [20] presented an examination of the nearshore
exploitable wave energy resource. As stated in [21], the mechanical power take-off (PTO)
methodology is highlighted as an efficient and cost-effective method for harvesting wave
energy. Following that, Binh et al. [22] reported on experimental investigations of this
conceptual PTO design. VAWTs have recently gained popularity due to their lower instal-
lation costs, ease of maintenance, and ability to run regardless of wind direction. Some
typical works involving aerodynamic models and analyses of straight-bladed VAWTs were
presented in [23–25].

The proposed nearshore HWWECS concept aims to address some of the challenges
associated with offshore deployment by leveraging the advantages of a nearshore location,
such as easier access for maintenance and lower installation costs. Additionally, the
integration of a high-efficiency wave energy converter and vertical axis wind turbines
is expected to enhance the overall energy conversion efficiency and system response.
In this paper, Section 2 presents the overall layout of the HWWECS. Section 3 presents
the modeling approach for the WEC system, including the hydrodynamic model and
the power take-off (PTO) system. Section 4 describes the modeling of the wind energy
converter system, covering the vertical axis wind turbine (VAWT) aerodynamics, hydraulic
circuit, and power calculations. The generator model, including the d–q axis modeling
approach and the excitation and load models, is detailed in Section 5. Section 6 presents
and discusses the simulation results, analyzing the performance of the proposed HWWECS
under various operating conditions and phase differences between the WEC units. Finally,
Section 7 concludes the paper and outlines potential future work.

The main contributions of this research can be summarized as follows:

• A novel conceptual design for a hybrid nearshore wind–wave energy converter system,
integrating a high-efficiency wave energy converter with vertical axis wind turbines.

• A comprehensive analytical model in the time domain for the proposed HWWECS,
combining the modeling of the WEC, VAWT, hydraulic system, and electric generator.

• Numerical simulations and analysis of the HWWECS performance, including the
effects of phase differences between multiple WEC units on the overall efficiency and
system response.

• Demonstration of the potential advantages of the proposed HWWECS in increasing
total energy conversion efficiency and smoothing the system response by leverag-
ing the complementary nature of wind and wave energy sources in a nearshore
deployment scenario.

2. Overall Layout of the HWWECS

Figure 1 depicts the overall layout of the HWWECS, which consists of four major
components: a platform, WEC units, a VAWT, and a generator. The frame structure
and platform are fixed to the sea bed and kept stationary. The WEC units consisting of
a floating buoy, an arm structure, a timing belt mechanism, a hydraulic flywheel, and a
gearbox system are laid out in the arc to capture wave energy in different directions without
diffracting on each other. A cable and pulley mechanism connects the semi-submerged
floating buoy to a mass. A pulley system is secured within a frame structure and is located
at the end of an arm structure to change the direction of the cable. A hinged joint and a
hydraulic cylinder connect the arm construction to the frame. As a result, the hydraulic
cylinder can be used to adjust the position of the arm structure to accommodate changes
in water level. This system serves a dual purpose during powerful wave disturbances: it
operates as a dampening mechanism to protect the structure and absorbs energy for storage
in a high-pressure accumulator. To ensure safety, there is a control mechanism in place to
raise the buoy above the water’s surface. The gearbox system consists of two parallel shafts
rotating in opposite directions. A variable inertia hydraulic flywheel (VIHF) is attached to
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one end of the shaft, which houses the timing pulley. At the same time, the other end of the
shaft is connected to a rotary union. The injection or withdrawal of oil into the oil chamber
causes the inertia to be adjusted. The VIHF acts as an extra source of inertia, effectively
modifying the floating buoy’s overall inertia. As a result, the device’s inherent frequency
can be adjusted to match the incident wave frequencies. According to the principles of
wave linear theory, this adjustment results in an enhanced width capture ratio. The cable
manipulates the timing belt, which is engaged with the pulley, providing both pulling and
pushing motions. The shaft is forced to revolve in a single direction due to the pulley’s
linkage with the shaft via a one-way clutch. As a result, the pulley’s conflicting motions are
turned into a uniform rotating motion of the output shaft. The vertical axis wind turbine
(VAWT) is securely attached to the frame structure and is linked to the hydraulic circuit.
The blades convert wind speed into mechanical energy which drives the hydraulic pump.
The hose is used to supply flow to the hydraulic circuit when the hydraulic pump operates.
The hydraulic motor is used to supplement the wave’s capture power in order to power
the generator. The electric generator is coupled with the gearbox and the hydraulic motor
to produce electricity. Moreover, the modeling of a generator prototype is carried out to
simulate the complete electromechanical behavior of the proposed HWWECS.
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To model the complete system behavior, individual sub-models are first developed for
each component based on established theoretical formulations and then coupled together
through appropriate interfaces.

The WEC unit model, described in Section 3, captures the hydrodynamic behavior
of the floating buoy under wave excitation forces. This involves solving the equations
of motion for the buoy in heave and surge modes, accounting for hydrodynamic forces
(excitation, radiation, hydrostatic), power take-off forces, and the buoy’s inertial properties.
The hydrodynamic coefficients are obtained through frequency-domain analysis using a
boundary element method solver (WAMIT). The WEC model also incorporates the dynam-
ics of the power take-off (PTO) system, including the timing belt mechanism, hydraulic
flywheel, and gearbox system.

The VAWT model, detailed in Section 4, follows the conventional blade element
momentum theory to estimate the aerodynamic forces acting on the turbine blades. This
involves calculating the relative flow velocities, attack angles, lift and drag forces, and the
resulting torque on the turbine shaft. The VAWT model is then coupled with a hydraulic
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circuit model that represents the hydraulic pump and motor, allowing the conversion of
wind energy into hydraulic power.

The hydraulic transmission system model, also described in Section 4, captures the
dynamics of the hydraulic pump driven by the VAWT, the hydraulic motor, and the
associated flow rates, pressures, and efficiencies. This model provides the interface between
the VAWT and the electric generator, converting the mechanical power from the wind into
hydraulic power that can drive the generator.

The generator model, presented in Section 5, is based on the d–q axis modeling
approach, which involves transforming the three-phase quantities (voltages, currents) into
the synchronously rotating d–q reference frame. The model includes the voltage equations,
electromagnetic torque calculation, and the mechanical power balance equation, allowing
the simulation of the generator’s electrical and mechanical dynamics when driven by the
time-varying mechanical inputs from the wind and wave energy conversion systems.

To simulate the complete HWWECS behavior, the individual sub-models are coupled
through appropriate interfaces. The WEC unit model provides the mechanical power input
from the wave energy conversion, which is combined with the mechanical power from
the VAWT and hydraulic transmission system. This combined mechanical power then
drives the generator model, producing electrical power output. The generator model, in
turn, provides the electromagnetic torque feedback to the mechanical system, allowing the
simulation of the dynamic interactions between the various components.

By integrating these sub-models into a unified framework, the proposed comprehen-
sive model enables the analysis of the HWWECS’s complete electromechanical behavior,
capturing the synergistic effects of the wave and wind energy inputs, as well as the dynam-
ics of the energy conversion and transmission processes.

3. WEC System Model

In the previous work, the basic WEC hydrodynamic modeling of the buoy, which
was estimated using the hydrodynamic behavior of the PTO system in conjunction with
the resistive load, was carried out in [26] and verified by experimental results in [22].
Experiments were then compared with the simulation results. Based on this, a new model
of WEC unit is proposed.

The recommended WEC unit’s specs are depicted in Figure 2. To determine the initial
draft, the floating buoy is submerged by gravity and a balance mass. The VIHF supplies
the supplementary inertia of the buoy which can adjust the natural frequencies. The buoy
drives the transmission shaft using the timing belt and pulley mechanism. Since the shafts
are coupled with the timing pulley by the one-way clutch, the shafts have only transmitted
the torque in a one-way direction. Consequently, the movement of the buoy is converted
into a one-way motion of the shafts.
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The floating buoy, which may move in both heave and surge modes, is connected to
the power take-off (PTO) system via a cable, as shown in Figure 3. The mass and viscous
forces operating on the cable are ignored for simplicity, allowing it to be represented as
a straight line. Furthermore, pitch oscillations and rotational inertia are not taken into
account in this study.
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Consider x and z to be the horizontal and vertical motions of the buoy from its
equilibrium location on the water surface. The red arrow indicates the positive direction.
(L + ∆L) is the length of the cable under buoy motion, and this relationship is easily
determined:

∆L =

√
x2 + (z + L)2 − L (1)

where γ represents the angle between the vertical direction and the cable, and it is calculated as

sin γ = x/(L + ∆L) (2)

The dynamics of the float are derived by solving the aforementioned equations [26–28]:

(Mb + MaH + Ms)
..
z = FeH + FrH + Fb + Fpto cos γ (3)

(Mb + MaS + Ms)
..
x = FeS + FrS + Fpto sin γ (4)

Here Mb, Ma, and Ms represent the mass of the buoy, the additional mass, and the
inertia supplementary mass, respectively; FeH denotes the excitation force; FrH is the
radiated force acting on the buoy in the vertical direction (heave motion); FeS is again the
excitation force; FrS is the radiated force acting on the buoy in the horizontal direction
(surge motion); Fb represents the hydrostatic force following Archimedes’ Principle; and
Fpto is the resistive force introduced by the power take-off (PTO) system [12].

4. Wind Energy Converter System

The wind energy conversion system is illustrated in Figure 4. A VAWT is employed to
convert wind flow into mechanical power which drives the hydro-static transmission (HST).
HST is a simple hydraulic circuit made up of two main components: the hydraulic pump
and the hydraulic motor. A one-way clutch connects the hydraulic motor’s shaft to the
drive gear. Consequently, reacting to the wind flow, the driving gear is transmitted to drive
the generator. In order to supply the absorbed energy to the generator, the hydraulic motor
speed should be optimized. When its instantaneous speed is larger than the generator
speed, the absorbed energy can be taken into account to drive the generator.
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4.1. Modeling of VAWT
4.1.1. The Attack Angle and Relative Flow Velocity

The flow velocities of the wind turbine are shown in Figure 4. The tangent velocity Vt
and the normal velocity Vn can be expressed in the following form [23–25,29]:

Vt = Rωt + Va cos δ (5)

Vn = Va sin δ (6)

where ωt is the turbine‘s rotational speed, R is the radius of the wind turbine, and δ is the
azimuth angle.

Then, the attack angle α can be calculated as follows [23–25,29]:

α = tan−1
(

Vn

Vt

)
(7)

The relative flow velocity W is expressed as [23–25,29]

W =
√

V2
t + V2

n (8)

4.1.2. The Tangential and Normal Forces

The relative flow velocity W, which includes two components: lift L and drag D,
acts at attack angle α on the airfoil and creates an aerodynamic force on the blade. This
aerodynamic force is applied in the chord and radial directions, giving the tangential force Ft
and normal force Fn, respectively. The tangential and normal forces can be defined through
the tangential force coefficient Ct and the normal force coefficient Cn as follows [23–25,29]:

Ft = 0.5CtρCb HwtW2 (9)

Fn = 0.5CnρCbHwtW2 (10)

where ρ is the air density, Cb is the blade chord, and Hwt is the height of the turbine. Cl and
Cd are lift and drag coefficients, respectively. They are dependent on the airfoil type, the
Reynolds number, and the attack angle α.

4.1.3. Calculation of Torque and Power

The turbine torque is produced by only the tangential force on the blade airfoil, so the
instantaneous torque of a single blade [23–25,29] with the radius R is determined by

Q = 0.5CtρCb HwtW2R (11)
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For an N-blade wind turbine, each blade is separated angularly from a neighboring
blade by 360/N degrees; the instantaneous torque from all N blades is determined by
summing the effects of all blades at any one instant, and it is expressed in [23–25,29]

Twind =
N

∑
j=1

Qj (12)

Then, the wind power can be calculated by multiplying the induced torque and speed
of the turbine rotor in the following [23–25,29]:

Pwind = Twind
.
δ (13)

4.2. Hydraulic Circuit

Modeling of the typical HST is carried out based on the governing equations which
are given [30]. The schematic of the typical hydraulic circuit is illustrated in Figure 5. It
includes a hydraulic pump coupled with the turbine rotor and the hydraulic motor is
coupled with the driving gear by a one-way clutch mechanism.
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4.2.1. Hydraulic Pump

Apply Newton’s second law to calculate the angular velocity for the pump shaft:

∑ T = Twind − Tp = Twind −
Pch1Dp

2πpηT
= Ip

.
ωp (14)

where Twind is the torque induced by the flow of wind, Dp and pηT are, respectively, the
displacement and mechanical efficiency of the pump, and Ip is the total inertia moment of
the pump shaft [30].

The instantaneous pressure in chamber 1 is expressed as [30]

dPch1
dt

=
β

Vp
(Qp − Qc) (15)

where β is the Bulk Modulus, which causes compressible fluid; Vp is the volume of the
pump chamber; and Qp, Qc are the pump flow rate and flow rate throughout the check
valve, respectively. Here, Qp is obtained by

Qp =
Dpnp

1000
× pηv (16)

where pηv is the volumetric efficiency of the pump
Qc is expressed as

Qc =

{
Qp f or Pch2 < Pch1
0 f or otherwises

(17)
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where Pch2 is the instantaneous pressure in chamber 2 that can be obtained by continuity
equation as follows

dPch2
dt

=
β

Vh
(Qc − Qout) (18)

where Vh is the volume of the hose from the check valve to the hydraulic motor chamber;
Qout is the flow rate throughout the hydraulic motor to return the hydraulic tank

4.2.2. Hydraulic Motor

The angular velocity of the motor shaft depends on the motor torque and the Tload and
can be calculated as [30]

∑ T = Tm − Te =
Pch2DmmηT

2π
− Te = Im

.
ωm (19)

where Im is the total inertia moment of the motor shaft (including load) (kg.m2), and Te is
the electromagnetic torque induced by a rotation of the motor shaft.

Then the flow rate runs to the tank Qout is [30]

Qout =
Dmωm

mηV
(20)

where mηV is the volumetric efficiency of the motor.

4.2.3. Power Calculation

The input power supplied by the flow rate into the hydraulic circuit is presented
in [30]:

PiH = Pch1Qin (21)

The output power supporting driving the generator is obtained by the equation [30]:

PoH = Tmωm (22)

The efficiency of HST is obtained as follows [30]:

ηH =

∫
PoHdt∫
PiHdt

(23)

Hence, the overall efficiency of VAWT coupled with HST [30]:

ηoH =

∫
PoHdt∫

Pwinddt
(24)

5. Generator Model
5.1. abc/dq Transformation (Park Transformation)

The generator model uses the d–q axis modeling approach, which requires transform-
ing the three-phase quantities (voltages, currents) from the abc stationary reference frame
to the synchronously rotating d–q reference frame. This transformation, known as the Park
transformation [31], is given by Equation (25):

[
xd
xq

]
=

2
3

 cos θ cos
(
θ − 2π

3
)

cos
(

θ − 4π
3

)
− sin θ − sin

(
θ − 2π

3
)

− sin
(

θ − 4π
3

)xa
xb
xc

 (25)

where xd, xq are the d–q axis components, xa, xb, xc are the three-phase components, and
θ =

∫
ωdt is the angle of the rotating reference frame with ω being the synchronous speed

of the permanent magnet generator (PMG).
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5.2. Permanent Magnet Generator

A permanent magnet generator is selected for this small-scale wave energy converter
due to its high power density, low maintenance requirements, and compact size. The PMG
model is developed in the rotor synchronous d–q rotating reference frame for simplicity, as
shown in Figure 6.
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The voltage equations in the d–q frame are [31]{
vds = −Rsids − ωrLqiqs + Ld

d
dt ids

vqs = −Rsiqs − ωrLdids + ωrλr − Lq
d
dt iqs

(26)

where vds, vqs are the d–q axis stator voltages, ids, iqs are the d–q axis stator currents, Rs is
the stator resistance, λr is the rotor magnetic flux linkage, ωr is the rotor electrical speed,
and Ld, Lq are the d–q axis magnetizing inductances.

The electromagnetic torque produced by the PMG is calculated as [31]

Te = 1.5p
[
λriqs −

(
Ld − Lq

)
idsiqs

]
(27)

where p is the number of pole pairs. The torque is a function of the d–q axis currents and
the rotor magnetic flux linkage.

When connected to a three-phase R-L load, the instantaneous electrical power is
calculated in the following equation [31]:

Pe = Va Ia + Vb Ib + Vc Ic (28)

where Va, Vb, Vc and Ia, Ib, Ic are the load phase voltages and currents, respectively.
The mechanical power driving the generator is the product of electromagnetic torque

and rotor speed [31]:
Pm = Teωr (29)

This mechanical power is provided by the combined wind and wave energy inputs
after losses in the mechanical transmission system.

5.3. Excitation and Load Model

The PMG model requires representation of the source exciting the generator fields
as well as the load being supplied. A constant magnetic flux linkage λr is assumed,
representing the excitation provided by the permanent magnets on the rotor.

For the load, a simple 3-phase R-L load is connected to the stator windings. The
per-phase load resistance R and inductance L values can be adjusted to represent different
loading conditions.

5.4. Hybrid Mechanism Simulation Model

Figure 7 describes the proposed hybrid mechanism. Multiple units of HWWECS can
be employed to satisfy the realistic requirement of the output power. The phase difference
between these units causes the generator to perform smoothly. As shown in Figure 7, two
buoys and one VAWT are employed to investigate the performance of the system. The
torque generated by the buoy or hydraulic motor is considered only when the instantaneous
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speed of the shaft ωx (x = 1, 2), resulting from the velocity of the floating buoy or motor
speed, exceeds the generator speed ωr. In instances where the supplied power surpasses
the power needed to drive the flywheel, the one-way bearings disengage, meaning that the
driving gear is connected to the driving shaft to propel the driven gear.
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The complete generator simulation model combines the above d–q axis electromag-
netic equations along with Newton’s rotational equation. Subsequently, the flywheel’s
rotational motion is established by combining the driving torque and the induced generator
torque as in Equation (30).

∑ Tk − Te = Ig
.

ωr (30)

where Ig is the combined inertia of the generator and coupled mechanical system, Tk is the
mechanical driving torque from the wind/wave inputs after accounting for friction and
windage losses, and Te is the electromagnetic torque given by Equation (27).

This allows a simulation of the electrical and mechanical dynamics of the generator
system when driven by the time-varying mechanical inputs from the wind and wave energy
conversion systems.

The model parameters like stator resistance, inductances, magnetic flux linkage, and
inertia are based on the actual generator design specifications given in the below Section.

6. Simulation Results and Discussion
6.1. Parameters

Table 1 shows some input parameters for operating circumstances, whereas Tables 2–5
show PTO settings. The hydrodynamic parameters were obtained and plotted in the
frequency domain using the given parameters, such as the buoy geometry, draft, and the
aforesaid input data, as shown in Figure 8. WAMIT (version 7.0) [32] is used to compute
numerical results for heave and surge modes of motion.

The variable values and system specifications used for simulating the proposed
HWWECS were carefully selected to represent a realistic near-shore deployment scenario
while also facilitating meaningful analysis and comparison with potential experimental
studies or real-world applications.

Wave conditions: a wave height of 1.5 m and wave frequency of 2.2 rad/s were chosen
to represent typical near-shore wave conditions in many coastal regions. These values fall
within the operating range of the proposed WEC design and allow for an assessment of its
performance under moderate wave conditions.
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Figure 8. Hydrodynamic parameters were obtained through Frequency Domain Analysis (FDA)
using the WAMIT for the heave and surge modes of motion. Regular waves were considered with a
draft (b) of 1.5 m and a buoy radius (a) of 1.5 m in a water depth (h) equal to 10 m.

Water depth: a water depth of 10 m was selected, which is representative of near-shore
environments and suitable for the deployment of the proposed system.

Wind speed: a wind speed of 12 m/s was chosen as it falls within the operating range
of the vertical axis wind turbine (VAWT) design and allows for an evaluation of the wind
energy conversion performance under moderate wind conditions.

System geometry: the dimensions of the floating buoy, arm structure, and VAWT
were selected based on preliminary design considerations, ensuring a reasonable size for
near-shore deployment while maximizing energy capture potential.

Hydrodynamic and aerodynamic parameters: the hydrodynamic coefficients for
the WEC were obtained through frequency-domain analysis using WAMIT, a widely-
used boundary element method solver. The aerodynamic parameters for the VAWT were
based on established blade element momentum theory and empirical data for the chosen
airfoil profile.

Hydraulic and electrical components: the specifications of the hydraulic pump, motor,
and electric generator were chosen to match the expected power levels and operating
conditions of the proposed system, while also reflecting commercially available components
for potential real-world implementation.
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Table 1. The working condition’s input parameters.

Notation Name Value Unit

Va Wind speed 12 m/s
h Water depth 10 m
H Wave height 1.5 m

ωw Wave frequency 2.2 rad/s
φ Phase difference π/2 rad

Table 2. PTO parameters.

Notation Name Value Unit

a Buoy diameter 3.0 m
rp Pinion diameter 0.1 m
kg Gearbox ratio 4
Ig Generator inertia 1 kg.m2

b Initial draft 1.5 m

Table 3. VAWT specification.

Name Value

Rotor diameter (m) 6
Number of blades 3
Chord length (m) 0.25

Height of rotor (m) 4
Induced velocity (m/s) 7

Table 4. Specification of Hydraulic components.

Components Notation Quantity Value SI Unit

Hydraulic pump

Dp Displacement 242 1 cm3/rev
→1/(2π× 10 6) m3/rad

pηv Volumetric efficiency 0.95

pηT Mechanical efficiency 0.98
Ip Inertia 0.046 kg × m2

Hydraulic motor

Dm Displacement 80.4 1 cm3/rev
→1/(2π× 10 6) m3/rad

mηv Volumetric efficiency 0.95
mηT Mechanical efficiency 0.98
Im Inertia 0.021 kg × m2

Table 5. PMG modeling parameters.

Quantity Value

Number of poles 20
Stator resistance 0.62 Ω

d-axis and q-axis stator inductance 0.0122 H
Magnetic flux 0.12 Wb

6.2. Results

Simulations have been conducted to assess the performance of the HWWECS based
on the provided specifications. Subsequently, simulation results under various phase
differences have been analyzed to investigate their impact on the overall efficiency. Figure 9
illustrates the complete model procedure. The inputs and outputs of each part of each model
such as the WEC system model, wind turbine model, wave–buoy interaction model, HST
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model, hybrid mechanism, and generator model are presented. The results are presented
for each phase of the complete model, where the output of one phase can be correlated
with the input of the other phase.

Figure 10 plots the correlation between the wind speed, rotor torque, rotor speed, and
wind power. As shown in Figure 10, the top layer depicts the given wind speed which is
built using Gaussian noise. Regarding the given speed, the rotor torque, rotor speed, and
responding power are calculated and shown in the second layer, the third layer, and the
bottom layer, respectively.

The performance of the HST is illustrated in Figure 11. Based on the wind rotor speed,
the hydraulic pump generates the flow rate which is plotted in the top layer. Then, the
pressure is calculated and shown in the second layer. Coupled with the resistive torque
from the generator, the induced torque and speed of the hydraulic motor are derived and
described in the third and bottom layers, respectively.

Figure 12 presents the conversion energy and efficiency of the VAWT using the HST.
The driving energy calculated from the wind power is plotted on the top layer. To inves-
tigate the performance, the input HST energy, due to the flow rate and pressure, and the
output HST energy, due to the torque and speed are also calculated and plotted in this layer.
Subsequently, the HST efficiency, defined as the ratio of the output HST energy to the input
HST energy, and the overall efficiency, defined as the ratio of the output energy to the wind
energy, are illustrated in the lower layers.

Figure 13 presents a performance comparison between two floats. The heave z(t)
and the surge x(t) oscillations are depicted in the first and second layers, respectively.
Subsequently, the variations in cable length and the cable vertical angle are computed and
displayed in the third and last layers.

Figure 14 illustrates the mechanical behavior of the hybrid mechanism. As shown in
the top layer, the speed of the hydraulic pump, the driving shafts of WEC 1, the driving
shafts of WEC 2, and the generator are compared to investigate the response of the hybrid
mechanism. Since the generator is driven by the co-working of the driving shafts and
the hydraulic motor, the generator speed is usually higher than with the use of them
independently. Therefore, the generator speed is increased, and the performance is smooth.
Next, the torque induced by the generator is shown in the second layer. Based on the
induced generator torque and speed, the input mechanical power driving the generator is
obtained and depicted on the bottom layer.

Figure 15 shows the performance of the generator. The generating currents and
voltages of the three phases are plotted in the first and second layers, respectively. Then,
the output electric power is calculated and presented in the bottom layer.

Figure 16 illustrates a comparison of the conversion energy and overall efficiency of
the proposed hybrid system. Given the incident wave and buoy specifications, the mean
wave energy is computed and depicted in the top layer. The input wind energy and the
output electrical energy are also graphed in this layer. Subsequently, the overall efficiency of
the proposed HWWECS is determined and presented in the bottom layer. In the simulation
results, the overall efficiency of the proposed HWWECS is shown to reach 41.5%. This
efficiency is calculated as the ratio of the output electrical energy to the combined input
wave and wind energy. To benchmark this efficiency, we can consider the performance of
separate stand-alone systems:

Stand-alone WEC: based on the literature, the efficiency of wave energy converters
typically ranges from 20% to 35% [21,22]. The high end of this range is achieved by highly
optimized WEC designs under ideal wave conditions.

Stand-alone wind turbine: The efficiency of wind turbines varies with wind speed but
typically falls within the range of 30% to 45% for modern horizontal-axis and vertical-axis
wind turbines [7–10].

By combining the wave and wind energy inputs in the proposed HWWECS, the
simulated overall efficiency of 41.5% surpasses the typical efficiency ranges of separate
stand-alone systems. This indicates that the synergistic combination of wave and wind
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energy sources can potentially lead to higher overall energy conversion efficiency compared
with employing these sources individually.

To explore the impact of the phase difference between the two buoys on the perfor-
mance of the HWWECS, Figure 17 shows the time series for the output electric power,
energy, and total efficiency. It is indicated that the ideal phase difference is at π/2. Once
one buoy stops at the changing direction point, another has maximum velocity at the
equilibrium position to drive the generator continuously, as shown in Figure 14 (on the
top layer). When the phase difference is smaller or greater than π/2, the performance is
more varied. In particular, when it is near the same phase or in phase with each other, the
response is more varied and the efficiency is also decreased significantly.

In contrast, a stand-alone WEC or wind turbine system would exhibit more significant
fluctuations in power output due to the intermittent nature of the individual energy source.
The incorporation of multiple WEC units with optimal phase differences in the HWWECS
helps to mitigate these fluctuations, resulting in a smoother overall system response.

Furthermore, the simulations indicate that when the phase difference deviates sig-
nificantly from the optimal value (e.g., when the two WEC units are nearly in phase), the
system response becomes more variable, and the total efficiency decreases. This highlights
the importance of proper phase synchronization between the WEC units to fully realize the
advantages of the proposed HWWECS concept.

In summary, the simulation results and comparisons against separate stand-alone sys-
tems provide evidence that the proposed HWWECS can potentially achieve higher overall
energy conversion efficiency and a smoother system response by leveraging the comple-
mentary nature of wave and wind energy sources and optimizing the phase differences
between multiple WEC units.

It is important to note that these conclusions are based on the simulation results
and the specific system configurations and operating conditions considered in this study.
Further validation through experimental studies or real-world deployments would be
beneficial to confirm these advantages and refine the modeling approach if necessary.
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6.3. Challenges and Limitations
6.3.1. Challenges

During the model development and testing, the challenges encountered can be identi-
fied as follows:

Coupling of multiple physics domains: one of the primary challenges in developing
the comprehensive model for the HWWECS was the need to couple multiple physics
domains, including hydrodynamics, aerodynamics, hydraulics, and electromechanics.
Ensuring consistent interfacing and accurate information exchange between these diverse
sub-models required careful formulation and implementation.
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Nonlinear system dynamics: the proposed system exhibits nonlinear dynamics due
to the complex interactions between the wave energy converter (WEC), vertical axis wind
turbine (VAWT), hydraulic transmission, and generator components. Capturing these non-
linearities accurately while maintaining numerical stability and computational efficiency
posed a significant challenge during model development and testing.

Validation and experimental data: while the individual sub-models are based on
well-established theoretical frameworks, the lack of experimental data specifically for the
proposed hybrid system configuration made it challenging to validate the complete system
model thoroughly. Conducting scaled experiments or obtaining field data from a prototype
deployment would be beneficial for model validation and refinement.

Optimization and control strategies: the proposed HWWECS offers potential for
optimization and advanced control strategies to maximize energy capture and efficiency.
However, the development and implementation of such strategies were beyond the scope
of this initial modeling effort and could be explored in future work.

6.3.2. Limitations

The VAWT model employed in this study is based on the steady-state blade element
momentum theory (BEMT), which makes several simplifying assumptions. While these
assumptions are widely adopted in the initial design and analysis stages of VAWT systems,
it is important to acknowledge their limitations and discuss their potential impact on
the accuracy of the results. One of the key assumptions in the steady-state BEMT is that
the flow field around the VAWT blades is time-invariant and can be treated as a series
of independent steady-state conditions. This assumption neglects the inherent unsteady
nature of the aerodynamic forces acting on the blades, which arise due to the periodic
variation in blade velocities and angles of attack as the turbine rotates. The unsteady
aerodynamic effects, such as dynamic stall and vortex shedding, can significantly influence
the blade forces, power output, and overall performance of the VAWT, particularly at low
tip-speed ratios and high angles of attack [33,34]. Furthermore, the steady-state BEMT
assumes that the flow remains attached to the blade surfaces and that the blade loading is
uniform along the span. In reality, flow separation and three-dimensional effects can lead
to non-uniform loading distributions and localized stall regions, which are not captured by
the simplified BEMT model [35,36].

Despite these limitations, the steady-state BEMT is widely used in the initial design
and performance estimation stages of VAWT systems due to its computational efficiency
and the availability of empirical data for lift and drag coefficients. The model provides
a reasonably accurate estimate of the overall power output and torque characteristics,
particularly in the optimal operating regime of the VAWT [33,37]. However, it is important
to note that the results obtained from the steady-state BEMT should be interpreted with
caution, especially when operating conditions deviate significantly from the design point
or when highly accurate predictions of transient behavior are required.

To address the limitations of the steady-state BEMT and capture the unsteady aero-
dynamic effects more accurately, future work could incorporate more advanced unsteady
aerodynamic models, such as the dynamic stall models [38,39] or computational fluid
dynamics (CFD) simulations [40,41]. These approaches, although computationally more in-
tensive, can provide a more realistic representation of the VAWT performance under a wide
range of operating conditions and can account for the impact of unsteady flow phenomena.

In the current WEC system model, we have made the simplifying assumption of
neglecting the rotational degrees of freedom and torque losses in the analysis. While
this facilitates a more tractable analytical formulation, it is also important to point out its
limitations and the potential impact on the accuracy of the results, particularly with regard
to the energy transfer between different degrees of freedom.

By neglecting the rotational degrees of freedom, such as pitch and roll motions, the
model does not account for the coupling effects between these modes and the translational
motions (heave and surge). In reality, the floating buoy’s dynamics involve a complex



J. Mar. Sci. Eng. 2024, 12, 1093 20 of 22

interplay between all six degrees of freedom, and the energy transfer between these modes
can significantly influence the overall system behavior and power capture efficiency [27,42].

Furthermore, the assumption of neglecting torque losses in the system implies that all
the mechanical energy generated by the buoy’s oscillatory motion is efficiently transferred
to the power take-off (PTO) system without any dissipative losses. However, in practical
scenarios, various sources of torque losses, such as friction in bearings, seals, and transmis-
sion components (both mechanical and hydraulic), can lead to a reduction in the overall
energy conversion efficiency.

To improve the accuracy of the WEC system model and better capture the energy
transfer between different degrees of freedom, future work could incorporate a more
comprehensive multi-body dynamics approach, where the buoy is modeled as a rigid body
with six degrees of freedom [43]. This would enable the consideration of coupling effects
between translational and rotational motions. Additionally, the inclusion of torque loss
models, which account for various sources of dissipative losses in the mechanical and
hydraulic transmission system, could provide a more realistic estimate of the overall energy
conversion efficiency.

7. Conclusions

A novel conceptual design for the HWWECS has been introduced. A comprehensive
analytical model in the time domain for the proposed HWWECS was developed to scruti-
nize its performance. The chosen variable values and system specifications are intended
to represent a realistic near-shore deployment scenario, making it suitable for potential
experimental studies or real-world applications in coastal regions with similar environmen-
tal conditions. Near-shore environments offer several advantages over offshore locations,
including easier access for maintenance, lower installation and operational costs, and re-
duced exposure to extreme ocean conditions. The proposed HWWECS concept leverages
these advantages by targeting deployment in near-shore areas, where the selected wave
and wind conditions are representative of many coastal regions globally. Moreover, the
system dimensions and component specifications were chosen to strike a balance between
maximizing energy capture potential and ensuring practical feasibility for construction
and deployment. The use of established modeling techniques, such as boundary element
methods and blade element momentum theory, ensures that the simulation results are
grounded in well-validated theoretical frameworks. Numerical results indicated that the
overall efficiency was increased significantly due to the optimal phase difference between
the WEC units. An overall efficiency of 41.5% has been reached.

Apparently, the proposed HWWECS has shown its advantage in increasing the total
efficiency and response of the system. The performance of the proposed system is strongly
dependent on the phase difference, which can be optimized by employing more WEC units
and arranged in different phases to each other. While the current simulations focus on
regular wave conditions for simplicity, future work could extend the analysis to irregular
wave scenarios, which would better represent real-world conditions and further validate the
system’s performance. In order to investigate the applicability of the proposed HWWECS,
future works are going to focus on controlling supplementary inertia to adapt to irregular
wave frequencies. The test rig is fabricated to apply optimization control strategies to
increase the capture width ratio.
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