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Abstract: Aquatic vegetation in the littoral zone plays a crucial role in attenuating wave energy and
protecting coastal communities from hazardous events. This study contributes to the development
of numerical models aimed at designing nature-based coastal defense systems. Specifically, a novel
numerical application for simulating wave–vegetation interactions at the stem scale is presented. The
numerical model employed, DualSPHysics, couples the meshfree Smoothed Particle Hydrodynamics
(SPH) fluid solver with a structural solver to accurately capture the two-way interactions between
waves and flexible vegetation. The proposed numerical model is validated against experimental
data involving a submerged rubber cylinder representing an individual vegetation stem, subjected to
regular waves. The results demonstrate excellent agreement in hydrodynamics, force transfer, and
the swaying motion of the flexible cylinder. Importantly, the approach explicitly captures energy
transfer between the fluid environment and the individual stem. The numerical results indicate
persistent turbulent flow along the vegetation stem, even when its swaying speed matches that of
the surrounding environment. This reveals the presence of vortex shedding and energy dissipation,
which challenges the concept of passive swaying in flexible aquatic vegetation.

Keywords: wave–vegetation interaction; flexible structure; fluid–elastic structure interaction; SPH-FEA
coupling; DualSPHysics; Project Chrono

1. Introduction

Aquatic vegetation in marine environments, such as seagrass, is gaining recognition
for the positive net effect it has on the hosting ecosystem [1–3]. Firstly, it mitigates coastal
hazards by absorbing wave energy and reducing water flow velocity [4–7]. Secondly, it
plays a role in regulating nutrient levels, provides food-rich habitats for marine species,
and contributes to the absorption of carbon dioxide [8–10]. Thirdly, it functions as a
dynamic, nature-driven adaptation mechanism on multiple fronts. Below the seabed, its
root systems and rhizomes reduce erosion; and within the water column, the turbulent
flows within the canopies facilitate sediment deposition and promote accretion [11,12].

From the standpoint of urban planners and coastal engineers, a pivotal concern
revolves around safeguarding coastal communities against the escalating coastal haz-
ards, all while maintaining a minimal carbon footprint [13,14]. Consequently, there is
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a growing emphasis on the integration of nature-based defense solutions, such as sea-
grasses, within coastal planning strategies [15]. An effective approach to quantify the
influence of seagrasses on the coastal wave dynamics is the utilization of advanced
numerical techniques.

Numerical models are capable of simulating wave–vegetation interactions across a
range of scales. For example, spectral models, such as SWAN [16], are capable of simulating
climate scenarios and forecasting wave parameters over extensive domains and extended
time periods [17,18]. At a smaller scale, phase-resolving models, such as the non-hydrostatic
model SWASH [19], can provide wave forecasts in (relatively) shallow environments,
covering domains spanning multiple kilometers (at the study area level) over extended
periods (e.g., wave transformation over coastal vegetation in the South China Sea [20]).
In contrast, more intricate Computational Fluid Dynamics (CFD) models, which resolve
the Navier–Stokes (NS) equations by discretizing the computational domain into a large
number of nodes, are better suited for short durations in smaller domains spanning over a
distance of a few wavelengths. For example, Marjoribanks et al. [21] employed a model
based on finite volume and the large eddy simulation (LES) to simulate canopy flow
and turbulence dynamics in an open-channel flow. A similar approach was used by
Wang et al. [22] to assess the drag exerted by a rigid and flexible vegetation stem. In a
separate study addressing coastal hydrodynamics, Maza et al. [23] employed a CFD model
to simulate wave attenuation through a drag term that accounts for vegetation flexibility.

Zeller et al. [24] classified the numerical models operating at various scales into
three categories:

• Category 1, stem or canopy scale;
• Category 2, meadow scale;
• Category 3, ecosystem or coastal-scale ocean models.

At each scale, specific modeling techniques are employed in order to address the
influence of vegetation. At the stem or canopy scale (Category 1), a direct approach is
applicable. In a direct approach, the interaction between the fluid and the structure is
explicitly solved by representing the vegetation as a flexible boundary element within the
fluid domain and numerically solving the force transfer and vortex shedding around the
vegetation. This is achieved by resolving the physics with a high-fidelity model without
assumptions or simplifications on the geometry (i.e., computationally expensive techniques
are limited to small domains, for example [25]).

At larger scales such as meadow and ecosystem scales, ocean models utilize the
computationally efficient drag force [26,27] and bed roughness approaches [28]. Figure 1
illustrates the three numerical techniques in an artistic representation. The direct approach
preserves the physical attributes of the vegetation patch, whereas the cylinder approach
simplifies it into an array of cylinders. Finally, the bed roughness approach incorporates
vegetation numerically by introducing a dissipative term at the seafloor, as indicated by
the black region in the top right panel of Figure 1. The mechanism underlying vegetation-
induced wave attenuation is consistent across all three scales and can be described as the
dissipation of wave energy due to the resistance that vegetation imposes on the flow. This
can be estimated by multiplying the relative velocity between the fluid and vegetation by
the normal force component and integrating it over the surface area. In order to provide an
accurate description of this attenuation formulation, it is necessary to consider the effect of
vegetation flexibility on the relative velocity between the fluid and the vegetation. A greater
degree of flexibility will result in a reduction in the relative velocity between the fluid and
the vegetation, which will consequently lead to a reduction in the energy attenuation.
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(i) Direct approach (ii) Cylinder approach (iii) Bed roughness approach

Typical cross-section of a vegetated foreshore 

Numerical representation

Wave-vegetation interaction
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Figure 1. Artistic representation of the wave–vegetation interaction process within the coastal
zone: the lower panel displays a typical foreshore cross-section, illustrating waves interacting
with vegetation on a vegetated slope; and the upper panel displays three numerical techniques for
simulating the wave–vegetation interaction and subsequent energy dissipation, namely: (i) the direct
approach, (ii) the cylinder approach, and (iii) the bed roughness approach.

The present study focuses on resolving wave–vegetation interaction at the stem scale,
specifically, within the domain of “Category 1, stem or canopy scale”. In this category,
the research objective is to develop numerical modeling techniques for resolving one or
multiple dimensions of the wave–vegetation interaction. These dimensions include:

1. The swaying motion of individual flexible elements;
2. The flow properties;
3. Energy transfer mechanisms.

A well-established approach for addressing the swaying motion is to model vegetation
flexibility using a cantilever beam element and solve deflections using the Euler–Bernoulli
formulation (e.g., [29–31]). The flexural rigidity of the vegetation, defined as the resis-
tance to bending, is replicated numerically by defining the section properties of the beam
and Young’s modulus of elasticity (E). Numerous studies have successfully simulated
stem dynamics by employing a standalone structural model and computing the force
balance on the vegetation by fitting a velocity curve to data obtained from laboratory
experiments [24,32–34]. This is typically achieved by applying the Morison equation [35]
to calculate drag, inertia, lift, and skin friction forces. In order to account for the other
forces present in the system, it is necessary to include buoyancy, gravity, added mass,
and hydrostatic forces.

Building upon the previously described method, coupled models have been devel-
oped to explore multiple dimensions of wave–vegetation interaction at the stem scale.
These coupled models combine flow solvers with structural solvers in order to accurately
replicate the flow field around the vegetation. For instance, in the study conducted by
Yin et al. [36], the XBeach non-hydrostatic model [37] was employed to communicate
both: (i) the depth-averaged velocity in one direction (from fluid to structure and not the
other way around), and (ii) the time-varying force on a flexible element in the other. The
subsequent consideration of the impact of these inputs on the wave propagation involved
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the introduction of a dissipation term into the momentum equation. A similar approach
using SWASH was presented in [38].

El Rahi et al. [39] employed the meshless Smoothed Particle Hydrodynamics-based
(SPH) [40] code, DualSPHysics [41], to investigate flow dynamics while also proposing
a coupled approach [42] to tackle vegetation dynamics. The method’s applicability can
vary depending on the specific case since it relies on an embedded approach to represent
vegetation within a larger dummy boundary envelope. This approach is particularly well-
suited for specific scenarios in which buoyancy-restoring forces have a limited impact,
and the vegetation assumes a rectangular cross-section (limitation to one geometric shape)
with minimal thickness relative to the wavelength of periodic water waves. In a separate
study employing the SPH method, Paquier et al. [43] simulated flexible vegetation using
the slender rod theory. Within this numerical model, adjustments were made to increase the
dimensions of the vegetation and simultaneously modify the section properties to ensure
that the same deflection observed in the experiments was reproduced. While the previously
mentioned models have simplified certain aspects of the real system, a direct computation
of the kinetic energy is necessary to comprehensively account for all dimensions within the
system. This can be achieved through the utilization of small-scale numerical models as
shown in [25,44].

This study addresses the limitations in previous numerical models suited for wave–
vegetation interactions. The proposed numerical approach offers a novel contribution by
directly capturing all three dimensions of the wave–vegetation interaction: the swaying
motion, the flow properties, and the energy transfer. Additionally, it captures the vortex
shedding phenomena around the flexible cylinder. The coupled model combines Dual-
SPHysics with the Finite Element Analysis (FEA) module of Project Chrono and is based
on the implementation presented in [42]. To ensure accuracy, a numerical framework is
established for configuring and validating both the structural and fluid solvers based on
well-established analytical solutions. This framework creates a pathway for potential future
studies exploring wave–vegetation interactions at stem or canopy scales.

This paper presents an experimental dataset obtained from the laboratory tests of
Reis et al. [45]. The dataset involves a flexible cylinder, representing an individual vegeta-
tion stem, subjected to regular water waves. This dataset serves as a validation dataset for
the numerical model, enabling an examination of the wave–vegetation interactions at stem
scale. The numerical methods are detailed in Section 2, followed by the presentation of the
physical laboratory tests in Section 3 and numerical framework in Section 4. The results are
showcased in Section 5 and discussed in Section 6, with conclusions drawn in Section 7.

2. Numerical Methods

The direct numerical model employed in this study comprises three components: a
fluid solver (DualSPHysics), a structural solver (FEA of CHRONO), and a two-way coupling
interface. The following sections provide a detailed description of each component and
present the corresponding governing equations.

2.1. SPH Method

The open-source software DualSPHysics (https://dual.sphysics.org/) [41], which is
based on the SPH method and released under the GNU Lesser General Public License
(LGPL), is used in this study. DualSPHysics is well-suited for wave generation and propa-
gation in numerical flumes. It incorporates a set of boundary conditions, wave generation
methods, and absorption techniques. The stability it exhibits also makes it particularly suit-
able for engineering studies where results can be compared to experimental datasets. More-
over, it has demonstrated efficacy as an engineering tool for investigating wave–vegetation
interaction [39]. DualSPHysic’s architecture is expandable and allows communication with
other solvers. It has been coupled with Chrono [46] to address complex mechanical systems
and multi-body conditions [47], including the incorporation of flexible elements through
the FEA library [42].

https://dual.sphysics.org/
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The SPH method employs spatial discretization with particles to divide the domain
into a finite number of data points where physical quantities are defined. The dynamics
of each particle is then computed based on the attributes of neighboring particles that
fall within a distance controlled through a distance function. To solve the motion of the
particles, the neighbor list and physical quantities such as velocity, pressure, position,
and density are calculated at each time step.

In fluid mechanics, the NS equations can be reordered to become suitable for the SPH
method using a continuous integral function, termed kernel, W. The resulting governing
momentum Equation (1) and continuity Equation (2) equations are:

dva

dt
= −∑

b
mb

(
Pa + Pb

ρaρb
+ Γ

)
∇aWab + g (1)

dρa

dt
= ρa ∑

b

mb
ρb

vab∇aWab + 2δhc ∑
b
(ρa − ρb)

vab∇aWab

r2
ab

mb
ρb

(2)

with a and b being two distinct particles representing the fluid, and where t, v, P, and g
are the time, velocity, pressure, and gravitational acceleration, respectively. The gradient
operator is represented using ∇a, and the kernel function Wab [48]. The dissipative term
Γ in the momentum equation is solved using the laminar viscosity model [49] and Sub-
Particle Scale (SPS) turbulence model [50,51]. Finally, r2

ab is the distance between particles a
and b, c is the speed of sound, and δ is a diffusion parameter.

The Weakly Compressible form of SPH (WCSPH) [52] is used in DualSPHysics. This
formulation creates a coupled environment that connects density and pressure using Tait’s
equation of state [53]. The fluid pressure, P, is calculated according to the following
equation that accommodates minor density fluctuations:

P =
c2ρ0

γ

[(
ρ

ρ0

)γ

− 1
]

(3)

with the fluid density (1000 kgm−3 for water) being ρ0, γ being the polytechnic constant,
and c the speed of sound. Since this formulation might encourage non-physical fluctuations
in the density field, DualSPHysics also includes a density diffusion term that acts as a
low-pass filter for the numerical noise present in the system.

2.2. Structural Solver

The non-linear FEA module from Chrono is employed to simulate flexible structures
using the Euler–Bernoulli beam. This element is capable of handling structural deformation
and is suitable for simulating any type of structural scheme, including cantilevered con-
figurations that are relevant to applications involving flexible vegetation. Further details
on the implementation of the Euler–Bernoulli beam element can be found in the work of
Tasora et al. [46].

The Euler–Bernoulli corotational beam theory enables the consideration of large de-
flections while maintaining a restriction to small strains. In the structural solver, the beam
is parameterized by the user-defined geometrical parameters, including the area moments
of inertia (Izz and Iyy) along the z-axis and y-axis, respectively, the cross-sectional area (A),
and the length (L). Additionally, the material properties, Young’s modulus E, Poisson’s ra-
tio νv, and density ρv, must be specified. Moreover, the incorporation of mass and stiffness
proportional damping, regulated by an input coefficient, cs, is possible. Note that through
the utilization of small damping coefficients, this damping mechanism could be employed
to improve the stability of the numerical scheme.

The deflection, denoted as ϕ(x), along the length x of a beam subjected to a transverse
load q(x), is calculated using the following formula:

q(x) =
d2

dx2 EI
(

d2ϕ(x)
dx2

)
(4)
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The displacements and rotations of the beam element are determined at localized
positions along the beam, which are referred to as nodes. These nodes are ordered along the
center line of the beam, with each pair connected by a segment. The number of segments,
designated as N, determines the resolution of the beam element.

2.3. Two-Way Coupling

Communication between the fluid and the structural solver is achieved through the
incorporation of the beam into the SPH domain, utilizing a set of boundary particles that
represent the beam element’s geometry [42]. To distinguish them in SPH terminology, these
particles are referred to as beam particles. The initial inter-particle distance (dp) remains
consistent for all particles within the SPH domain, including fluid, boundary, and beam
particles. In order to account for the potential impact of buoyancy forces on the dynamics
of the wave–vegetation problem, the beam particles in SPH are part of the same floating
body and include the definition of the density attribute.

The interaction between the fluid and the structure is resolved by computing the
total force exchange. The geometry of the structure is represented in the SPH domain
using boundary particles denoted by K. For each boundary particle a ∈ K, the velocity is
calculated based on the fluid particles b ∈ F following Equation (5).

dv
dt

∣∣∣
a∈K

= ∑
b∈F

mb
dvab

dt
(5)

Following that, the force vector F acting on the structure can be obtained following
Equation (6):

F = ∑
a∈K

ma
dva

dt
(6)

The interaction is solved across the complete boundary interface in 3D. Consequently,
both pressure and shear stresses are considered when computing the force. Furthermore,
the turbulence closure model (laminar viscosity + SPS Turbulence) present in the momen-
tum equation (Equation (1)) is solved to calculate the velocities at the boundary. This
ensures that the effects of flow separation and vortex shedding within the boundary layer
are accounted for in the force computation.

During each SPH timestep, denoted as ∆tSPH , the forces experienced by the beam
particles are assigned to the corresponding segments and transmitted to the structural
solver (Chrono). An independent structural timestep, denoted as ∆tCH , is employed for
the purpose of addressing structural deformation. Multiple iterations may occur until
∑ ∆tCH >= ∆tSPH . Once equality is reached, the updated node positions (reflecting the
deformed shape) are communicated with DualSPHysics. Subsequently, the positions of
the beam particles are adjusted to represent the deflected shape. For a comprehensive
understanding of this coupling methodology and presentation of benchmark validation
cases, refer to [42].

3. Experimental Data

In order to validate the numerical model, the laboratory data presented by Reis et al. [45]
are employed. This section provides a comprehensive overview of the experimental setup,
hydraulic conditions, and methodology employed.

Wave flume laboratory testing was conducted at the National Laboratory for Civil
Engineering (LNEC) in Lisbon, Portugal. The wave flume has a length of 33 m and is
equipped with a piston-type wave generator and a sloped beach absorber. A 1/20 (one-
in-twenty) concrete slope was constructed 12 m away from the wave paddle, leading to
a 7.12 m long false bottom. On top of the false bottom, a 5 m long artificial vegetation
patch was created using cylindrical elements that imitate natural vegetation. Two types of
artificial vegetation fields were tested during the experimental campaign. These fields were
constructed using either rigid pine wood cylinders or flexible sponged rubber cylinders.
Both cylinder configurations featured identical geometrical dimensions: a diameter, D,
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of 0.01 m and a total length, L, of 0.25 m in a neutral vertical posture. The tests had a
total duration of 200 s. In-phase synchronized measurements were conducted for various
parameters, including: (i) free surface elevation, η, measured using a resistive-type wave
gauge, (ii) horizontal water velocity, u, determined with a Nortek Vectrino acoustic Doppler
velocimeter, and (iii) horizontal force component, Fx, on an individual element, measured
using a force transducer. The forces were recorded using a load cell with a linear voltage
output and operating range from −1.5 N to 1.5 N. To avoid flow disturbance, the load
cell, connected to the bottom of the flexible cylinder, was embedded into a hollow PVC
box situated below the false bottom. Furthermore, data of the flexible vegetation motion
and of free surface elevation were obtained from video analysis synchronized with the
instrumental measurements. Further details of the experimental setup, wave dissipation
results, vegetation motion analysis, and drag coefficients are published in Reis et al. [45].

The objective of the present study is to investigate interactions at the stem scale.
Therefore, the array of cylinders in the wave flume is disregarded, and only a single flexible
cylinder positioned at the center of the patch is examined. The experiment’s measurement
setup is tailored to capture the surrounding forcing environment around this central
cylinder with high resolution. Moreover, the arrangement of the array ensures sufficient
spacing between the upstream and downstream cylinders to minimize interference.

A single experiment was selected to configure and validate the numerical model.
In this experiment, the forcing environment was recorded using: (i) a resistive wave gauge
to measure surface elevation at the cylinder’s location and (ii) a Vectrino to measure hori-
zontal water velocity at z = 0.175 m (reference level being the bottom of the flume), which is
approximately half the water depth, and (iii) a force transducer to measure the horizontal
force component, Fx, applied on the flexible cylinder. The swaying characteristics of the flex-
ible cylinder, including the swaying distance and speed, were determined through video
tracking analysis applied to the video recording. Further details on the wave conditions
and cylinder characteristics of the selected experiment can be found in Table 1.

Table 1. Physical parameters of the selected experimental test.

Hydrodynamic Conditions

Test ID Sr07_T14_H09
Wave type Regular

Wave height, H [m] 0.09
Wave period, T [s] 1.40
Water depth, h [m] 0.35
Wavelength, λ [m] 2.28

Flexible Cylinder Characteristics

Geometry Cylinder
Material Sponged rubber

Length, L [m] 0.25
Diameter, D [m] 0.01

Young’s modulus, E [MPa] 0.82
Density, ρv [kgm−3] 290

4. Numerical Framework

The numerical model is configured to replicate the experimental conditions described
in Section 3. The two-way SPH-FEA coupling within DualSPHysics is employed as a
unified platform to resolve the wave propagation, force transfer, and structural deflections.

The dimensions and parameters of the flexible cylinder, as reported in the experimen-
tal study, are used in the numerical model without any scaling. This approach renders the
simulation of thin and highly flexible elements in hydrodynamic environments compu-
tationally expensive. As an illustration, consider the extreme case presented in the setup
of Luhar and Nepf [33], where a blade with a thickness of 0.0004 m is used. On the other
side of the spectrum, the experimental setup presented above includes a cylinder with a
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diameter of 0.01 m. In any case, this ratio between the resolution required to resolve the
fluid dynamics and the resolution required to discretize the structure tends to be large.
Given that DualSPHysics only supports a uniform resolution, a substantial number of com-
putational nodes is required. Moreover, when addressing wave–vegetation interactions, it
is crucial to account for drag and inertia, flow streamlines extending across the width of
the vegetation, and pressure gradients between the upstream and downstream sides. This
can exclusively be simulated in a 3-D environment.

Considering these factors is crucial when creating a numerical environment based on
laboratory experiments. In the present study, two adjustments are made in configuring
the numerical model. Firstly, it is computationally expensive to simulate the full-sized 3-D
wave flume. Therefore, the dimensions of the numerical wave flume are optimized in order
to minimize computational costs while maintaining accuracy in the flow field (aiming for
the same surface elevation and velocity). Secondly, with regard to the structural solver, al-
though the cylinder exhibits minor deformations in the neutral posture during experiments,
it is configured with a (straight upright) neutral vertical posture in the numerical model.

The following section proposes a framework for simulating the swaying of flexible
elements under wave action, with a particular focus on the separate consideration of
structural dynamics and hydrodynamics. Subsequently, the coupled interactions between
these two phenomena will be investigated.

For the hydrodynamics, a numerical wave flume (excluding the flexible cylinder)
is employed to evaluate the wave field, thereby ensuring the propagation of waves in
accordance with the specified conditions in the experiments.

With regard to the structural solver, three standalone tests are proposed as a prelimi-
nary step before incorporating the flexible cylinder into the wave tank. The objectives of
these tests are: firstly, to validate the structural solver against benchmark data (analytical
solutions of a cantilever beam), and secondly, to ensure the stability of the coupling by
simulating the flexible structure in a hydrostatic environment. After the completion of
these tests, the numerical wave flume is configured with a flexible cylinder, and the results
are compared to the experimental data. Figure 2 provides a graphical representation of the
described framework.

Hydrodynamics Structural dynamics

Experiments with 
vegetation patch

Isolate 1 cylinder

Surface elevation

Horizontal particle velocity

Horizontal force component

swaying velocity

Swaying motion

Experimental data

Wave propagation Static deflection                  

Dynamic deflection

Hydrostatic stability

Coupled Wave-Vegetation interaction

Wave generation

transfer forces

Compute deflections

Deflected shape

Validation

t 
+ 
∆

t

Figure 2. Schematic illustrating the proposed framework for numerically simulating the flexible
cylinder deflecting under the action of waves. The right panel of the chart details the numerical
approach. The numerical results are validated against experimental data.



J. Mar. Sci. Eng. 2024, 12, 1120 9 of 32

The initial objective, as outlined in the proposed framework, is to confirm the stability
and accuracy of the FEA solver (in this case the Euler beam element in Chrono) in solving
the dynamics of the beam in a dry environment. The test configuration involves a typ-
ical setup of a cantilever beam, fixed at one end and free at the other (refer to Figure 3).
This configuration follows established practices for validating structural models in stud-
ies involving fluid–structure interaction, as described in [42,54–56]. The geometric and
mechanical properties of the flexible beam, as reported in the experiments (see Table 1),
are used to configure the numerical model and test a static and a dynamic environment.
Figure 3 presents both test cases. In the static environment (top panel), the beam is sub-
jected to a dead load q(x), and in the dynamic environment, an initial velocity function
v(x) is imposed on the beam, which is free to oscillate over time (gravity is disabled in this
scenario). The results of the numerical simulations can then be compared to the standard
analytical solutions presented in what follows.

Figure 3. Setup for the static (top) and dynamic (bottom) tests performed on the cantilever cylinder
clamped at one end and free at the other. The initial conditions are represented using blue arrows
referring to a uniform load q(x) for the static test and an initial velocity distribution v(x) for the
dynamic test.

For the static environment, the maximum deflection δ(x) can be calculated as:

δ(x) =
qL2x2

4EI
− qLx3

6EI
+

qx4

24EI
(7)

with q being the dead load of the beam, L the length, and EI the flexural rigidity being the
product of the Young’s modulus (E) and moment of inertia (I).

For the dynamic environment, the beam is subjected to an initial velocity distribution, v(z):

v(x) = ξcs
f (x)
f (L)

(8)

where ξ = 0.01 and cs is the speed of sound. The function f(x) is calculated according to:

f (x) = (coskwL + coshkwL)(coshkw − coskwx)

+ (sinkwL − sinhkwL)(sinhkwx − sinkwx)
(9)

with kwL being equal to 1.875 (first mode of vibration). The frequency of the induced
oscillations can be estimated according to:
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w1 = (kwL)2 1
L2

√
EI
ρA

(10)

Finally, the solution for free oscillations at the free end can be calculated using:

δ1(x, t) =
ξc
w1

sin(w1t) (11)

The second step in testing the stability of the structural solver involves the use of
the static water tank shown in Figure 4. This setup consists of a cubic water tank with a
still water level and a flexible cylinder positioned at the center. The water depth and the
properties of the cylinder are identical to what is reported in the experiments. Additionally,
a sufficient distance is maintained between the cylinder and the walls of the tank to avoid
any interference with the boundaries. This setup serves as a numerically efficient 3-D case
that aims to ensure that the wave–vegetation coupling technique is stable, by assessing the
accurate representation of the forces in hydrostatic conditions. The goal of running this case
is to check the stability of the flexible element and posture under hydrostatic conditions.
In comparing the output of the model to analytical solutions, the horizontal component
of the transferred force is expected to be null, and the vertical force component should be
equal to the net buoyancy force calculated as follows:

FB = ρ∗gV (12)

where ρ∗ is the difference in density between the water and the cylinder, g is the gravita-
tional acceleration, and V is the volume of the cylinder.

Figure 4. Isometric view of the static water tank used for hydrostatic testing, featuring a central
flexible cylinder within boundary walls. Section AA provides a plan view for a clear depiction of
cylinder dimensions and placement.

In the last step of the proposed framework (coupled wave–vegetation interaction),
the objective is to replicate the experimental setup within a numerical wave flume. Figure 5
provides a sketch of the numerical wave flume employed in this study. This flume com-
prises a wave paddle for wave generation and a sloping beach (around 2-in-10 slope) for
absorption. Furthermore, the absorption capacity is enhanced by the inclusion of a velocity
damping layer, as indicated in the hatched partition of Figure 5.
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Figure 5. Configuration of the numerical wave flume employed in this study, featuring a piston-type
paddle for wave generation, a beach with numerical damping (highlighted with diagonal hatching),
and a central flexible cylinder. Periodic boundary conditions control the tank’s lateral extents.

While a false bottom with a connecting concrete slope is a fundamental component
of the experimental setup for instrument installation, these elements can be disregarded
in the numerical model. Consequently, a straight bottom is maintained at both the wave
generation and flexible cylinder locations.

Moreover, an additional 0.30 m is maintained downstream of the flexible cylinder as
a buffer zone. The buffer zone serves to minimize interference from the wave absorption
beach and velocity damping area. On both sides of the flume, a distance of 2 diameters (D) is
maintained between the edge of the cylinder and the lateral periodic boundary conditions.

The numerical measurement setup is in accordance with the experimental description,
featuring a wave gauge and a velocity meter positioned at the location of the flexible
cylinder. The velocity meter is situated at a depth, z, of 0.175 m. The temporal dimension
is also reduced: in the experiments, a generation time (T0) of 200 s is utilized, but this
is subsequently reduced in the numerical model. The duration is selected to include
a sufficient spin-up period and a fully developed wave field that exhibits a periodic
cyclic motion.

It is important to emphasize that in the experiments, wave transformations cause
deviations between the conditions generated at the paddle and those recorded at the
location of the central cylinder. Wave transformations can be attributed to: (1) the false
bottom with the concrete slope, and (2) the vegetation patch upstream of the central flexible
cylinder. Thus, the measured water surface elevation at the central flexible cylinder location
is used to establish the target wave conditions for the numerical model.

5. Results: Experiments and Numerical Simulations

The modeling framework previously outlined is applied in this section. Furthermore,
the experimental results are presented. The numerical output is subsequently compared to
the experimental data and conclusions are made. This section adheres to the framework’s
structure, starting with dry and wet testing for structural dynamics, followed by hydrody-
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namics, and concluding with the coupled model. Throughout the stages of this procedure,
various resolutions of the numerical model are considered to guarantee convergence.

5.1. Structural Dynamics

In the initial step, the static environment is considered. The deflection profile along the
length of the beam is computed numerically and compared to the analytical solution as de-
scribed in Section 4. In the numerical setup, two variables are considered. The first variable
is the SPH resolution, which is calculated relative to the cylinder diameter D. The second
is the discretization in the FEA module, which is represented by the number of beam
segments. From the SPH standpoint, the objective is to demonstrate that the deflection pro-
file is accurately captured across all three presented resolutions: (i) dp = D/4, (ii) dp = D/5,
and (iii) dp = D/6. These resolutions represent the initial inter-particle distance (dp) that dis-
cretizes the cylinder with four, five, and six particles along the diameter (D) of the cylinder.
From the FEA standpoint, the objective is to examine the accuracy across the three structural
resolutions presented: (i) N = 5 segments, (ii) N = 10 segments, and (iii) N = 20 segments.

The results are presented in Figure 6, which depicts the normalized deflection along
the length of the beam for various SPH and structural resolutions, plotted against the
analytical solution. Remarkably, the results obtained across all combinations of three SPH
resolutions and three FEA discretizations are in exact agreement with the analytical solution.
This observation indicates that in a dry environment, the SPH resolution has no influence
on the structural solver. Furthermore, the output of the FEA module converges from a
low resolution.

Figure 6. Comparing maximum deflection profiles along the cantilever beam for varying SPH
resolutions and beam segment discretizations: plot (A) illustrates results from an SPH simulation
with a resolution, dp, equivalent to diameter (D) divided by 4, while plot (B) represents the results for
a resolution of diameter (D) divided by 5, and (C) represents the results for a resolution of diameter
(D) divided by 6. The number of segments can be identified using the color palette. For comparison,
the analytical solution is displayed using a dashed line.

In the dynamic environment, the cantilever beam is subjected to an initial velocity
function that induces an oscillatory motion. This motion can be analytically resolved
using the equations presented in Section 4. While the velocity function, v(x), is continuous
in space over the length of the beam, L, in the SPH domain, the initial velocity can be
exclusively applied at the nodes connecting the segments. For a setup with N segments,
the structural element includes N + 1 nodes. This implies that the numerically applied
initial condition only converges to the function v(x) as N tends to infinity. However,
in practical terms, configurations with N = 10 and N = 20 can sufficiently represent v(x),
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allowing for the recreation of the analytical oscillations [42,54]. The results for N = 10 and
N = 20 are presented in Figure 7. The tip deflection, δ, at time instant, t, is normalized
by the maximum tip deflection, δ(L), and plotted over a total duration of 5 s. The results
show that the oscillations are accurately simulated with a 3% error in amplitude and a 1%
error in period. The natural oscillating frequency of the beam is 0.90 s numerically and
0.91 s analytically.

Figure 7. Normalized tip deflection, δ̂(L), of the oscillating beam over time. The simulation spans
5 wave cycles, depicting the analytical solution with a black dashed line. A solid color legend is used
to distinguish the number of segments used in the numerical simulations.

5.2. Hydrostatic Stability

The final check performed before transitioning to the numerical wave flume is ensuring
the stability of the flexible cylinder in the static water tank. A simulation with a total
duration of 2 s is performed using the setup shown in Figure 4. The results are presented
across three SPH resolutions, dp = D/4, dp = D/5, and dp = D/6, as illustrated in Figure 8.
In all three resolutions, the structural resolution, indicated by the number of segments N, is
set to 10. The results of this simulation are interpreted through the transferred force, Ftrans,
visualized through a horizontal and vertical component, with the latter representing the
net buoyancy force (analytically calculated using Equation (10)). This buoyancy force is
depicted using a dashed black line in the left panel of Figure 8. The numerically calculated
resultant buoyancy force across all three SPH resolutions is differentiated using the color
palette. Consistently, the vertical component in the numerical model remains positive.
This is significant as it verifies the inclusion of physics related to the density contrast
between the cylinder and the surrounding fluid. The buoyancy force plays a crucial
role; firstly, it enhances stability, and secondly, it potentially influences the cylinder’s
reconfiguration when swaying under wave flow. Concerning the magnitude, the buoyant
force is initially overestimated by 0.02 N in the D/4 simulation, but the solution eventually
converges to a value of 0.13 N with the higher D/5 and D/6 resolutions. Moreover,
the initial high frequency noise present in the system fades out towards 1.5 s into the
simulation. This provides an indication of the necessary spin-up duration for setting up
simulations involving waves. Ideally, the initial interactions between the waves and the
flexible cylinder should occur once the initial noise has dissipated. With regard to the
horizontal component depicted in the right panel of Figure 8, a null vector indicates an
equilibrium in the system, demonstrating that the flexible cylinder maintains a neutral
posture. This serves as evidence that the force transfer along the fluid–structure interface is
accurate and appropriately distributed.
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Figure 8. Vertical and horizontal components of the force transfer under hydrostatic conditions.

5.3. Wave Propagation

The experimental surface elevation at the location of the flexible cylinder being an-
alyzed in this study is shown in Figure 9. The recorded surface elevation is represented
by two shades of color: a light crimson shade for ramp up and ramp down, and a bold
crimson color for the regular periodic state (comprising 55 waves analyzed in this study).
Additionally, the velocities are recorded at the location of the flexible cylinder (z = 0.175 m)
and shown in the bottom plot of Figure 9. Similarly, a bold shade is used for the regular
periodic state.

Figure 9. Experimental data for the surface elevation and the horizontal water velocity component.
Acquired data during the experiment are plotted using a light shade, while a bold shade highlights
the data segment used in this research.
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The surface elevation data obtained from the experimental analysis (periodic state,
bold crimson in Figure 9) are phase-averaged to generate the target wave conditions (wave
conditions at the location of the flexible cylinder). In the experimental test, the generated
waves transform due to the false bottom, connecting slope, and upstream array of cylinders,
leading to target wave conditions with a wave height, H = 0.076 m, and wave period,
T = 1.40 s. These target wave conditions are used to force the numerical wave paddle in
order to achieve hydrodynamic conditions (surface elevation and velocity) identical to
those observed in the experiments.

The wave propagation is calibrated using the wave tank shown in Figure 5 for three
SPH resolutions: D/4, D/5, and D/6. The total duration of the simulation is set to 10 s,
which is sufficient to include an initial spin-up period of 2 s and then deliver a fully
developed state consisting of four wave cycles. The duration of the spin-up is selected
based on the vertical and horizontal force transfer components examined in the hydrostatic
tank (refer to Section 5.2). Additionally, a smoothing function is used to ramp up the wave
paddle displacement. The described setup adds up to 4 million particles for the lowest
resolution and 14 million particles for the highest resolution. The computational time spans
from 20 h to 90 h on a GPU NVIDIA A100-SXM4 80 GB.

The results for the surface elevation, as calculated in the SPH simulations, are presented
in Figure 10. A color legend is used to distinguish the SPH resolutions, and for comparison,
an extract from the fully developed experimental data is added to the plot using the
crimson color. In addition, the surface elevation for the target wave conditions is calculated
using Stokes second order theory and added to the plot for reference. The agreement in
amplitude and period between the three SPH simulations and the experimental data is
evident from the overlapping plots depicted in Figure 10. The zoomed-in hatching displays
the misalignment that is in the order of 10−3 m, or 0.25% error in amplitude.

Figure 10. Comparing SPH results for surface elevation at the flexible cylinder location across three
resolutions with experimental data and Stokes theory. A zoomed-in hatching is employed to illustrate
the alignment at a scale of 10−3 m.

The phase-averaged results obtained from the fully developed fields in the SPH
simulations are calculated and plotted against the phase-averaged experimental results in
Figure 11. The results demonstrate that the numerical simulations converge across all three
resolutions. It can be observed that the blue and orange colors, which represent the D/4
and D/5 simulations, respectively, are overlapped by the yellow plot corresponding to the
D/6 simulation. A comparison of the numerical and experimental results reveals that both
exhibit an identical period of 1.39 s. In terms of magnitude, the crest of the numerical waves
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sits at 0.045 m, while the experimental waves are at 0.044 m. The misalignment increases
along the trough, where the numerical surface elevation is −0.029 m and the experimental
is −0.032 m.

Figure 11. Phase-averaged SPH results for surface elevation plotted over a single cycle and compared
to experimental data. SPH resolutions are represented using a color palette.

Furthermore, a comparison is conducted for the horizontal water velocity at the point
equivalent to z = 0.175 m along the water column, as illustrated in Figure 12. The horizontal
velocity across all SPH resolutions is perfectly convergent and aligns in terms of period.
The amplitude of the numerical data remains consistent across all waves, whereas the
experimental data appear to fluctuate more from one cycle to another. Finally, a comparison
of the numerical and experimental results with Stokes second order theory, plotted using the
black dashed line, reveals a misalignment of approximately 10−2 ms−1, or 5% in amplitude.

Figure 12. Comparing SPH results for horizontal water velocity at the flexible cylinder location across
three resolutions with experimental data and Stokes theory. A zoomed-in hatching is employed to
illustrate the alignment at a scale of 10−2 m. The data are acquired at z = 0.175 m equivalent to the
center point along the water column.
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The numerical model successfully replicates the experimental hydrodynamic forcing,
including surface elevation and the horizontal velocity component, across all resolutions
analyzed in the SPH output. The misalignment between the results and the experimental
data is within tolerable margins in terms of both amplitude and period. These hydrody-
namic results validate the applicability of the proposed method used in this study, where
the conditions at the center of a vegetation patch are recorded and replicated numerically.
With the hydrodynamic forcing validated, the subsequent sections explore the dynamics of
the flexible cylinder. A snapshot of the numerical output is shown in Figure 13.

Wave paddle Focus area

Beach with numerical absorptionWave propagation

Figure 13. Snapshot of the numerical simulation: visualizing the horizontal water velocity with a
color jet map.

5.4. Wave–Vegetation Interaction

The wave–vegetation interaction is experimentally studied using the setup consisting
of a wave flume and a flexible cylinder. Numerically, after validating both the structural
dynamics and the hydrodynamics in Sections 5.1–5.3, the next step uses the identical wave
tank used for the hydrodynamic validation, presented in Figure 5, with a flexible cylinder
situated at half a wavelength away from the wave paddle. The cylinder characteristics
as reported in the experiments (see Table 1) are again used. To confirm the convergence
of the solution, three SPH resolutions are used to run the simulations for a total duration
of 10 s. The cylinder discretization in the structural solver remains constant at N = 10
segments throughout.

The following section presents a detailed analysis of the transfer of forces and the
swaying motion of the flexible cylinder, as reported in the experiments and as simulated in
the numerical model.

Force

The interactions between the waves and the flexible cylinder can be evaluated through
the horizontal force component, Fx, that is, in turn, an indicator of the interactions between
the waves and the cylinder. The force signal was recorded throughout the whole duration
of the experiment as presented in Figure 14. In the top panel, the light shade of crimson
represents the ramp-up and ramp-down periods, while a bold shade is used to highlight
the dataset used for comparison with the numerical model (corresponding in time to same
bold shade presented for surface elevation and velocity in Section 5.3). As anticipated,
the recorded force, Fx, exhibits an oscillatory nature with maximum and minimum values
Fxmax = 0.034 N and Fxmin = −0.027 N (calculated as the average maxima (Fxmax) and minima
(Fxmin) of the 55 cycles highlighted using the bold color). Theoretically, force is linked to the
horizontal flow velocity (Morison equation, [35]), and given that the cylinder is forced by
oscillatory waves of second order, where the velocity is positively dominant (maximum
positive value is larger than negative value), it is expected to obtain larger positive forces.

The spectral analysis of the signal, obtained through a Fast Fourier Transformation
(FFT), is illustrated in the lower panel of Figure 14. The signal shows the dominant
component with the largest amplitude and frequency of 0.71 Hz, exactly coinciding with
the wave frequency of 0.71 Hz (wave period is 1.40 s). Thus, it could be concluded that
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the oscillatory flow is the only force present in the system, with no evidence of vibrational
forces resulting from the dynamic effects observed.

Figure 14. Experimental data for the horizontal force component: the top panel displays the experi-
mental data for the total length of the experimental test, plotted using a light shade, while highlighted
in bold shade is the data segment used in this study. The bottom panel showcases the spectral analysis
of the signal.

The simulations are performed using a numerical wave flume that is identical to
the setup used for validating the hydrodynamics (Section 5.3). The flexible cylinder is
configured according to the reported characteristics in Table 1, exactly resembling the setup
detailed in the structural validation (Section 5.1). The simulation is executed for a total
duration of 10 s, to accommodate an initial spin-up period of 2 s followed by a wave
generation smoothing function and four full wave cycles. The results of the simulations
referring to the three SPH resolutions tested, D/4, D/5, and D/6, are shown in Figure 15.
In the top panel of Figure 15, the horizontal force component Fx, calculated as the sum of
individual forces acting on each of the 10 segments, is plotted against time.

Figure 15. Comparing the SPH results to experimental data: the top panel illustrates the horizontal
force component across three resolutions, alongside the experimental data. The bottom panel presents
the spectral analysis of the signals.
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As the waves interact with the flexible cylinder, the signal begins to increase in
amplitude at approximately t = 2.5 s. This continues until the signal reaches a point
of oscillatory nature, which persists for the remainder of the simulation. The numerical
force, consistent across all three resolutions, closely mirrors the trend of the experimentally
recorded force (shown in crimson in Figure 15). The peaks, troughs, and periods of the
experimental force are captured with good accuracy for the four wave cycles analyzed.
The maximum forces range from Fxmax = 0.031 N to 0.039 N, while the minimum forces
range from Fxmin = −0.030 N to −0.037 N. Notably, the D/4 simulation exhibits the largest
overestimation of both peaks and troughs. However, as the resolution increases to D/5 and
D/6, the agreement between experimental and numerical data improves. These data are
summarized in Table 2. The lowest discrepancy occurs at the highest resolution, with a peak
overestimation of 0.001 N and a trough overestimation of 0.004 N, equivalent to errors of
3% and 1%, respectively. The quantitative error analysis is detailed through the root mean
square error (RMSE) and mean average error (MAE) provided in Table 3. The numerical
model consistently predicts the measured forces with mean errors ranging from 0.005 N
to 0.007 N, which aligns with the discrepancies observed in capturing the maximum and
minimum horizontal forces Fxmin and Fxmax. Additionally, RMSE, which is more sensitive
to outliers, consistently exceeds MAE. This is likely due to the presence of outliers in the
numerical force signal due to numerical noise amplified by the flow-induced vibrations in
the structure.

Table 2. The maximum and minimum horizontal force on the flexible cylinder as recorded in the
experiments and simulated in the simulations with resolutions D/4, D/5, and D/6.

Fxmax [N] Fxmin [N]

Experimental 0.034 −0.027
D/4 0.039 −0.037
D/5 0.031 −0.030
D/6 0.035 −0.031

Table 3. Numerical model performance for the horizontal force on the flexible cylinder is presented
through: (1) RMSE, root mean square error, and (2) MAE, mean absolute error.

Fx RMSE MAE

D/4 0.007 0.006
D/5 0.006 0.005
D/6 0.008 0.007

The components of the numerical force are presented through the spectral analysis,
as illustrated in the lower plot of Figure 15. The frequency of the dominant component is
accurately captured in the numerical simulations and is in agreement with the experimental
data. At a frequency of 0.71 Hz, the dominant force is confirmed to be applied by the
waves. The amplitude of the D/4 simulation overshoots the experimental, D/5, and D/6
simulations. This is also reflected in the analysis of the maxima and minima.

In the literature, the FSI validation case presented in Turek and Hron [57] and sim-
ulated in O’Connor and Rogers [58] reinforces the trend of more accurately capturing
forces with higher SPH resolutions. The proposed framework is of particular importance
in this context, as the hydrodynamics have previously been validated and demonstrated
convergence across all resolutions. Consequently, they can be excluded as a potential cause
of discrepancy in the forces across resolutions. This enables a more focused investigation
into other factors impacting the simulation results. Primarily, the boundary interface is
better defined and resolved at higher resolutions.
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5.5. Swaying Motion

In the context of wave–vegetation interaction, the swaying motion under the action
of the oscillatory flow is of interest given the implications it has on the wave-attenuation
potential and on the stem and meadow scale flow characteristics. The swaying motion is
strongly coupled to two elements: one is the structural characteristics, which is the flexible
cylinder in this case, and two is the forcing field, which is the hydrodynamic conditions and
resulting force transfer. Given that both these elements have been accurately reproduced
in the numerical simulation, the swaying motion of the flexible cylinder is expected to
follow the experimental pattern. This section presents the experimental and numerical
swaying motion, defined as the displacement of the tip along the horizontal x-plane and
vertical z-plane.

A fixed camera feeding a post-processing video analysis script was used in the experi-
mental setup to capture the displacements of the flexible cylinder at a rate of 50 Hz [45].
The results for the tip displacement are presented in Figure 16, where the horizontal (X)
and vertical (Z) displacements are shown in the top and bottom panels, respectively. Across
both displacement plots, the light shade represents the ramp-up and ramp-down, while the
bold shade shows the data used for comparison. The horizontal (X) displacement reveals
an oscillatory pattern with cycles ranging from maximum and minimum displacements of
0.053 m and −0.045 m (calculated as the average values across all 55 cycles). The resulting
range of swaying, defined as the total distance covered by the tip during a wave cycle,
is 0.098 m.

Figure 16. Experimental data for the horizontal and vertical tip displacements. The experimental
data for the total duration of the experimental test are plotted using a light shade, while highlighted
in bold shade is the data segment used in this study.

The numerical results obtained throughout the 10 s simulations for the three SPH
resolutions, D/4, D/5, and D/6, are presented in Figure 17. The horizontal (X) displacement
is plotted using three distinct color legends, and an extract of the experimental data is added
for comparison. The visual agreement in period is evident with all three plots coinciding
during the zero-crossing phase. In terms of amplitude, the maximum displacements are
0.058 m, 0.052 m, and 0.054 m, while the minimum displacements are −0.050 m, −0.048 m,
and −0.049 m for the resolutions D/4, D/5, and D/6, respectively. These values lead to
a range of swaying equivalent to 0.108 m for D/4, 0.100 m for D/5, and 0.103 m for D/6.
These data are presented in Table 4.
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While maximum displacements provide a descriptive measure of swaying motion,
the overall model performance for all swaying cycles is evaluated quantitatively through
error analysis, as presented in Table 5. The RMSE and MAE indicate that the numerical
solution at all three resolutions accurately captures the swaying of the flexible cylinder,
typically within a range of approximately 5 mm. Furthermore, the results demonstrate
convergence of the numerical model across all resolutions, typically with discrepancies
around 3 mm.

Table 4. The swaying characteristics of the flexible cylinder as recorded in the experiments and
simulated in the D/4, D/5, and D/6 simulations.

Xmax [m] Xmin [m] X [m]

Experimental 0.053 −0.045 0.098
D/4 0.058 −0.050 0.108
D/5 0.052 −0.048 0.100
D/6 0.054 −0.049 0.103

Figure 17. Comparing SPH results, across three resolutions, for the horizontal (along the x-plane)
swaying displacement of the flexible cylinder’s tip to the experimental data.

Table 5. Numerical model performance for the horizontal swaying of the flexible cylinder is presented
through: (1) RMSE, root mean square error, and (2) MAE, mean absolute error.

X RMSE MAE

D/4 0.006 0.005
D/5 0.004 0.003
D/6 0.003 0.002

The results indicate a discrepancy between the experimental data and the numerical
models in the order of 10−4 m for the maximum and minimum swaying distances. This
confirms the ability of the numerical model to properly capture the swaying behavior of the
flexible cylinder. A notable aspect in the data is the larger swaying distance of the flexible
cylinder with a resolution of D/4. This finding is consistent with the forcing data shown in
Section 5.4 (refer to Figure 15), which shows larger local peaks for the D/4 resolution, that
are in turn translated into larger swaying distances.

Recall how the forces presented in Section 5.4 demonstrated a dominant force com-
ponent, which was positively oriented, as a consequence of the nature of the second
order Stokes waves. This is also reflected in the swaying cycle of the flexible cylinder.
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The maximum displacement is consistently larger in the forward (positive) direction in the
numerical simulations, in line with the experimental data. Recall also how the spectral
analysis showed a single major component with a frequency equal to the wave period,
which is reflected into the swaying motion; the duration of the swaying cycle is equal to
the wave period. In fact, the flexible cylinder sways at a frequency of 0.71 Hz in the experi-
ments and 0.70 Hz in the numerical model. A discrepancy equivalent to 0.01 Hz equates
to approximately a 1% error in cycle duration. This small misalignment is expected in the
coupled system (fluid and structure) where the forcing term has a different frequency from
the system response (natural frequency). This could be also exacerbated by the imposed
numerical damping present in the Euler–Bernoulli beam configuration.

The swaying of the flexible cylinder can be converted into a posture plot, as shown
in Figure 18. The numerical posture is compared to the phase-averaged experimental
tip location, which is represented by the hollow crimson rings. For the numerical data,
the posture is traced using lightly colored lines, and the location of the tip is indicated using
scattered solid circles. The top left and top right panels, respectively, depict the results of
the D/4 and D/5 resolutions, while the central bottom panel illustrates the results of the
D/6 resolution. In accordance with the swaying distances detailed above (see Figure 17 and
Table 4), the gap between the experimental and numerical swaying distances is noticeably
narrower for the D/5 and D/6 simulations. Concerning the swaying characteristics within
the numerical model, the pattern seems symmetrically shaped around the neutral (zero)
posture but exhibits a greater magnitude towards the positive direction. On the other
hand, the experimental data are also positively dominant, but they reveal a backward
leaning swaying cycle that appears to plunge downwards (−z direction) during the recoil
swing and recovers upwards (+z direction) during the forward swing. This is an expected
outcome given the naturally deformed shape of the flexible rubber cylinder observed in
the experiments. In contrast, this shape is assumed to be neutral when initializing the
structural solver in the numerical model. The results also reveal that the cylinder sways
under a single mode of deflection.

Figure 18. Posture plots for the flexible cylinder in the XZ plane. In the numerical data, a solid circle
indicates the tip of the cylinder, while a light shade traces its length. Experimental tip locations are
denoted by hollow rings for comparison.
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Figure 19 illustrates the model output for the water surface and cylinder posture at
five distinct timestamps. Beginning at timestamp t/T = 0, the cylinder is at its minimum
deflection point and subsequently experiences an acceleration, changing direction under
the wave crest at t/T = 0.25. Subsequently, the negative fluid velocity initiates the recoil
spring to reach maximum negative deflection at t/T = 0.75. The cycle concludes as the
cylinder returns to its starting position, marked by t/T = 1.

t/T=0

t/T=0.25

t/T=0.5

t/T=0.75

t/T=1

Figure 19. Visual rendering of the numerical simulations showcasing both the surface elevation (dark
blue line) and the cylinder’s posture at five distinct timestamps throughout a single wave cycle.



J. Mar. Sci. Eng. 2024, 12, 1120 24 of 32

6. Discussion

While the establishment of a validated case and a functional numerical model is of
paramount importance, the primary objective is to gain further insights and acquire data
that may not be possible to obtain through laboratory experimentation alone. This section
therefore sets out to revisit the previously presented framework and results in greater detail,
with a particular focus on the swaying motion of the flexible cylinder and the uncovering
of additional information concerning energy dissipation and vorticity generation.

6.1. Wave-Driven Swaying Characteristics

The swaying of the flexible cylinder results from hydrodynamic forcing, which sur-
passes the bending stiffness in magnitude and dominates over the buoyancy restoring force.
This balance in the system can be characterized using a set of dimensionless parameters
established in the study of Luhar and Nepf [34]. These parameters include the (i) Cauchy
number (Ca), representing the ratio of hydrodynamic forcing to vegetation stiffness; (ii) the
Buoyancy parameter, B, representing the ratio of buoyancy force to the vegetation stiffness;
and (iii) the ratio of vegetation length to wave excursion, Le. The corresponding values of
these parameters are presented in Table 6. A value of Le exceeding the established threshold
of 1 (one) indicates that the vegetation sways within the range of the horizontal wave
excursion. Recall from Section 5.5, the flexible cylinder’s swaying distance is approximately
0.10 m, slightly larger than the calculated wave excursion of 0.08 m.

Table 6. Dimensionless parameters describing the swaying of the flexible cylinder. Calculation of
these parameters follows the well-established equations presented in [34].

Cauchy number, Ca 11
Buoyancy parameter, B 21
Length to excursion, Le 6

Keulegan–Carpenter number, KC 22
Reynold’s number, Re 1536

Regarding force balance, the Cauchy number, Ca, is determined to be 11, which
indicates that the hydrodynamic forcing is of a magnitude that is multiple orders of
magnitude greater than that of the restoring force due to structural rigidity. It is noteworthy
that the buoyancy parameter, B, is approximately twice the value of the Ca number. This
might suggest that buoyancy is a dominant restoring force; however, further analysis
reveals otherwise. Given the magnitude of buoyancy, approximately 0.13 N, compared
to the recorded Fxmax of 0.034 N, it seems that the assumption of buoyancy dominance
in the swaying and reconfiguration of the cylinder could be valid. However, since the
deflection angle remains relatively small within the horizontal excursion limits, buoyancy
plays no significant role under these conditions. Nevertheless, the importance of buoyancy
in the system, particularly in numerical models with two-way coupling, should not be
underestimated. The neutral posture of the cylinder in the experiments and the stability of
the structural solver is enhanced by the upward-direction stabilizing buoyancy force.

Furthermore, the Reynolds number Re is presented to give an indication of the flow
structure around the cylinder. With Re = 1536, the flow is in the subcritical regime and a
vortex street is generated [59]. This is backed up by the Keulegan–Carpenter number KC,
which is the ratio between the amplitude of the oscillatory flow and the diameter of the
structure. A large KC = 22 indicates that inertia forces dominate over the viscous forces and
the flow tends to separate in the form of vortex shedding [60].

The relative velocity between the flexible element and the surrounding water flow stands
out as one of the most crucial links connecting stem-scale, meadow-scale, and ecosystem-scale
models. Larger scale models rely on this velocity difference as a factor in drag dissipation (as
seen in implementations such as those described in [23,61,62] on a larger scale). Stem-scale
studies focus on this aspect, the relative velocity, and the swaying of vegetation throughout the
cycle. Luhar and Nepf [34] proposed the use of an effective length approach, where flexibility
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is overlooked entirely, and a stiff cylinder is used to generate forces equivalent to those of a
flexible one. El Rahi et al. [39] also explored this topic, presenting the swaying velocities of the
flexible element in a wave cycle. In their research, they suggest that the upper section of the
flexible element sways passively at a speed relative to the wave’s orbital velocity.

In order to gain insight into the swaying velocities and the relative speed between
the structural element and the surrounding flow, the relative velocity between these two
components throughout a single swaying cycle is presented in Figure 20. The swaying cycle
is divided into two phases termed the forward swing and the recoil swing. The first phase
represents the swaying from the minimum horizontal swaying distance and progresses in
a clockwise direction (positive along the x-axis) towards the maximum, while the second
phase represents the backward (negative along the x-axis) movement from the maximum
swaying distance towards the minimum.

Figure 20. Sensu plot depicting the dynamics of a flexible cylinder during both the forward and
recoil swings. The plot illustrates the relative velocity between the fluid and the cylinder. Spatially,
the values are limited to locations where the cylinder is present during the simulation, resulting in
the observed Sensu-like shape.



J. Mar. Sci. Eng. 2024, 12, 1120 26 of 32

The Sensu plot displayed, which is named for its resemblance to the famous Japanese
folding hand fan, illustrates the normalized horizontal velocity, denoted as Unorm. This
velocity represents the normalized difference in horizontal velocity between the flexible
cylinder and the surrounding flow. The colorbar ranges from 0 to 1, with 0 (dark blue) indi-
cating an identical velocity and 1 (dark red) representing the maximum velocity difference.

Two conclusions can be drawn from this Sensu plot. Firstly, for the majority of the
wave cycle, there is a variation in velocity between the cylinder and the flow. Secondly,
the flexible cylinder only sways passively for a limited period of time (dark blue), twice
during a single wave cycle. These instances occur briefly before the cylinder attains
its maximum positive and maximum negative (Figure 19) deflected postures, at around
t/T = 0.25 and t/T = 0.75, respectively. Throughout the rest of the cycle, there exists a
disparity in speed between the cylinder and the flow, resulting in an exchange of energy.

In order to confirm this exchange of energy and evaluate the interaction, the vorticity
around the flexible cylinder is calculated at two time instants corresponding to: (i) when the
velocity between the fluid and cylinder is equal, and (ii) when there is maximum disparity
in velocity. The results are depicted in Figure 21, with the left panel labeled “Uniformity”
showing the first instant and the second panel labeled “Maximum disparity” showing the
second instant.

Figure 21. Visualization of vorticity around the flexible cylinder at two distinct time instants, highlight-
ing contrasting postures. The first, labeled ‘Uniformity’, depicts equal flow and cylinder velocities,
while the second, termed ’Maximum Disparity’, illustrates the greatest disparity between these
velocities. Vorticity is computed and volume rendered for each posture.

Vorticity serves as a direct indicator for the presence of turbulence and the formation
of vortex structures. The objective of examining the vorticity at these two time instants is
to gain a detailed understanding of the relationship between energy dissipation and the
relative velocity between the cylinder and the fluid.

It is evident that energy dissipation is more significant in the case of maximum
disparity, with a more pronounced presence of vorticity, distributed relatively evenly
along the length of the cylinder. Conversely, during uniformity, vorticity is predominantly
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concentrated along the tip section of the cylinder, indicating the presence of a mixing layer
and vortex shedding even when velocities are equal.

Another important observation is the shape of the vorticity plume. In the case of
uniformity, the vorticity plume appears to be directed upward. In contrast, in the case of
maximum disparity, the vorticity plume is spread in a direction normal to the center line of
the cylinder. This is to be expected, given the greater disparity in kinetic energy, which is
characterized by a more focused directionality.

In discussing these vorticity plots, two main conclusions are drawn. Firstly, the direct
modeling technique employed effectively captures the underlying mechanisms of energy
shedding, as represented through vorticity. Secondly, throughout the entire wave cycle,
including periods of uniformity, a turbulent wake is present around the cylinder, indicating
continuous energy transfer and dissipation. This observation is significant when consider-
ing the upper section of a cylinder, as it demonstrates that this section interacts with the
fluid throughout the entire cycle, contrary to the often assumed passive behavior.

6.2. Framework Interoperability

The fundamental aim of the proposed framework is to establish a protocol for applying
coupled fluid-structure models to address wave–vegetation interaction. The sequence of tests
within the framework is summarized in Figure 2 and consists of five elements grouped into
three blocks: hydrodynamics, structural dynamics, and coupled wave–vegetation interaction.

Framework interoperability is defined as the generalized applicability for developing
wave–vegetation numerical simulations across a variety of combined submodels. In this
definition, the submodels consist of two components: the flow solver and the structural
solver. Although the present study employs a flow solver based on SPH and a structural
solver based on the Euler–Bernoulli beam theory, the framework is theoretically applicable
to any other combination of submodels. A selection of examples from the literature
is presented and described in accordance with the framework interoperability matrix,
as detailed in Table 7.

Table 7. Identification of applications of wave–vegetation coupled models published in the literature
along with descriptions of the relevant submodels, including both flow and structural components.
Framework interoperability is assessed by identifying applicable blocks for hydrodynamics, structural
dynamics, and coupled interactions. Abbreviations: N.A. (Not Applicable), Appl. (Applicable).

Submodel Framework Interoperability

Flow Structural Hydrodynamics Structural Dynamics Coupled Interactions

Luhar and Nepf [34] Exp. Velocity Euler–Bernoulli N.A. Appl. N.A.
Zeller et al. [24] Exp. Velocity Euler–Bernoulli N.A. Appl. N.A.
Zhu et al. [63] NHWAVE Euler–Bernoulli Appl. Appl. Appl.

Chen et al. [61] OpenFOAM Rod theory Appl. Appl. Appl.

Zhu et al. [32] Exp. Velocity Mass cable
model N.A. Appl. N.A.

Paquier et al. [43] GPUSPH Linear spring Appl. Appl. Appl.
Yin et al. [36] XBeach Euler–Bernoulli Appl. Appl. Appl.

El Rahi et al. [39] DualSPHysics Euler–Bernoulli Appl. Appl. Appl.

One set of models consists of models that only qualify for the structural dynamics
tests within the framework. These models (e.g., [32]) use a velocity signal recorded in
the laboratory to force a structural model in a one-way coupling fashion without active
feedback from the structure to the fluid. Therefore, only the structural dynamics tests of
the framework are relevant in this case (excluding the static water tank). A second set of
models comprises two-way coupled models, such as [61] or [43], where all five elements of
the framework can be tested.
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7. Conclusions

The recognition of aquatic vegetation as a critical component in the development of
future coastal defense systems highlights the need for innovative numerical tools. These
tools are essential to understanding the dynamics of wave–vegetation interactions and
subsequent energy exchange. This study introduced a pioneering numerical methodology
using the meshfree SPH solver DualSPHysics coupled with the structural solver Chrono
to accurately simulate these interactions at the scale of individual stems. Additionally,
an experimental dataset focusing on a single flexible cylinder has been presented within
this context. The objective of this dataset is to validate the model for swaying motion and
force transfer.

A numerical modeling framework has been established and applied to address the
coupled interactions between waves and flexible vegetation. Moreover, the interoperability
of this framework was demonstrated by an examination of coupled models published in the
literature and an evaluation of the framework’s applicability. The objective is to establish
a standardized protocol that could potentially inform future research. This framework
functions solely as a benchmark, and subsequent applications are expected to enhance it by
incorporating new elements, such as additional tests or analytical solutions.

With regard to the coupled interactions and results, the numerical model effectively
addressed the wave–vegetation interaction problem across the three resolutions presented.
The validation was achieved by comparing hydrodynamics, swaying, and force transfer
between the numerical model and experiments. The findings indicated that the flexible
cylinder experienced a force component induced by the periodic waves, surpassing the
restoring forces inherent in the system (stiffness and buoyancy), resulting in a swaying
motion. Analysis of the force signal and swaying pattern revealed a single dominant
component with a frequency matching that of the forcing environment. Consequently,
the cylinder swayed under the first mode without exhibiting any resonance phenomena.

When projecting the results onto the wave–vegetation interaction problem and con-
sidering implications for energy dissipation, attention was given to examining the relative
velocity between the flexible cylinder and the surrounding flow environment. The results
demonstrated a discrepancy in velocity throughout the majority of the wave cycle, with uni-
formity in velocity between the cylinder and the flow occurring only at two distinct time
intervals. This observation was reinforced by an analysis of the vorticity surrounding
the flexible cylinder, which demonstrated the capacity of the coupled model to directly
resolve energy transfer. Furthermore, it was demonstrated that throughout the wave cycle,
irrespective of the relative velocity, distinct patterns of vortex shedding persist within the
system. The following observations were made: (1) it is evident that energy dissipation
is more significant in the case of maximum disparity, with a more pronounced presence
of vorticity, distributed relatively evenly along the length of the cylinder; (2) in contrast,
during uniformity, vorticity is predominantly concentrated along the tip section of the cylin-
der, indicating the presence of a mixing layer and vortex shedding even when velocities
are equal.

In conclusion, this study marks the pioneering application of the SPH method to
directly resolve coupled interactions. The convergence observed in results between low
and high resolutions holds significant importance, as it provides a foundation for future
simulations that can bypass the need for computationally demanding high resolutions to
capture direct energy transfer. The next critical step is to utilize the same numerical model
to simulate an array of multiple flexible cylinders, ideally numbering around three or four.
As ongoing advancements in SPH continue, such as variable resolution or multi-GPU
implementation [64], addressing wave–vegetation interactions at the meadow scale will
become increasingly feasible.
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Abbreviations
The following abbreviations are used in this manuscript:

B Buoyancy parameter
Ca Cauchy number
CFD Computational Fluid Dynamics
D Cylinder diameter
DDT Density Diffusion Term
dp Initial inter-particle distance
E Young’s modulus of Elasticity
Fb Net buoyancy force
FEA Finite Element Analysis
FSI Fluid–Structure Interaction
Fx Horizontal force component
Fxmax Maximum horizontal force
Fxmin Minimum horizontal force
H Wave height
h Water depth
I Moment of inertia
GPU Graphics Processing Unit
L Cylinder length
λ Wavelength
Le Ratio of vegetation length to wave excursion
N Number of structural segments
NS Navier–Stokes
Re Reynolds number
SPH Smoothed Particle Hydrodynamics
t Time instant
T Wave period
Unorm Normalized relative velocity between the fluid and the cylinder
X̄ Range of swaying
Xmax Maximum horizontal displacement
Xmin Minimum horizontal displacement
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