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Abstract: The brain-computer interface (BCI) is a direct communication channel between humans
and machines that relies on the central nervous system. Neuroelectric signals are collected by placing
electrodes, and after feature sampling and classification, they are converted into control signals to
control external mechanical devices. BCIs based on steady-state visual evoked potential (SSVEP)
have the advantages of high classification accuracy, fast information conduction rate, and relatively
strong anti-interference ability, so they have been widely noticed and discussed. From k-nearest
neighbor (KNN), multilayer perceptron (MLP), and support vector machine (SVM) classification
algorithms to the current deep learning classification algorithms based on neural networks, a wide
variety of discussions and analyses have been conducted by numerous researchers. This article
summarizes more than 60 SSVEP- and BCl-related articles published between 2015 and 2023, and
provides an in-depth research and analysis of SSVEP-BCI. The survey in this article can save a lot of
time for scholars in understanding the progress of SSVEP-BCI research and deep learning, and it is
an important guide for designing and selecting SSVEP-BCI classification algorithms.
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1. Introduction

BCI technology is a technology that realizes human—-computer interaction without
passing through the peripheral nerves and muscles [1,2]. It is divided into two types:
noninvasive and invasive. Due to the existence of various human risks and social ethics
and other factors, the current mainstream brain—-computer interfaces are noninvasive, which
has the advantages of small risk coefficient, wide application range, high user comfort,
and low burden [3]. In many electrical signal acquisitions, electroencephalography (EEG)
has great advantages, so it is more valued by researchers. Its time resolution is high, the
acquisition equipment is simple and easy to operate, and real-time monitoring and online
transmission can be realized [4].

At present, there are a variety of brain signal excitation paradigms for brain-computer
interfaces using EEG, including BCI based on motor imagery (MI), BCI based on event-
related potential (ERP), and BCI based on SSVEP [5]. Among them, SSVEP-BCI has been
widely studied and discussed due to the merits of less user training and having a high
information transfer rate (ITR). The SSVEP refers to the stimulation of a fixed frequency to
the eye retina of the subject, so that the cerebral cortex produces an electrical signal with
the same frequency or frequency doubling, and the signal is collected through the electrode
cap on the surface of the brain to achieve the purpose of human—computer interaction.
SSVEP-BCI is currently divided into three frequency bands: low frequency (4~12 Hz),
high frequency (>30 Hz), and intermediate frequency (12~30 Hz). At present, mainstream
research direction is concentrated in the middle- and low-frequency bands, which is widely
used due to the large amplitude response of brain signals and high information transmission
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rate during the experiment [6,7]. The classical system based on feature extraction is shown
in Figure 1; the BCI system based on SSVEP is divided into five stages. First, the electrical
signals of the cerebral cortex are collected through equipment such as motor caps. Then,
the electrical signals are preprocessed, and then the signal features are extracted. After
that, various classification methods are used to classify and identify the processed signals.
Finally, the classified signals are output to external devices, such as mechanical arm [8],
drones [9], and wheelchairs [10].
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Figure 1. The block diagram of system structure based on SSVEP-BCIL.

By collecting more than 60 articles published between 2015 and 2023, the research
progress of SSVEP-BCI is summarized and generalized. Firstly, this paper provides an
in-depth analysis and summary from three aspects, namely, the research progress of SSVEP
potential paradigm, the research progress of decoding method, and the research progress
of system and application, so that the researchers can easily understand the SSVEP-BCI
through this survey. After that, the development history of deep learning is briefly summa-
rized, which will enable related scholars to better understand the academic development
history of deep learning and deepen their knowledge of deep learning; then, a detailed
overview of SSVEP-BCI classification algorithms is provided in terms of traditional classifi-
cation methods and deep learning classification methods, and a comparative analysis is
made between the two methods, which is the focus and significance of the present survey.
This survey aims to allow researchers to clearly understand the traditional KNN, MLP,
and SVM classification algorithms as well as the current popular research deep learning
classification algorithms based on neural networks, so that they can choose the appropriate
classification algorithms according to their own research situation to achieve the goals and
results required by the research. This new survey provides an important reference value
for future researchers when using SSVEP-BCI.

1.1. Literature Search and Inclusion Criteria

Papers related to BCI and SSVEP were organized by using literature databases such
as Web of Science, Google Scholar, Scopus, IEEE Xplore, and PubMed. During the search
process, keywords included (1) EEG, (2) signal classification algorithms, and (3) deep
learning. After reading and organizing the above searched papers, the papers were retained
if their contents met the following conditions: (1) SCI papers in Region III or above; (2) they
introduced SSVEP-related contents; (3) they had detailed descriptions of feature extraction
and signal classification; and (4) they used deep learning classification algorithms to deal
with SSVEP signals. The retained 66 articles were deeply analyzed and studied after
screening through layers. The results are shown in Figure 2.
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Figure 2. The 66 pieces of literature studied in depth in this survey: (a) the platform used for literature
search, (b) keywords of the literature.

1.2. Contributions of This Survey

In the process of SSVEP-BCI research, collecting references and understanding the
current status of research, research problems, and future research direction is very impor-
tant. This survey summarizes 66 related articles for the first time on SSVEP-BCI in-depth
study and analysis, from the progress of SSVEP-BCI research to the development of deep
learning, and then to the data preprocessing of a variety of methods that the occasions
adapted and the phenomena targeted, which greatly saves the researchers’ time in the
process of collecting information and understanding SSVEP-BCI. Finally, a comparative
analysis of traditional classification algorithms and deep learning classification algorithms
is conducted to provide design guidelines for researchers to study SSVEP-BCI and also to
point out the direction of research, which is an important advantage of this investigation.
Data preprocessing and signal classification algorithms are the key links in the process
of conducting research on SSVEP-BCI, which directly determines the control effect. The
contributions of this investigation are mainly as follows:

(1) A detailed overview of the progress of SSVEP from paradigm to signal decoding
and, finally, application is provided to help researchers better understand the various
research progresses of SSVEP-BCIL.

(2) We analyze and summarize the current mainstream research direction and research
content of SSVEP-BCI based on deep learning, and outline the development history
of deep learning. The traditional KNN, MLP, and SVM classification algorithms and
neural-network-based deep learning classification algorithms are described in detail,
comparing and analyzing the advantages, disadvantages, and adaptation scenarios to
provide design guidelines for researchers.

(3) We point out SSVEP-BCI’s deficiencies and difficulties, the main breakthrough points
in future research, and provide an outlook on the future direction of SSVEP-BCI
application based on deep learning classification algorithms.

To summarize, this survey makes great contributions and provides rich guidance and
convenient references for researchers in their related research on SSVEP-BCI.

1.3. The Structure of This Survey

The structure of this survey is shown in Figure 3. Section 2 gives a detailed account
about the research progress of BCI based on SSVEP, which includes the research progress
of SSVEP paradigm, the research progress of decoding methods, and the research progress
of systems and applications. Section 3 provides a detailed account of the SSVEP-BCI
classification algorithm based on deep learning, respectively, in terms of the history of the
development of deep learning, the data preprocessing methods in signal acquisition, and
the SSVEP-BCI classification algorithm; then Section 4 focuses on the current challenges
and future directions of BCI based on SSVEP. Finally, Section 5 gives the conclusion.
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Figure 3. The structure of the survey.

2. Research Progress of BCI Based on SSVEP

SSVEP is the response of visual cortical neurons induced by the subjects’ fixation
on periodic visual stimuli. It has attracted wide attention due to its high ITR, strong
stability, and wide applicability. It has been applied in visual field injury detection, identity
recognition, and brain-controlled typing interface [11-13].

2.1. Research Progress of SSVEP Paradigm

Designing effective visual stimuli so that users” EEG signals can distinguish differ-
ent targets is crucial for achieving SSVEP-BCI. At present, the most widely used coding
paradigm is the phase—frequency joint paradigm, that is, mixed frequency and phase cod-
ing [14,15]. Due to its efficient coding method, the method occupies a mainstream position
in SSVEP-BCI. In recent years, researchers have developed new coding strategies based on
this paradigm and expanded the coding instruction set. Chen et al. [16] arranged different
frequencies in chronological order, using 8 stimulation frequencies, and each target was
combined into a coding sequence using 4 frequencies to achieve 160-target coding. Chen
et al. [17] realized 120-target coding using a frequency range of 12~23.9 Hz, a frequency
interval of 0.1 Hz, and a phase interval of 0.357. As shown in Figure 4, blue is the frequency
of the stimulus and red is the initial phase.
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Figure 4. Character speller for 120-target SSVEP-type BCI systems.

The traditional SSVEP-BCI system generally uses high-contrast strong stimuli to
provide visual presentation, but it easily causes visual fatigue, which is not conducive to
the long-time use of the system. To enhance the user’s comfort, the researchers studied
from the perspective of peripheral visual stimulation. Chen et al. [18] realized 13-target
encoding by using four stimulus regions with different frequencies and the positional
relationship between each target and the four stimulus regions. Zhao et al. [19] regarded
the interval between the stimulus regions as the target, and realized the coding of 40 targets.
Based on the time and phase locking characteristics of SSVEP. Jiang et al. [20] implemented
a four-target SSVEP-BCI system using 60 Hz flicker-free visual stimulation combined with
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phase encoding. The recognition accuracy of the system was 87.75% in the online test,
which proved the feasibility of SSVEP-BCI with flicker-free visual stimulation.

To further add the number of coding targets, the researchers used SSVEP and other
EEG paradigms or other physiological signals to construct a hybrid BCI paradigm. Zhou
et al. [21] combined SSVEP with electrooculogram (EOG) signals to construct an asyn-
chronous 12-target BCI system using the recognition blink signal and SSVEP. Jiang et al. [22]
developed a fusion paradigm of EEG response and pupil response under low-frequency
visual stimulation (0.8~2.12 Hz), which provides a good solution to alleviate the problem
of “BCl illiteracy”.

2.2. Research Progress of Decoding Methods

In order to accurately and efficiently identify SSVEP submerged in background EEG
noise, according to the amount of training data available in different application scenarios,
recent research results can be divided into three categories: training decoding [23], transfer
learning decoding [24], and zero-calibration decoding [25].

Most of the early training algorithms are derived from the canonical correlation
analysis (CCA) algorithm. In 2018, researchers introduced task-related component analysis
(TRCA) into SSVEP decoding [26,27] to extract task-related components in EEG, which
significantly improved the performance of training algorithms. In recent years, researchers
have further improved the performance of decoding algorithms by introducing adjacent
frequency information [28] and time domain information [29]. Liu et al. [30] proposed
the task discriminant component analysis (TDCA) algorithm, which uses the discriminant
model to find the common spatial filter for all frequencies, and obtains the decoding
algorithm performance better than the integrated task related component analysis (€ITRCA)
algorithm. Deep learning also shows excellent performance in training and decoding due
to its powerful feature extraction ability. Researchers use convolutional neural network
(CNN)-based structures to extract spatial and temporal features in different layers. The
structure of a CNN is shown in Figure 5.
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Figure 5. The structure of a CNN.

Li et al. [31] proposed a convolutional correlation analysis model (ConvCA), and the
decoding accuracy exceeds eTRCA. Guney et al. [32] proposed a deep convolutional neural
network model (DNN) to further enhance the decoding exactitude of SSVEP. Considering
the temporal characteristics of EEG signals, Zhang et al. [33] proposed a bidirectional twin
correlation analysis (bi-SiamCA) model and used a recurrent neural network (RNN) to
construct a classification model, which significantly improved the decoding performance
of the deep model. The structure is shown in Figure 6.
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Figure 6. The principle block diagram of bi-SiamCA.

Long calibration time limits the application of BCI system. Therefore, researchers
use the transfer learning method to construct a cross-day, cross-device, and cross-subject
decoding model to achieve decoding in the case of major calibration. Liu et al. [34] used
alignment pooled domain adaptation (ALPHA) to analyze the relationship between source
domain and target domain from feature level, and decomposed, aligned, and pooled the
subspace, which improved the decoding performance of cross-device and cross-day transfer
learning within the subjects. Zhu et al. [35] used ensemble learning technology to improve
the decoding performance on cross-sky tasks.

In order to make the decoding method have the ability to be directly applied to new
subjects, the researchers developed a zero-calibration decoding method. Ding et al. [36]
proposed the filter bank CNN (FB-tCNN), which has significantly higher decoding accuracy
than the traditional zero-training method CCA in the case of zero calibration. Chen et al. [37]
applied the Transformer structure to the SSVEP classification task, which further improved
the recognition accuracy of SSVEP under zero calibration. Yan et al. [38] improved the
SSVEP recognition accuracy of cross-subjects by improving the superposition averaging
method of the cross-subject spatial filter transfer method (CSSFT). In addition, SSVEP
can also be used for human identification. Zhang et al. [39] obtained brain functional
connectivity by calculating the correlation matrix of SSVEP spectrum. The individual
recognition accuracy of this method was 98% under the test of 15 subjects” datasets.
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(a) telephone dialing

2.3. Research Progress of System and Application

SSVEP-BCl is mainly used in three directions: communication, control, and condition
monitoring. In terms of communication, it is mainly used for telephone dialing [40,41],
text spelling [42,43], etc. In terms of control, it is mainly used in nerve prosthesis [44,45]
and equipment control [46,47]. In terms of state measurement, because the time domain,
frequency domain, and spatial domain characteristics of SSVEP signal can reflect the state
of the brain, it is used in passive BCI to realize the functions of implicit attention moni-
toring [48,49], gaze position monitoring [50,51], visual field damage detection [52,53], and
individual identification [54,55], as shown in Figure 7, listing some practical applications of
SSVEP-BCI, respectively. In view of the actual application requirements, the researchers
have optimized the SSVEP-BCI system from the directions of decoding control strategy,
hybrid BCI, and mobile BCI.

gwertyuiop

a sdfgh k.|
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|

(d) unmanned air vehicle () condition monitoring (f) identity identification

Figure 7. Application of the SSVEP-BCI.

In order to improve the practicability, researchers have carried out a series of studies on
decoding control strategies. Shi et al. [56] realized asynchronous Chinese communication
between amyotrophic lateral sclerosis (ALS) patients and the outside world by using the
spatiotemporal balanced dynamic window algorithm. Asynchronous communication is
more natural and practical in practical applications. Researchers have carried out research
on asynchronous control methods. Yang et al. [57] proposed a multiwindow asynchronous
detection strategy based on space-time equalization, which improved the asynchronous
control performance of the SSVEP-BCI keyboard. In addition, considering that the training
calibration time is long and it easily causes fatigue, an online adaptation strategy can
be set up to improve the performance of the system under less training or no training
conditions through online machine learning. Wong et al. [58] proposed an online adaptive
CCA (OACCA), which iteratively updates the algorithm model through online data and
obtains better performance than the dynamic stopping strategy.

In addition to improving the practicality of the control strategy, research has also
improved from the perspective of wearable devices. In order to facilitate signal acquisition,
a post-ear signal acquisition method was proposed. Marinou et al. [59] used the SSVEP
response collected behind the single ear for target detection, which verified the feasibility
of SSVEP-BCI behind the ear. Liang et al. [60] proposed a fast and effective method for
estimating the difference of retroauricular overlap delay between left and right visual
fields, which effectively improved the system performance of retroauricular SSVEP-BCI. In
order to accelerate the stimulation paradigm and control scene switching, Chen et al. [61]
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used mobile BCI and augmented reality technology to control the manipulator through a
4-target SSVEP-BCI system, achieving an information transmission rate of 14.21 bit/min.
Chen et al. [62] raised the control command to 12 targets and achieved an information
transmission rate of 67.37 bit/min.

3. SSVEP-BCI Classification Algorithm Based on Deep Learning

In the SSVEP-BCI system, effective extraction of SSVEP features is a key link in signal
processing algorithms, and feature extraction influences the accuracy of SSVEP classifica-
tion algorithm control system [63,64]. There have been many algorithms applied to SSVEP
feature classification processing: KNN, MLP, SVM classification methods, and the current
popular research deep learning classification methods based on neural networks. Sum-
marizing the relevant literature on SSVEP-BCI, traditional machine learning classification
algorithms and deep learning are analyzed and investigated, respectively.

3.1. The Development Process of Deep Learning

o Inception: From 1980, when the backpropagation (BP) algorithm was proposed, to
2006, the BP algorithm was proposed to make the training of neural networks simple
and feasible [65]. However, due to the problems of neural network algorithms and
the limitations of computer power, very few scientists were able to stay in the field.
Shallow learning methods became the mainstream of the era, and algorithms such
as KNN, MLP, and SVM have received widespread attention [66-68]. These shallow
learning methods are achieving good results in practice, which makes deep neural
networks unpopular.

e Rapid development period: From 2006 to 2012. In 2006, Hinton and his team [69,70]
published a paper in Science, proposing a downscaling and layer-by-layer pretraining
method that made the practical implementation of deep networks possible. In the
same year, they also published an important paper proposing a solution to the problem
of gradient disappearance during deep network training, and proposed the concept
of “deep autoencoder”. Since then, researchers’ studies on neural networks began to
enter the era of deep learning, and the curtain of the development of deep learning
was opened. In 2012, Hinton et al. [71] made a breakthrough in research, proposing the
“dropout” technology, which can effectively reduce the overfitting in deep learning,
improve the generalization ability, and simplify the design of neural networks; the
proposed technology has inspired the deep learning research boom.

e  Explosion period: from 2012 to present. In 2012, Hinton’s student Krizhevsky et al. [72]
used convolutional neural networks as the basis for ImageNet image recognition and
achieved superior performance results to all traditional methods. From then on,
convolutional neural networks began to shine in the field of computer vision. In
2014, Krizhevsky [73] proposed two parallelization methods, data parallelism and
model parallelism, which significantly improved the training speed of convolutional
neural networks through parallelized training and promoted the development of
deep learning frameworks. In 2016, He et al. [74] proposed residual networks, which
solved the problem of difficult training of deep networks and provided important
ideas and methods. In 2017, Vaswani et al. [75] proposed the Transformer model for
the first time, which revolutionized the field of deep learning, and not only improved
the performance of deep learning models, but also greatly accelerated the training
speed and inference speed of the model. In 2018, Devlin et al. [76] proposed the
Bidirectional Encoder Representations from Transformers (BERT), a new language
model, which has had a significant impact on the application of deep learning in the
field of natural language. In 2019, Rejer et al. [77] minimized the number of channels
by adjusting the number of channels for acquiring EEG signals while maintaining
high accuracy, which greatly contributed to the research on SSVEP-BCI. In 2022, Du
et al. [78] discussed in-depth research on SSVEP for augmented reality (AR) and
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provided a comparative analysis on the color selection of visual stimuli in AR-SSVEP
for researchers using SSVEP.

3.2. Data Preprocessing

Although deep learning is able to extract features from raw data end-to-end and
perform classification and recognition, proper data preprocessing will undoubtedly im-
prove the efficiency of deep learning to learn useful information from data. Commonly
used techniques in deep-learning-based SSVEP-BCI data preprocessing include frequency
domain filters, time—frequency transforms, and filter banks.

3.2.1. Frequency Filter

The main components of the SSVEP response are the fundamental, the second har-
monic, and the third harmonic; they are located in a certain bandwidth in the frequency
domain, whereas the noise in the ocular and electromyographic signals is located within
the low frequency, so the noise can be removed by using the technique of frequency fil-
ters [79]. Frequency filters include band-pass filters and trap filters; band-pass filters filter
the original signal to remove a portion of the noise, and, typically, a 50 Hz trap filter is also
used to remove the industrial frequency noise [80]. Band-pass filtering can improve the
learning efficiency of deep learning. Although the filtering operation generally causes the
data to lose some of their information, it allows the deep learning network structure to
focus more on task-relevant information. In general, useless noise information below 1 Hz
and low-energy information above 100 Hz are necessary to filter out.

3.2.2. Time-Frequency Conversion

The time—frequency transform approach considers both time and frequency, which
allows for a more thorough analysis of the frequency variations of the EEG in different time
intervals, among which the fast Fourier transform (FFT) is one of the most commonly used
and widely applicable time—frequency transforms. Based on the fundamental frequency
information of SSVEP-EEG, the frequency domain features in the appropriate frequency
range are intercepted on the frequency domain map as inputs to the network architecture.
In 2017, Kwak et al. [81] used frequency domain features as inputs to a CNN. In their paper,
they preprocessed the acquired EEG data and transformed the segmented data using the
FFT method. Then, they selected 120 sampling points from each channel, corresponding to
5-35 Hz, and finally normalized the data to the range of 0 to 1. In 2019, Zhang et al. [82]
used a similar process, also achieving satisfactory results. In the same year, Ravi et al. [83]
also used a similar process and network as Zhang et al. The difference is that Ravi et al.
used both the real and imaginary parts of the FFT as inputs; this approach took into account
both the amplitude factor and the phase factor, achieving better results than before.

3.2.3. Filter Bank

A filter bank (FB) is also a frequently used technique in SSVEP signal preprocessing,
which allows for more efficient and faster extraction of the information embedded in
it by decomposing the signal into multiple subband components. 2017 Islam et al. [84]
developed a novel unsupervised method for binary subband CCA (BsCCA) by adding a
filter bank to typical correlation analysis (CCA). It was demonstrated that BsCCA on top
of the FB can significantly improve the performance of SSVEP-BCI. 2020 Shao et al. [85]
proposed a method called filter bank time-localized typical correlation analysis (FBTCCA)
by considering a time-localized structure on top of filter bank typical correlation analysis
(FBCCA), and experimentally demonstrated that FBTCCA is better than FBCCA with
higher accuracy and information transfer rate in the system of SSVEP-BCI. The articles
mentioned above show that filter banks are widely used in the data preprocessing stage of
SSVEP, and with the development of time, some scholars began to consider the application
of FB combined with deep learning in the feature extraction of SSVEP-BCI. In 2021, Zhao
et al. [86] discussed the classification performance of SSVEP signals in EEG, and proposed a
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combination of FB and CNN methods to improve SSVEP classification, by using a filter bank
with three passbands to extract and separate the SSVEP signals. The experimental results
proved that the addition of FB can significantly improve the performance of the CNN-based
SSVEP classification algorithm. In 2023, Xu et al. [87] proposed an FB complex spectral
CNN (FB-CCNN). By using an optimization algorithm with artificial gradient descent, the
FB-CCNN was improved, and experimental results showed that its classification achieved
a leading accuracy of 94.85 + 6.18% and 80.58 + 14.43 on two open SSVEP datasets,
respectively. The structural block diagram of FB-CCNN is shown in Figure 8.
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Figure 8. Block diagram of FB-CCNN structure.

These studies have shown that performing data preprocessing is an indispensable part
of the deep-learning-based SSVEP-BCI classification algorithm. In addition, blink artifacts,
eye movement artifacts, and motion artifacts are three common disturbances that often
occur during data preprocessing, which can negatively affect the quality of SSVEP signals,
and scholars have studied how to eliminate them. For blinking artifacts, the independent
component analysis (ICA) technique can be used to quickly isolate them from the mul-
tichannel EEG signal and remove them from the original signal [88]. In addition to this,
discrete wavelet transform (DWT) is also one of the methods that can effectively eliminate
blink artifacts [89]. For eye movement artifacts, the most used techniques in SSVEP include
reducing the frequency of eye movement, which effectively reduces eye movement artifacts,
or linear subtraction of horizontal EEG signals to remove eye movement artifacts [90].
Motion artifacts can be achieved by removing motion-related high-frequency components
through filters, such as low-pass filters. Of course, the more advanced CCA is also an
excellent solution to effectively remove motion artifacts [91].

3.3. Types and Layers of Network Architecture

After preprocessing the signal data of SSVED, the information in the feature signal be-
comes specific and clear, and the next step is the selection of the key classifier, which affects
the accuracy of the system’s control of external devices. There are many choices of classi-
fiers for SSVEP-BCI, and the summarized literature describes the traditional classification
algorithms and deep learning classification algorithms separately.
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3.3.1. Traditional Classification Algorithm

Before deep learning was tapped, most researchers used machine learning classifica-
tion algorithms for signal classifiers, such as KNN, MLP, and SVM. Rizal [92], in 2022, used
KNN as a predictor in the classification and processing stage of EEG to classify the EEG
signal feature information of the patients at different stages, and the classification accuracy
was achieved at 90.74%. In 2020, Yang et al. [93] proposed a new MLP model classifier
in classifying and identifying EEG signals of stroke patients; by using this classification
algorithm, it is possible to achieve an average accuracy of 76% in classifying the signal
information. In 2023, Janapati et al. [94] optimized and improved the MLP in classifying
the signal features of SSVEP by using the hybrid anchoring-based particle swarm scaling
conjugate gradient multilayer perceptron (APS-MLP); this improved MLP classification
algorithm has a great improvement in robustness and test accuracy compared to KNN
and MLP, which is significant for SSVEP-BCI feature classification. Ma et al. [95], in 2023,
proposed a fusion feature extraction method (CCA-DTEF), which is used in conjunction
with the SVM classifier to classify SSVEP-BCI feature signal information, and the experi-
mental results proved that the SVM classification algorithm based on CCA-DTF achieves
an average classification accuracy of 94.52% in a time window of 2 s, and the ITR reaches
49.23 bits/minute. Its performance is far superior to the traditional SVM classifier.

3.3.2. Deep Learning Classification Algorithms

With the development of deep learning, researchers have found that the introduction
of deep learning models on classification algorithms, by changing the structure of the
model to classify large-scale data information, has a superior performance to traditional
machine learning classification algorithms. Commonly used deep learning models can
generally be divided into three categories: fully connected neural networks, RNN, and
CNN [96].

Artificial neural networks (ANNSs) are a kind of neural network model which is
connected by a large number of neurons and constituted by excitation function and weights,
which has the advantages of self-adaptation, self-organization, and real-time learning
under the training of a large amount of data. Fully connected neural networks are an
important form of ANNSs; a simple 4-3-2 ANN structural model is shown in Figure 9. Wang
et al. [97] improved the ANN by introducing the prior knowledge of the task, and the
improved ANN model showed high efficiency and applicability in the aspect of the target
individual recognition used for SSVEP; the results of experiments proved the prospect
and value of ANN application in SSVEP target recognition. Tarafdar et al. [98], in 2019,
employed the classification algorithm of an ANN to classify the human brain SSVEP signal
features after drinking coffee, by using the CCA method to preprocess the initial data of
the collected signals, and then employing the ANN algorithm for the classification of the
feature extraction. The experimental results proved that the classification algorithm of
ANN can achieve 97% classification accuracy for the relevant features.

RNN introduces recurrent units so that the network structure can refer to the informa-
tion of previous moments when processing the information of the current moment, and its
structure contains the input layer, the hidden layer, and the output layer, which shows ex-
cellence in processing and analyzing the sequential data in the field of language processing,
language recognition, etc. Hashemnia et al. [99], in 2021, analyzed the human EEG data
in comparison with the designed RNN neural network structure, and the experimental
results showed that the RNN has the ability to capture and collect temporal features for
speech recognition in a similar way to the human brain. Samee et al. [100] used the RNN in
combination with bidirectional short- and long-term memory (BiLSTM) to enable feature
extraction and collection of EEG signals to distinguish between and diagnose epileptic
seizures. The results of the experiment proved that the accuracy of this RNN-BiLSTM
model can reach 98.90% when collecting and processing the data signals, and it can realize
the accurate classification.
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Figure 9. A simple 4-3-2 ANN structural model.

CNN mainly consists of five parts: input layer, convolutional layer, activation function,
pooling layer, and fully-connected layer, of which the most central are the convolutional
layer and pooling layer. CNN has excellent results in image recognition; it can learn from a
large amount of image data to realize the extraction and classification of image features,
and complete image recognition analysis. Li et al. [101] proposed an expanded mixed-wash
convolutional neural network (DSCNN) model in the signal classification of SSVEP-BCI,
and experimental classification of EEG signals was carried out by using the classification
algorithm of the DSCNN. The results showed that under normal conditions, the DSCNN
method can achieve an average accuracy of 96.75%, which proves that the CNN model is
very suitable for use in the feature classification of SSVEP-BCI. Kwak et al. [81] conducted
research and analysis on the robustness of neural signals to SSVEP signals as an example,
and used the CNN deep learning model classifier to classify the features of SSVEP signals
in dynamic and static environments, respectively. The traditional CCA and CCA-KNN
classifiers were compared and analyzed, and the experimental results show that the CNN
classifier is more robust, and its classification rate achieves 99.28% and 94.03% in static and
dynamic, respectively.

3.3.3. Comparative Analysis of Classification Algorithms

The idea of the KNN classifier is simple and easy to implement, completely based on
the principle of distance for classification, applicable to a wide range, and can be used for
multiclassification problems, but the need to calculate the distance between the samples
to be classified and all the training samples leads to its computational complexity, which,
within a certain range, is directly proportional to the classification accuracy. MLP has strong
nonlinear fitting ability and is suitable for dealing with complex input-output relationships,
and its performance can be improved by increasing the number of hidden layers and
neurons. It is mostly used in large-scale data processing and parallel computation, but
it easily falls into the local minima, the tuning of parameters is also complicated due
to excessive number of parameters, and the high complexity of task leads to its slower
learning speed and the drastic prolongation of the training time. SVM is good at high
dimensional space, it also applies to nonlinear classification with excellent generalization
ability, and the computational complexity is proportional to its accuracy. The computational
complexity is much lower compared to KNN and MLP, but it is not suitable for large-scale
dataset feature classification. In 2024, Rajalakshmi et al. [102], in signal classification in EEG,
firstly preprocessed the data with band-pass filtering, and then compared the processed
data features using SVM, KNN, and MLP classifiers, respectively. Comparing the test
performance of the three classifiers, the SVM classifier had the best performance with the
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highest classification accuracy of 91.67%. In the study of SSVEP-BCI, when the EEG signal
data size is not large, the traditional SVM classifier is more advantageous in classifying
the signal features of SSVEP, and the classification accuracy is higher compared to KNN
and MLP.

The ANN model in deep learning classifiers consists of multiple neurons through
which signals are received and output signals are generated, and its structure is designed
to be flexible. It can be customized and optimized for different tasks as well as data
types, it usually requires a large amount of data and computational resources for training,
and can only be converged through constant iteration. It is more suitable for sequence
data, like time series and linguistic data, and, due to the structure being relatively simple,
the good performance depends on a large number of parameters and computational
resources. RNN, on the other hand, is a kind of neural network for sequence data, which
has unique advantages in processing sequence data, and its complexity increases according
to the length of the sequence. However, due to the disappearance of the gradient and
the explosion problem that will be faced by the training of RNN, the training process is
very complicated and difficult, and it is mainly used in the field of text categorization and
language processing. The structure of CNN is similar to that of biological visual neural
network, including convolution layer and pooling layer, which are suitable for processing
two-dimensional and three-dimensional data such as images and videos. The number of
parameters can be reduced by the convolution layer parameter sharing and the dimension
reduction operation of the pooling layer, thereby reducing the computational complexity
and improving the generalization ability of the model. In 2021, Choubey et al. [103] used
ANN and KNN classifiers to classify the EEG signals of patients with diseases, respectively,
and the results showed that the classification algorithm of ANN is more accurate than the
traditional KNN classifier in classifying EEG signals. In 2022, Joshi et al. [104] discussed
the EEG signals of human emotions, and in their experiments, using RNN and KNN
classification algorithms to categorize the experimental data for comparison, the results
showed that the average accuracy of RNN was slightly higher than that of KNN, reaching
94.844%. Al-Quraishi et al. [105], in 2024, improved the RNN classification algorithm by
adding long short-term memory (LSTM) and gated recurrent unit (GRU) algorithms, and in
their experiments, compared it with two classifiers, SVM and KNN. The results showed that
the improved RNN outperforms the traditional machine learning algorithms in recognizing
EEG signals. In 2019, Tocoglu et al. [106] used three model classifiers of ANN, RNN,
and CNN of deep learning to classify the data for sentiment analysis of linguistic texts,
respectively, and the experimental results proved that CNN has the highest classification
accuracy in dealing with the sentiment analysis of texts. In the classification of SSVEP
signals, since SSVEP signals mainly appear in the occipital region of the cerebral cortex
and are closely related to visual processing, of the three deep learning models of ANN,
RNN, and CNN, CNN is more advantageous than ANN and RNN, and the classification
accuracy of the feature extraction classification using CNN model classifiers will be higher.

4. Challenges and Future Directions of SSVEP-BCI

After collating numerous articles and summarizing, there are still some challenges in
the current SSVEP-BCI, as follows:

1.  The background noise of SSVEP signal data is relatively large, and external sound,
light source interference, magnetic field, electric field, etc., may cause interference to
the data acquisition process.

2. The ITR of the SSVEP-BCI system has room for improvement. When the number of
stimulus targets is certain, the information transfer rate mainly depends on the length
of the recognition window of the classification recognition algorithm, and there are
still very few SSVEP recognition algorithms that can achieve high efficiency with short
time windows.
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3. Most current SSVEP-BCIs use low-frequency stimulus targets as the stimulus source,
but prolonged use of low-frequency SSVEP-BCIs can fatigue users, and low-frequency
SSVEP-BCls increase the risk of inducing photosensitive epilepsy.

Currently, researchers are mainly focusing on CCA and TRCA in decoding control
strategies for SSVEP-BCI, developing deep learning algorithms, combining deep learning
models with CCA and TRCA, or developing more advanced algorithms and signal pro-
cessing techniques. This is a valuable research direction which can effectively decode brain
signals to achieve control command transformation. In 2024, Xiong et al. [107] designed
a three-dimensional convolutional neural network (3DCNN) model for extracting and
decoding SSVEP-BCI data features using a deep learning approach, and the results of the
experimental data showed that the average classification accuracy of 3DCNN reached
89.35% and the ITR reached 173.02 bits/min, which provides a valuable way of thinking
about the decoding and application of SSVEP-BCI. Most studies on SSVEP-BCI use more
single BCI systems, and the future fusion of SSVEP-BCI with other types of BCIs may
also be a point of in-depth exploration. Cui et al. [108], in 2023, combined high-frequency
SSVEP and surface electromyography (sEMG), and proposed a hybrid BCI system on
the basis of a single BCIL. Through comparative experiments, they demonstrated that the
hybrid BCI incorporating high-frequency SSVEP and sEMG performed better than a single
BCI, which provided a reference for the research of multiple hybrid BCIs. Portable and
wearable SSVEP-BCI systems are also a key direction for future research, and it is valu-
able to study how to reduce the size of the device, lower the power consumption, and
optimize the performance in real environments. In 2018, Wang et al. [109] discussed and
analyzed the portable SSVEP-BCI system, and designed a head-mounted BCI based on
SSVEP, which can realize the first-person interaction with the environment interaction, thus
realizing the control for the vehicle, which is a meaningful attempt for portable BCI. With
the development of personalization and medical treatment, it is very meaningful to see
how SSVEP-BClIs can be made more focused on individual differences in the future, and
how they can be customized and optimized according to the user’s EEG characteristics,
cognitive ability, and physical condition to develop systems that can be adapted to the
needs of different users. In addition to traditional communication and control applications,
SSVEP-BCI can also be explored to develop new application areas, such as the use of
electrical skin activity for automatic emotion recognition, recognition of emotional activity
and regulation, cognitive function enhancement, rehabilitation training, etc., which require
researchers to further explore and develop the appropriate technological approaches. In
2024, Veeranki et al. [110] studied electrical skin activity (EDA). The features were extracted
using nonlinear signal processing methods, and several classifiers, such as KNN, SVM,
etc., were used for feature classification, respectively. The results of the study proved the
effectiveness of nonlinear signals in EDA for emotion recognition, which is a very valuable
attempt for new application areas.

5. Conclusions

This survey provides a detailed study and analysis of the research progress and classi-
fication algorithms of SSVEP-BCI. The current research progress is analyzed and explained
in terms of SSVEP paradigms, decoding methods, and system applications. In the research
of SSVEP paradigms, the most widely used coding paradigm is the phase—frequency joint
paradigm, while the peripheral visual field stimulus presentation can effectively improve
the user’s comfort, and the hybrid BCI paradigm can further enhance the number of coding
targets. The research of SSVEP decoding methods is mainly categorized into three types,
namely, trained decoding, migration learning decoding, and zero-calibration decoding. In
terms of system applications, SSVEP-BCI is mainly used in three aspects, namely, com-
munication, control, and condition monitoring, and most of the researchers optimize the
system from the directions of decoding control strategies, hybrid BCI, and mobile BCI to
make it meet different practical application requirements. Although deep learning is able
to extract features from raw data end-to-end and perform classification and recognition,
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appropriate data preprocessing will undoubtedly improve the efficiency of deep learning
to learn useful information from data. Commonly used data preprocessing techniques
include frequency-domain filters, time—frequency transforms, and filter banks, and the
quality and effectiveness of data preprocessing also have a significant impact on model
performance. In the section of SSVEP-BCI classification algorithms, traditional classifica-
tion algorithms and deep learning classification algorithms are narrated and summarized,
respectively, and the selection and application of the two types of algorithms are compared
and analyzed. Deep learning classification algorithms generally outperform traditional
classification algorithms in the tasks of SSVEP-BCI. This is mainly due to the ability of
deep learning models to automatically learn complex feature representations of the input
data, which improves the accuracy and robustness of classification. Despite their excellent
performance, the high computational complexity and long training time of deep learning
models limit their application in real-time BCI systems. Deep learning models usually
require a large amount of labeled data for training, and when the feature classification
data are not large enough, the performance effect of choosing traditional classification
algorithms, such as SVM, is somewhat better than that of deep learning models. The
following four areas are important future research directions: Developing lightweight deep
learning models to meet the needs of real-time BCI systems; researching unsupervised or
semisupervised learning methods to reduce the dependence on data labeling; combining
physiological signals from other modalities to improve the performance and stability of the
SSVEP-BCI system; and exploring the prospects for the application of virtual reality and
augmented reality in the SSVEP-BCI system. In conclusion, this study saves a lot of time
for researchers in collecting information and provides a comprehensive and convenient
reference for SSVEP-BCI research and classification algorithm selection.
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