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Abstract: Captured images often suffer from issues like color distortion, detail loss, and significant
noise. Therefore, it is necessary to improve image quality for reliable threat detection. Balancing
brightness enhancement with the preservation of natural colors and details is particularly challenging
in low-light image enhancement. To address these issues, this paper proposes an unsupervised
low-light image enhancement approach using a U-net neural network with Retinex theory and a
Convolutional Block Attention Module (CBAM). This method leverages Retinex-based decomposition
to separate and enhance the reflectance map, ensuring visibility and contrast without introducing
artifacts. A local adaptive enhancement function improves the brightness of the reflection map, while
the designed loss function addresses illumination smoothness, brightness enhancement, color restora-
tion, and denoising. Experiments validate the effectiveness of our method, revealing improved image
brightness, reduced color deviation, and superior color restoration compared to leading approaches.

Keywords: low-light image enhancement; Retinex theory; attention mechanism; unsupervised
learning

1. Introduction

Low-light conditions often result in poor image quality, hindering accurate threat
detection and compromising security measures. Traditional supervised methods require
extensive labeled datasets, which are impractical to obtain in diverse and dynamic envi-
ronments. Unsupervised learning approaches, on the other hand, can leverage abundant
low-light images without the need for labeled counterparts, enabling the development
of robust enhancement algorithms. These algorithms improve the visibility and detail
of images captured under challenging lighting conditions, thus enhancing the reliability
and effectiveness of security systems across heterogeneous networks. By ensuring better
image quality, unsupervised low-light image enhancement contributes to more accurate
monitoring and analysis, ultimately strengthening overall network security. Therefore,
improving low-light images is essential for security and surveillance.

Algorithms for enhancing low-light images can be broadly divided into two categories:
conventional techniques and deep learning-based methods. Among conventional tech-
niques, histogram equalization and its related methods [1] are the most commonly used.
These methods enhance image brightness by calculating the gray levels of the picture and
redistributing them evenly across the full range of gray levels. The main advantage of this
method is its fast computation speed, which effectively enhances the brightness of general
grayscale images. However, it is less effective for RGB image enhancement, often resulting
in significant noise, color deviation, and over-enhancement issues.

Researchers have developed various low-light image enhancement techniques [2,3]
rooted in Retinex theory [4]. With the success of deep learning in image reconstruction
and restoration, neural network-based algorithms like CNN [5] have gained considerable
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attention. Among them, supervised learning methods rely on large datasets of paired
low-light and well-lit images for training. These methods can achieve impressive results
but are limited by the availability of high-quality paired datasets. In contrast, unsupervised
learning methods do not require paired datasets. Instead, they use loss functions that
incorporate illumination smoothness, brightness consistency, and color restoration to guide
the network. The unsupervised approaches are more flexible and practical in scenarios
where paired datasets are scarce, enabling effective enhancement by training solely on low-
light images. However, unsupervised learning-based algorithms still encounter challenges,
including significant color distortion and the blurring of details.

Significant progress has been made in low-light image enhancement in recent years.
However, in complex low-light scenarios, image enhancement methods still struggle with
preserving natural colors and details while dealing with significant noise. To address these
issues, this paper constructs a U-net network based on the Convolutional Block Attention
Module (CBAM) to decompose images and enhance the brightness of the reflectance map.
The attention mechanism allows the network to concentrate on key features and regions in
the image. Retinex theory explains that image brightness is determined by both illumination
and object reflection. By separating these components, we can effectively enhance image
details. In our approach, we divide the initial image into a low-light RGB image and its
corresponding brightness values. Since the illumination conditions in different regions
of the image may be different, in order to avoid a one-size-fits-all processing method
and enhance local details more finely, we propose a local adaptive enhancement function
when enhancing the low-light image. Meanwhile, an unsupervised learning loss function
is designed for illumination smoothness, brightness consistency, and color restoration,
guiding the network to effectively enhance low-light images. The main contributions of
this paper are as follows:

(1) Combining the U-net network with the CBAM grounded in Retinex theory to achieve
the decomposition of the images.

(2) Establishing a local adaptive enhancement function that calculates the local gray mean
of the image through a block operation and adjusts the enhancement effect according
to the specific values of each gray block. The parameters within the function allow for
the flexible adjustment of the enhancement degree, avoiding over-enhancement.

(3) Designing an unsupervised learning loss function that introduces a color restoration
loss term, further optimizing color restoration, effectively improving image brightness
and preserving image details.

The structure of this paper is as follows: Section 2 reviews related research. Section 3
introduces the unsupervised low-light enhancement algorithm developed in this study,
detailing the design of the local adaptive function and the loss function. The experimental
results are presented in Section 4, and Section 5 offers several conclusions.

2. Related Works
2.1. Unsupervised Low-Light Image Enhancement Algorithms

Many researchers have proposed unsupervised learning-based algorithms to enhance
the generalization and robustness of image enhancement models. Jiang et al. [6] proposed
an unsupervised decomposition and correction network inspired by the Retinex model.
Hu et al. [7] introduced a method that first used the traditional retinol-based method to pre-
enhance images, and then used the thinning network for additional quality improvement.
Shi et al. [8] proposed a structure-aware unsupervised network comprising four modules.
Ma et al. [9] proposed a region-based, unsupervised, low-light image enhancement algo-
rithm that utilizes explicit domain supervision to convert unsupervised segmentation into
a supervised process, developing several region-based loss functions to establish semantic
consistency between regions and daytime. Guo et al. [10] introduced a new hybrid loss
function that combines quality, task, and perception to tackle problems such as blurring
and unnatural colors. Wang et al. [11] presented a mixed-attention-guided Generative
Adversarial Network (GAN) in a fully unsupervised fashion. Fu et al. [12] introduced an
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unsupervised learning network featuring an illumination-aware attention module and a
novel identity-invariant loss.

Unsupervised learning methods leverage loss functions to guide the network without
the need for paired examples. By focusing on intrinsic properties such as illumination
smoothness, brightness consistency, and color restoration, unsupervised approaches offer
greater flexibility and robustness.

2.2. Retinex Theory

An image is decomposed into a reflectance component that represents the inherent
color of objects and an illumination component representing the varying light conditions.
This decomposition allows for the enhancement of images by adjusting the illumination
component without destroying the natural colors and details. Assuming the input image is
S(x, y), it can be expressed as follows:

S(x, y) = I(x, y)
⊙

R(x, y) (1)

where I(x, y) represents the image illumination component, R(x, y) represents the re-
flectance component of the image, and

⊙
denotes pixel-wise multiplication.

Retinex theory is commonly applied to enhance visibility and contrast without in-
troducing significant artifacts. Wu et al. [2] proposed a Retinex-based deep unfolding
network to obtain noise suppression and detail preservation. Zhao et al. [13] presented a
generative strategy for Retinex decomposition, casting the decomposition as a generative
problem. Jiang et al. [14] proposed a self-regularized method that preserves all colors while
integrating Retinex theory solely for brightness adjustments. Liu et al. [15] constructed a
deep learning framework, comprising a decomposition network and adjustment networks
that address both global and local brightness. Ma et al. [16] introduced a Retinex-based
variational model that effectively produces noise-free images and shows generalizability
across various lighting conditions. Yang et al. [17] proposed an image enhancement algo-
rithm that integrates a fast and robust fuzzy C-means clustering technique with Retinex
theory, producing enhanced images characterized by their rich detail and texture.

Numerous studies have demonstrated the effectiveness of Retinex in this field. Retinex-
based methods can effectively improve visibility and contrast in low-light conditions by
accurately decomposing an image into its illumination and reflectance components.

2.3. Attention Mechanisms

To further enhance the feature-learning capability of networks and improve image
enhancement results, many scholars have introduced attention mechanisms to boost per-
formance. Chen et al. [18] proposed an attention-based network that incorporates Retinex
theory, featuring an attention mechanism module integrated into the convolutional layer.
Ai and Kwon [19] developed a convolutional network that integrates an attention gate
with a U-net network. Lv et al. [20] separated the tasks of brightness enhancement and
noise reduction and completed them separately with two attention maps. Atoum et al. [21]
introduced a color-wise attention network that identifies useful color cues to assist with
color enhancement. Zhang and Wang [22] proposed an illumination attention map to
identify areas of different illumination levels, and a multi-scale attention Retinex network.
Zhang et al. [23] developed a neural network that incorporates channel attention and spatial
attention modules and achieved a positive effect.

3. Methodology
3.1. Neural Network Structure

This paper constructs a U-net architecture in which the CBAM is introduced [24].
The U-net decomposes low-light images and regards the reflectance map as the enhanced
image. In Figure 1, the network receives low-light RGB images and the corresponding
brightness values, while the output of the network includes the decomposed reflectance
and illumination maps. The encoder of the network gradually reduces the size of the
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input tensor and increases the number of layers through convolution and max pooling.
The decoder consists of upsampling and convolution layers, which restore the tensor
size through convolution and upsampling. During the upsampling process, the CBAM is
employed to assign weights to the extracted feature maps to enhance feature refinement and
focus during the reconstruction phase, optimizing the network performance. By applying
channel attention mechanisms during decoding, we can selectively enhance important
features that are identified during encoding, improving detail restoration. Spatial attention
enables focus on relevant areas of the image, which is crucial for accurately reconstructing
details under low-light conditions. Meanwhile, placing these mechanisms in the decoder
reduces the computational load during encoding, allowing for efficient feature extraction.
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Figure 1. U-net network with attention mechanisms.

The CBAM is a type of Channel and Spatial Mixed Attention (CSMA) mechanism, as
shown in Figure 2. The network initially utilizes channel attention, which emphasizes the
relationships and dependencies among various feature channels, enabling the network to
weigh the importance of each channel differently. The channel attention mechanism can be
expressed as follows:

Mc(F) = σ(MLP(AvgPool(F)) + MLP(MaxPool(F))) (2)

where σ(·) is the S-shaped function, MLP(·) denotes the multilayer perceptron, AvgPool(·)
represents the average pooling, and MaxPool(·) is the maximum pooling. It then applies
spatial attention to emphasize the significance of various spatial locations, allowing the
network to focus on the relevant regions of the image. The attention module can be written
as follows:

Ms(F) = δ
(

Conv7×7([AvgPool(F); MaxPool(F)])
)

(3)

where δ(·) denotes the sigmoid function and Conv7×7(·) refers to the convolution operation
through a convolution kernel, sized 7 × 7. By combining these two types of attention, the
network can capture complex patterns and dependencies in the data, leading to improved
performance in image enhancement where both channel and spatial information are crucial
for achieving high-quality results.
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3.2. Adaptive Enhancement Function

This paper proposes a local adaptive enhancement function that divides a low-light
image into multiple blocks and enhances them separately. The mathematical expression is
as follows:

Lg(x, y) = min
(

α + Lw,max

α + Lw
,

Lw(x, y)
Lw,max

+
Lw(x, y)

Lw

)
∗

log
(

Lw(x, y)/Lw + 1
)

log
(

Lw,max/Lw + 1
) (4)

where Lg(x, y) represents the corresponding pixel value of the globally adaptive output,
Lw(x, y) represents the corresponding input pixel value, Lw,max represents the highest
brightness value of the input image, α is a constant parameter that regulates the overall
enhancement level, and Lw represents the logarithmic mean brightness, which can be
written as:

Lw = exp
{

1
N ∑ log[δ + Lw(x, y)]

}
(5)

Equation (4) uses the minimum function to flexibly adjust the enhancement level
based on the grayscale values of each block, preventing the excessive enhancement of
brightness values.

3.3. Loss Function

By applying the ternary Bayesian theorem, the illumination and reflectance compo-
nents can be derived from Equation (1):

P(R, I|S) ∝ P(S|R, I)P(R)P(I) (6)

The designed loss function includes an illumination smoothness term, a brightness
enhancement term, a color restoration term, and a smoothness term. The reconstruction
loss recon can be written as follows:

Lrc =
∥∥∥S − R

⊙
I
∥∥∥

1
(7)

where S denotes the low-light picture, R represents the reflectance component, I represents
the illumination component, and

⊙
denotes pixel-wise multiplication. The reconstruction

loss primarily constrains the decomposition effect of the network, making the decomposed
image closer to the real image. The RGB image is transformed into an HSV image and
the brightness value V channel can be calculated. And then, the unsupervised learning
reflectance loss LR can be obtained as follows:

LR =

∥∥∥∥ max
C∈R,G,B

RC − F
(

max
C∈R,G,B

sC

)∥∥∥∥
1

(8)

where max
C∈R,G,B

RC refers to the maximum value channel of the reflectance component,

and F(·) represents the local adaptive enhancement function which can be obtained by
Equation (4). The illumination loss LI is calculated as follows:

LI =
∥∥∥∇I

⊙
exp(−λ∇R)

∥∥∥
1

(9)
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where ∇I represents the gradient variation of the illumination component, controlled by
the gradient change of the reflectance, and λ is a constant parameter. The color restoration
loss LC is established as follows:

LC = ∑i,j∈(R,G,B)

∣∣RI − RJ
∣∣2 (10)

Equation (10) expresses a relationship between the RGB channels of the reflectance
map, further enhancing the color restoration effect. In addition, the noise issue after
enhancement is also considered. Thus, the loss function includes the reconstruction loss
Lrc, the reflectance loss LR, the color restoration loss LC, and the denoising loss, expressed
as follows:

L = λ1∥S − R
⊙

I∥1 + λ2

∥∥∥∥ max
C∈R,G,B

RC − F
(

max
C∈R,G,B

sC

)∥∥∥∥
1

+λ3∑i,j∈(R,G,B)
∣∣RI − RJ

∣∣2 + λ4∥∇I
⊙

exp(−λ5∇R)∥1
+λ6∥∇R∥1

(11)

where ∇R represents the gradient of the reflectance component, mainly used for image
denoising. Through the illumination enhancement function, the brightness value of the
reflectance map is increased, ultimately achieving low-light image enhancement.

4. Experimental Results and Analysis
4.1. Experimental Setup

The experiments are implemented with an AMD 7945HX processor (Advanced Micro
Devices, Santa Clara, CA, USA), an NVIDIA GTX 4060 GPU (Colorful, Shenzhen, China),
and 32 GB of memory (Crucial, Meridian, MS, USA). The experimental environment
includes Python version 3.9 and TensorFlow version 2.10.0. The training dataset used is
LOL, consisting of 500 pairs of low-light and normal-light images captured under various
illumination conditions and scenes. In this experiment, LOL contains 485 low/normal-light
image pairs for training and 15 pairs for testing. This dataset comprises images from both
indoor and outdoor scenes, each with a resolution of 600 × 400. We meticulously examine
various hyperparameters, including batch size, learning rate, the number of epochs, and
weight decay. The search range for each hyperparameter is specified, emphasizing the
optimal configuration that yields the best performance. Ultimately, we find that setting
the batch size to 8, learning rate to 0.001, number of epochs to 160, and weight decay
to 0.0005 result in the best performance of our model on the LOL dataset. The selection
of this optimal configuration undergoes thorough experimental validation, ensuring the
robustness and effectiveness of our proposed low-light image enhancement method in
various aspects.

The average training duration is approximately 60 min, while the processing time
for each image in the test set is 0.465 s. Through many experiments, the values of the
six parameters λ1, λ2, λ3, λ4, λ5, λ6 in Equation (11) are set to 20, 1, 5, 0.1, 10, and 0.01,
respectively. This parameter combination has been validated to achieve the best results on
the test set. In this combination, λ1, λ2, λ3, λ4, λ5, λ6 control the weights of reconstruction
loss, reflection loss, color recovery loss, illumination loss, local reflection component
gradient, and global reflection component gradient, respectively. Fine-tuning in different
datasets and application scenarios according to actual needs is recommended.

4.2. Experimental Results

To assess the effectiveness of the proposed algorithm, several comparative experi-
ments are carried out with methods like Retines [25], LIME [26], SCI [27], Zero-DCE [28],
EnlightenGAN [29], and GLADNet [30]. We also choose the methods of class unsupervised
learning, based on deep learning techniques such as RUAS [31] and SSIE [32].
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4.2.1. Subjective Evaluation Results

The enhanced results are shown in Figure 3. The SCI algorithm results in less noise and
better color restoration, but its brightness enhancement is still somewhat lacking compared
to normal light images. Compared to the enhancement results of the presented algorithm,
the brightness of the SCI method is relatively dim. The Zero-DCE and LIME algorithms
exhibit less color distortion, but their brightness enhancement is inadequate, leaving the
dark areas of the image insufficiently illuminated. The Retinex-Net algorithm achieves
positive brightness enhancement, but it suffers from a loss of image detail and texture, and
the variation in brightness across different areas is not natural enough. The EnlightenGAN
algorithm provides positive brightness enhancement, but the dark areas of the image
show noticeable noise, and there is some color distortion present. The RUAS algorithm
provides limited enhancement in extremely dark regions, while the brighter local areas
are excessively enhanced, leading to overexposure. The SSIE algorithm clearly improves
brightness, but the background color of the enhanced image shows a significant deviation.
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Figure 4 illustrates the enhancement effects of various algorithms when applied to
a single image. Compared with SCI, the proposed model performs better in enhancing
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light-colored areas. The EnlightenGAN enhancement algorithm faces certain difficulties
in distinguishing between the black areas of the image, failing to differentiate between
inherent color and low-light conditions. The enhanced results of Retinex-net indicate
significant color deviation. The GLADNet-enhanced image has less noise but exhibits low
color saturation. The enhanced results of RUAS algorithm are not obvious in the dark. The
SSIE algorithm faces image color distortion. It is noted that the proposed approach results
in less color distortion compared to other methods.
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4.2.2. Objective Evaluation Results

The objective evaluation methods used include PSNR, SSIM [33], and NIQE [34]. In
Table 1, an upward arrow (↑) indicates that the metric is positively correlated with image
quality, while a downward arrow (↓) indicates a negative correlation.

Table 1. Objective evaluation indicators of different methods on the LOL dataset.

SCI EnlightenGAN LIME Zero-DCE Retinex-Net GLADNet RUAS SSIE Ours

SSIM↑ 0.635 0.752 0.590 0.664 0.502 0.778 0.441 0.723 0.826
PSNR↑ 17.210 18.849 13.244 15.215 17.839 19.705 10.714 16.800 20.200
NIQE↓ 8.878 7.174 8.640 8.497 11.250 7.084 7.833 3.882 5.05

The SCI, EnlightenGAN, and Zero-DCE algorithms exhibit poor NIQE and PSNR met-
rics due to insufficient illumination enhancement and noise in dark areas. The GALDNet
algorithm performs well across these three metrics due to its effective brightness enhance-
ment and reduced image noise. However, subjective observation reveals significant color
distortion in the results of this algorithm. LIME and Retinex-Net show poor performance in
objective evaluation metrics. Their enhancement results contain substantial noise, and the
Retinex-Net algorithm suffers from severe detail loss. The RUAS algorithm underperforms
when using the proposed approach on all three indicators, and its dark region enhancement
is insufficient. The SSIE algorithm performs best on the NIQE indicator, but not as well as
the proposed approach on SSIM and PSNR, and it also has color distortion problems in
terms of subjective performance.
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4.3. Ablation Experiment

To demonstrate the effectiveness of the CBAM attention mechanism and the color
restoration term in the loss function of the proposed algorithm, ablation studies are con-
ducted on each module.

4.3.1. CBAM Attention Mechanism

This section quantitatively assesses the impact of the CBAM module. Training and
testing are performed on the same dataset, and various evaluation metrics are compared, as
shown in Table 2. The addition of the attention mechanism module lowers the NIQE index,
while both SSIM and PSNR show improvements, indicating that the module improves
brightness. Notably, the performance is best when two attention mechanism modules are
added, with the approach of applying channel attention first, followed by spatial attention
(CBAM), yielding the most effective results.

Table 2. Index data with attention mechanisms.

Model Attention Mechanism SSIM PSNR NIQE

1 none 0.782 20.144 7.030
2 channel attention 0.797 20.169 5.924
3 spatial attention 0.804 20.166 5.600
4 spatial and channel attention 0.822 20.188 5.105

5 (Ours) channel and spatial attention (CBAM) 0.826 20.200 5.057

4.3.2. Color Restoration Term

To validate the contribution of the color restoration term in boosting model per-
formance, several ablation experiments are conducted, as shown in Table 3. In these
experiments, the color restoration term is removed to observe changes in performance, pro-
viding a clearer understanding of its significance in enhancing overall model effectiveness.
Initially, we modify a model that already uses our optimized loss function by removing the
color restoration term. We then retrain the modified model using the same datasets and
training parameters, documenting its performance. It is observed that the configuration
using CBAM and our optimized loss function produces the highest performance. Even
when CBAM is not used, the configuration using the loss function with the added color
restoration loss item performs better than the configuration using the regular loss function.
The color restoration loss term reduces the NIQE metric, making the enhanced images
appear more natural by reducing color deviation.

Table 3. Index data with color restoration terms.

Model CBAM Color Restoration Term SSIM PSNR NIQE

1 × × 0.793 19.822 6.142
2

√
× 0.819 20.050 5.520

3 ×
√

0.782 20.144 7.030
4 (Ours)

√ √
0.826 20.200 5.057

5. Conclusions

In this paper, a U-net network based on attention mechanisms is built, decomposing
the illumination and reflectance components of low-light images based on Retinex theory.
The local, adaptive enhancement function adjusts the enhancement level for different re-
gions of the image, ensuring that both dark and bright areas are optimally enhanced for
improved overall image quality. In addition, an unsupervised learning loss function is
introduced. The proposed algorithm exhibits minimal dependence on the quality of the
training dataset, low computational complexity, and rapid training speed. Experimental
results show that the algorithm produces enhanced outcomes that closely mimic normal
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lighting conditions, featuring more natural lighting enhancement, improved color restora-
tion, minimal color deviation, and preserved image details. It also shows good model
generalization and robustness, with the peak signal-to-noise ratio and structural similarity
index on real images outperforming other state-of-the-art methods. However, there are
still some shortcomings in this study. The proposed model is suitable for unsupervised
low-light image enhancement, and can only process still images, not videos. The local adap-
tive enhancement function adopts the equal division strategy when it divides the image
into blocks as well. In the future, we plan to extend the proposed model to handle video
data, enabling real-time, low-light video enhancement. Additionally, we will explore more
sophisticated image division strategies, such as adaptive or content-aware partitioning, to
further improve the local adaptive enhancement function for better performance and finer
detail preservation.
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