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Abstract: Nowadays, highly portable and low-energy computing environments require programming
applications able to satisfy computing time and energy constraints. Furthermore, collaborative
filtering based recommender systems are intelligent systems that use large databases and perform
extensive matrix arithmetic calculations. In this research, we present an optimized algorithm
and a parallel hardware implementation as good approach for running embedded collaborative
filtering applications. To this end, we have considered high-level synthesis programming for
reconfigurable hardware technology. The design was tested under environments where usual
parameters and real-world datasets were applied, and compared to usual microprocessors running
similar implementations. The performance results obtained by the different implementations were
analyzed in computing time and energy consumption terms. The main conclusion is that the
optimized algorithm is competitive in embedded applications when considering large datasets and
parallel implementations based on reconfigurable hardware.

Keywords: embedded systems; collaborative filtering; recommender systems; parallelism;
reconfigurable hardware; high-level synthesis

1. Introduction

Nowadays, in the framework of the information society, a large amount of information is
being generated from multiple and heterogeneous data sources. The own interaction of the user
who generates or uses this information is added to the same. Representative examples can be
found in areas such as e-commerce (users who buy and value products) and the entertainment
industry (users who value series and movies). This information is usually stored in large databases,
permanently and dynamically growing and updating, which constitute a source of knowledge
regarding user behavior, so that predictions and recommendations can be made. This is where
recommendation systems emerge.

Recommender Systems (RS) [1] are algorithmic techniques that allow users to obtain
recommendations and predictions after an intelligent processing of the data of large databases. RS
give personalized recommendations to the users according to their behavior when requesting and
handling information [2,3]. In this sense, RS are also known as filters because they block the data not
connected to the users’ behavior.

Besides the analysis and recommendation of information, an important application of RS is the
prediction of the users’ behavior. For example, in the Predicting Student Performance (PSP) problem [4],
the score of an evaluation task in the academic environment for a particular student can be predicted
when RS considers it as a ranking prediction problem. Nevertheless, the most popular implementation
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of RS is Collaborative Filtering (CF) [5,6], where users with similar preferences in the past will have
similar preferences in the future [7]. For example, if two users have rated the same movies as positive,
new movies that either rates as positive might be liked by the other user.

A matrix defines the relationship between users and items in CF. This matrix stores the ratings
(explicit or implicit) of the users to the items, and has a high level of sparsity, because users only rate a
small number of available items. Popular online applications, such as e-commerce websites or movies
databases, generate rating matrices composed of thousands of million ratings, where hundreds of
thousands of users have rated hundreds of thousands of items.

The way to fill the gaps of the sparse ratings matrix [8] considers the Matrix Factorization (MF)
technique [9]. MF generates a scalable model for prediction purposes [10] composed of two matrices.
The prediction is a combination of factors as result of multiplying the row corresponding to a user in
the user-latent space with the column corresponding to an item in the item-latent matrix. In addition,
MF assumes that users’ ratings are conditioned by K latent factors describing the items of the system.
MF algorithms try to find these hidden factors through the rating matrix.

We would like to highlight the interest in implementing a CF algorithm in hardware for running
embedded applications due to several reasons. Firstly, we must bear in mind that CF involves large
amount of data because of the number of users and items in databases. The needs of predictions
and data handling involve high computational efforts, especially if real time constraints are required.
Therefore, the design of hardware circuits that accelerate some processes of the algorithm is especially
interesting. Besides, possible embedded applications of CF require fast algorithms if they should
be performed on small, low-power computing environments. Therefore, we focus the research on
implementing embedded applications of CF by considering Field Programmable Gate Array (FPGA)
devices [11], under the Reconfigurable Computing (RC) [12] and System-On-Chip (SoC) [13] concepts.

We propose using FPGA devices for designing accelerated CF algorithms because this technology
combines software flexibility with hardware performance by exploiting parallelism. Thus, if an
embedded implementation is designed carefully by following these advantages, it can provide excellent
results, even surpassing the performance delivered by usual microprocessors or Central Processing
Units (CPU) in similar experimental conditions [14]. Other design approaches based on different
hardware technologies can also be explored. In this sense, Graphical Processing Units (GPUs) can be
programmed by using OpenCL for similar purposes, although their high power consumption could be
a constraint when using them for embedded applications.

In summary, our proposal is to design an embedded, low-energy implementation of an efficient
CF algorithm in order to perform applications on highly-portable light computing environments. Our
approach was successfully tested considering several state-of-the-art datasets.

The remainder of this paper is structured as follows. We present some related works in
Section 2. In Section 3, we discuss the basis of two approaches, basic and enhanced, of CF algorithms.
Next, Section 4 explains the design and implementation of both algorithms, emphasizing on the
parallelization strategy considered for improving the performance results. Section 5 shows a
performance comparison between the two approaches and usual microprocessors, detailing the
state-of-the-art datasets considered, the experimental procedure followed, and the timing and power
results. Finally, the conclusions of this paper are summarized in Section 6.

2. Related Works

RS are a good opportunity to provide advanced services to Internet users. Some classic
examples of heterogeneous successful applications are PHOAKS [15] (it helps users to locate useful
information on the World Wide Web (WWW) examining USenet news messages), Referral Web [16] (it
combines social networks and collaborative filtering), Fab [17] (it combines content-based information
with collaborative filtering), Siteseer [18] (a conceptual recommender system for CiteSeerX), and
many others. However, currently growing concepts in the Internet domain, such as Internet of
Things, autonomous driving, and augmented reality, among many others, are pushing to consider
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new applications of the RS. For example, we can find novel and advanced applications of RS in
vehicles [19], voice-enabled devices [20], smartphones [21], and multimedia data for robustness [22],
diversification [23], and real-time [24] recommendation aims, among many other examples.

In the context of an increasing application of the RS, many research efforts are focused on
improving the accuracy and reducing their limitations. In this regard, RS have some limitations,
especially related to their complexity and difficulty in understanding them. They represent black
boxes that require personalized explanations related to the individuals’ mental models [25], which has
consequences in many areas, such as computer vision [26].

Computing systems based on low-performance and low-consumption microprocessors may
be involved in some of these new fields of application of RS. Thus, there are environments where
RS could run on such computer systems, for example smartphones and IoT devices. In fact, the
demand of computing resources by RS may have limited their application in these areas and devices.
Particularly, mobile RS are an interesting area for online applications (social networks, e-commerce,
and streaming platforms) in situations where the data volume can produce overload. These situations
may occur more and more frequently, given the rapid increase in the use of mobile devices in a context
of continuous growth and improvement of network infrastructure. The links between web and mobile
RS are identified in [27] to provide guidelines for embedded RS in mobile domain. We find some
examples of mobile RS in recommending different types of media to its users using a context-aware
approach [28] or in recommending photos by means of current contextual data in combination with
information found in the photos [29]. Other examples of mobile RS can be found in the mobile news
based on the current context and format [30], the recommendation of music depending on the daily
activities of a person [31], or the passengers of a car [32].

For all the above reasons, the tools and technologies for designing and implementing embedded
computing systems based on low-consumption devices can lead to the application of RS for many
purposes in novel fields. Our proposal considers the reconfigurable technology based on FPGA devices
for implementing fast, low-power collaborative filtering algorithms for embedded applications. This
proposal is in line with other works where ML functions and features have been implemented using
similar technology, for different purposes, mainly for acceleration tasks. Thus, we can find FPGA
technology applied for Convolutional Neural Networks (CNN) [33], Deep Learning (DL) [34], K-Means
clustering [35–37], and kernel density estimation [38], among others.

It is particularly interesting to explore the application of FPGAs for CF, especially for
acceleration purposes. In this regard, there are some attempts to accelerate tasks involved in
cloud services and large databases, such as Amazon [39]. We can find some examples of FPGA
implementations of different aspects of RS algorithms, rather than the whole system itself. For example,
a Stochastic Gradient Descent (SGD) algorithm [40] used for training some RS models is implemented
on FPGA considering single-precision floating-point [41]. In this sense, our proposal takes a step
forward, as we undertake the complete implementation of two CF algorithms, which are capable of
handling real datasets.

3. Recommender Systems: Two Approaches

In this section, we present two approaches of CF algorithms, detailing their mathematical
descriptions and how they work.

3.1. Basic Algorithm

In the context of machine learning, MF technique represents a well known family of algorithms
that split a matrix X ∈ Rn×m into two matrices U ∈ Rn×k and V ∈ Rk×m, in such a way that X ≈ U ·V
[42]. Note that the rank of the matrices U and V is much smaller than the rank of X, since k� n and
k� m. Therefore, the factorized matrices U and V contain a compact representation of the original
matrix X.
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Applied to CF, MF based RS factorize the sparse rating matrix R ∈ Rn×m that contains the set of
known ratings of n users to m items [43]. The fundamental assumption of these kinds of algorithms
is that the ratings of the users to the items are conditioned by a subset of latent factors intrinsic to
the users and items. For example, in a movies’ RS, it is assumed that the rating a user provides to a
movie is conditioned by the genre of that movie. As consequence of the factorization process, two new
matrices are generated: P ∈ Rn×k, which represents the k-latent factors of the n users; and Q ∈ Rm×k,
which represents the k-latent factors of the m items. Once the factorization is performed, the rating
predictions (r̂ui) of a user u to an item i can be computed by the dot product of the row vector of the
matrix P that contains the latent factors of the user u (~pu) and the column vector of the matrix Q that
contains the latent factors of the item i (~qi):

r̂ui = ~pu ·~qT
i . (1)

Hence, the learning process consists on find the optimal parameters for the matrices P and Q
that verifies

R ≈ P ·QT . (2)

This process is usually raised as an optimization problem in which the quadratic difference
between the known ratings (ru,i) of the matrix R and the predicted ones (~pu ·~qT

i ) must be minimized:

min
~pu ,~qi

∑
(u,i)∈R

(ru,i − ~pu ·~qT
i )

2. (3)

The most popular implementation of MF applied to CF is Probabilistic Matrix Factorization (PMF) [44].
PMF performs the factorization thorough a probabilistic model that represents interaction between the
users and items in a CF context. Figure 1 contains a graphical representation of this probabilistic model.
The figure contains three representational elements: circles that symbolize random variables; arrows
between two variables that indicate dependence between that random variables; and rectangles that
indicate repetitions of the random variables. The color of the circles indicates if the random variables
are observed (black) or must be learned (white). As we can observe, there exists three random variable:
Rui that symbolizes the rating of the user u to the item i; Pu that symbolizes the latent factors of each
user u; and Qi that symbolizes the latent factors of each item i. The arrows between Pu and Qi with
Rui denote that there exists dependency between the rating of user u to item i and the latent factors of
user u and item i. PMF assumes a Gaussian distribution for all the random variables. σR, σP and σQ
denotes model hyper-parameters.

Pu

UI
R
ui

R

Q P

Qi

Figure 1. Graphical representation of PMF model.
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Algorithm 1 summarizes PMF. The inputs are the rating matrix R, the number of latent factors K,
and the hyper-parameters to control the learning process λ and γ. The outputs are the latent factors
matrices P and Q learned from the rating matrix.

Algorithm 1: PMF algorithm.
input : R, K, λ, γ
output : P, Q
Create a random matrix P with U rows and K columns
Create a random matrix Q with I rows and K columns
repeat

for each user u do // This loop can me parallelized for each user
for each item i rated by user u do

error = R[u][i] - dotProduct(P[u], Q[i])
for each factor k do

P[u][k]+ = γ · (error · P[u][k]− λ ·Q[i][k])

for each item i do // This loop can be parallelized for each item
for each user u that has rated the item i do

error = R[u][i] - dotProduct(P[u], Q[i])
for each factor k do

Q[i][k]+ = γ · (error ·Q[i][k]− λ · P[u][k])

until convergence
return P, Q

3.2. BNMF Algorithm

Bayesian Non-negative Matrix Factorization (BNMF) [9] model is another factorization model
designed for CF based RS. BNMF model has demonstrated its superiority by providing more accurate
predictions and recommendations than PMF model. As PMF, BNMF factorizes the rating matrix in a
probabilistic way.

The main objective of BNMF is to provide an understandable probabilistic meaning of the latent
factors space generated as consequence of the factorization process. To achieve this, the model has
been designed in such a way that it better represents the interaction between users and items. Instead
of assuming a continuous distribution to represent ratings, such as Gaussian distribution, a discrete
distribution is used. This coincides with the reality of most CF systems, where users must rate items
on a pre-set scale (e.g., 1–5 stars).

Figure 2 contains a graphical representation of BNMF model. The model is composed by the
following random variables:

• ~θu is a K dimensional vector from a Dirichlet distribution. This random variables are used to
represent the probability that a user belongs to each group.

• κik from the Beta distribution used to represent the probability that a user in the group k likes the
item i.

• Zui from the Categorical distribution used to represents that the user u rates the item i as if
he or she belongs to the group k.

• ρui from the Binomial distribution used to represent the observable rating of the user u to the item i.

The model also contains the following hyper-parameters:

• α is related to the possibility of obtaining overlapping groups of users sharing the same
preferences.

• β is related to the amount of evidences required to belong to a group.
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• K is related to the number of groups (i.e., number of latent factors) that exists in the dataset.
• R is related to the Binomial distribution which take values from 0 to R.

To be able to compute predictions with the BNMF model, we must determine the conditional
probability distribution of the non-observable random variables given a set of observations (i.e., the
known ratings). Applying the variational inference technique [45], we can obtain the algorithm to
perform this task. Algorithm 2 contains a detailed explanation about the training phase of BNMF
model. For further information about the inference process, see [9].

Algorithm 2: BNMF algorithm. The algorithm returns the latent factors for each user and item.
Input ratings (rui) must be normalized.

input : rui, α, β, K, R
output : puk, qik
temp : γuk, ε−ik , ε+ik , λuik, λ′uik
Initialize γuk
Initialize ε−ik
Initialize ε+ik
repeat

for each user u do
for each item i rated by user u do

for each factor k do
λ′uik ← exp(Ψ(γuk) + r+ui ·Ψ(ε+ik ) + r−ui ·Ψ(ε−ik )− R ·Ψ(ε+ik + ε−ik ))

for each factor k do

λuik ←
λ′uik

λ′ui1+···+λ′uiK

for each item i do
ε+ik ← β

ε−ik ← β

for each user u do
γuk ← α

for each item i rated by user u do
for each factor k do

γuk ← γuk + λuik
ε+ik ← ε+ik + λuik · R · rui
ε−ik ← ε−ik + λuik · R · (1− rui)

until convergence
for each factor k do

for each user u do
puk ← γuk

∑ f=1..K γu f

for each item i do

qik ←
ε+ik

ε+ik+ε−ik
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Figure 2. Graphical representation of BNMF model.

4. Hardware Designs for Embedded Applications

In this section, we present the hardware implementations of PMF and BNMF. The purpose of
both implementations is twofold. On the one hand, the operations of the algorithms are accelerated by
using the parallelism that hardware provides; on the other hand, the energy consumption is reduced
in comparison with usual microprocessors.

4.1. PMF Design

PMF was parallelized by considering High-Level Synthesis (HLS) technology [46]. HLS transforms
C specifications (C, C++, SystemC, or OpenCL code) into a Register Transfer Level (RTL) implementation,
which allows us to synthesize the design to any Xilinx FPGA. This way, HLS facilitates the fast design
of efficient circuits by parallelizing code automatically. Specifically, for this work, we considered
Vivado HLS tool [47], which was deeply analyzed by O’Loughlin et al. [48].

The main parallelization strategy for PMF is described in [49]. As we can see in Algorithm 1,
two consecutive loops can be parallelized after initialization in order to update the corresponding
factorized matrices for each user/item. These loops are sequentially performed several times.

4.2. BNMF Design

In this section, we show how we implemented the BNMF algorithm on a reconfigurable hardware
platform. Previously, we implemented two versions of PMF on FPGA. The first version was a simple
design without parallelism in order to check the viability of using an embedded operating system
for running a full recommender system and analyze its performance. The second version was a
parallelized design in order to accelerate the operations. Therefore, next, we focused our efforts just on
implementing a parallelized design of BNMF, once checked the viability of using the same hardware
platforms and software tools applied to PMF. In this section, we detail how we designed the BNMF
algorithm for a high-performance implementation on FPGA.

The main tools used for the design of the BNMF algorithm in an FPGA are summarized in
Table 1. Zedboard is a low-energy and low-cost prototyping board that mounts a programmable
System-on-Chip (SoC) including an ARM processing architecture. Furthermore, there are many
elements and features to design any computing system based on Linux, Windows, and Android
operating systems, among others, and interact with the user’s needs.

Table 1. Main tools for implementing BNMF in FPGA.

Hardware Zedboard Zynq-7000

SoC: Xilinx Zynq XC7Z020
Elements: HDMI, VGA, audio, Ethernet, SD, USB ...
Memory: 512 MB DDR3
Oscillators: 100 MHz and 33.3 MHz

Operating System Linaro OS

Software Xilinx Vivado HLS
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Figure 3 shows the architecture where BNMF is implemented and executed. This architecture
basically consists of three elements, mutually communicated along an AXI bus: external memory,
multiprocessor system, and programmable logic.

• The memory of type DDR3 can store up to 512 MB. It hosts the datasets that provide the users
and items to the RS, as well as the main program to control the BNMF flow. Storing the datasets
in the external memory instead of in the internal memory blocks of the FPGA frees up space in
the programmable logic to implement the BNMF core. In addition, an AXI interface was chosen
to implement parallel access to memory so as not to limit bandwidth excessively. However, very
large datasets may exceed the available memory capacity; in this case, the dataset is hosted on the
SD card together with Linaro OS.

• The multiprocessor system is based on an ARM Dual Cortex-A9. It just runs the main control
program: basic operations for initializing and starting the BNMF core implemented in the FPGA,
as well as getting and displaying the results returned by it.

• The SoC block implements the BNMF core. The main advantage of this block is the high
parallelization level of the operations described in Algorithm 2. Thus, the expected performance
of this design would be higher than the performance given by a simple sequential code in the
same main control program.

MPCore System

ARM Dual Cortex-A9

control program execution

initializations

call BNMF

get results

display results

FPGA Xilinx Zynq-7000 SoC

XC7Z020-CLG484

BNMF core

start

loads users/items

performs parallel

calculations

returns results

Memory

512 MB DDR3

datasets

users

items

AXI bus
control

program

Figure 3. Basic architecture for BNMF on the Zynq Zedboard 7000.

As we did in PMF, we installed an embedded Linux OS (Linaro distribution) on the board in
order to allow running the BNMF on the FPGA. This OS is launched from a separated partition in the
SD card, thus the changes made by the program are written in that partition. The Linaro filesystem
is a complete Ubuntu-based Linux distribution with graphical desktop. The advantage of using the
Linaro is that we can work with the ZedBoard just as if we used a commercial processor. Thus, the
code executed both in ZedBoard and in CPU is exactly the same.

4.3. Parallelization Strategy

In this section, we detail how the parallel implementation of the BNMF algorithm was designed.
The results obtained in PMF encouraged us to improve the performance by designing a more accurate
parallel design in BNMF.

The parallel design was developed mainly by programming with HLS. However, we also modified
the design manually by including different optimization directives provided by HLS in order to
increase the fine-grained parallelism without the need to modify the C code, in order to obtain a higher
performance circuit. Thanks to these directives, we managed the way of parallelizing certain loops
and operations. The most used directives were those for unrolling loops or functions, which allow
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us to work with arrays in parallel. Additionally, other directives to later transfer data to the BNMF
algorithm were used too.

Figure 4 allows explaining easily the parallelization strategy followed by the design. First,
according to Algorithm 2, we perform random initializations of γ, e+ and e− in parallel, since they
are matrices and are highly parallelizable.

Next, four consecutive blocks implement parallel operation for calculating some sections of the
algorithm. These four blocks are executed sequentially because there is a clear data dependency
between them.

The update of λ requires a great computational cost, since we could define it as a matrix vector.
Basically, the parallelization consists in updating each of the elements of that matrix vector in parallel. Then,
we also perform the update of e+ and e− in parallel. Finally, we calculate the user factors a and b in parallel.

,, ,, ,,Initialization

parallel tasks

sequential

tasks i1 i2 i iI

k1
k2

kK

k1
k2

kK

k1
k2

kK

, ,

Parallel block for calculating , and ,

k1
k2

kK

i1 i2 iI
k1
k2

kK

i1 i2 iI
k1
k2

kK

i1 i2 iI

k

i

u1 u2 u uU

Parallel block for calculating , ,

, ,

k

i

u1 u2 u uU

k1
k2

kK

i1 i2 iI
k1
k2

kK

i1 i2 iI

,, ,

k1
k2

kK

i1 i2 iI

Parallel block for calculating , , , , and ,

Convergence?

No

k1 k2 k kK

Parallel blocks for calculating , and ,

,

u1 u2 uU

i1 i2 iI

Yes

u1 u2 uU

i1 i2 iI
u1 u2 uU

i1 i2 iI

,

u i

k

items

i

users

u

factors

End

Start

Figure 4. Strategy for parallelizing BNMF.
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5. Performance Comparison

In this section, we highlight the different results obtained by PMF and BNMF. First, we explain the
datasets considered for the experiments. Next, we show the performance results in terms of computing
time and energy consumption.

5.1. Datasets

Both PMF and BNMF were tested using four state-of-the-art datasets of different characteristics,
widely used for this purpose: The Movies Dataset (Kaggle), Movielens-100K, Movielens-1M, and
Netflix-100M (Table 2). These datasets gather the activity of many users when rating movies with
scores from 1 to 5, where each user rates at least 20 movies.

We chose datasets of very different sizes to check the impact of the matrix calculations in the
performance given by the FPGA implementation. To get a rough idea, the product Users × Items goes
from 6.3M in Kaggle to 8495M in Netflix-100M.

Table 2. Datasets used to test PMF and BNMF algorithms.

Dataset Kaggle Movielens-100k Movielens-1M Netflix-100M

Ratings 100,000 100,000 1,000,000 10,000,000
Users 700 943 6,000 480,188
Items 9000 1682 4000 17,691

5.2. Experimental Procedure

Figure 5 shows the phases of the experimental procedure followed in our research. First, we
studied in depth the best way to parallelize BNMF, looking for those operations that can be parallelized
without altering the right calculation of the remaining ones. Once the parallelizaton strategy was
determined, we generated the parallel core using Xilinx Vivado HLS. The BNMF design was exported
as IP core, which can be reached by the processor and memory in the architecture described in Figure 3.
Next, this core was exported as bitstream into the Linaro OS, and the aforementioned datasets were
added to perform the tests. Finally, the BNMF algorithm was executed and the results are validated.

This experimental procedure was performed as many times as different datasets available for
performance purposes.

BNMF parallelization

Vivado HLS parallelization

Export HLS block into Linaro OS in Zynq

Load datasets into Linaro OS in Zynq

Run BNMF

Valid results?

No

Yes

Test another datest

New design

strategy

Figure 5. Experimental procedure.
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5.3. Timing Results

In this section we show the computing time obtained by the hardware implementations of BNMF
and PMF algorithms, and by an up-to-date microprocessor for comparison purposes.

With regard to the FPGA implementation, we measured the elapsed time by using HLS,
considering the same FPGA device and the required operational frequency. Once the design is
synthesized, HLS allows us to know whether the given frequency can be supported by the FPGA
device, as well as the number of clock cycles used by the hardware. Hence, we calculated the elapsed
computing time.

We considered for the CPU experiments an Intel i7-950 with clock frequency of 3 GHz. Note that
the RS implemented on the FPGA reached a very low frequency compared to the CPU: 667 MHz. The
CPU runs codes that implement the same operations described in the PMF and BNMG algorithms,
considering the same parameters and datasets.

Table 3 shows the computing time in seconds of the PMF and BNMF algorithms for the CPU and
FPGA implementations, considering the four datasets. We deduce two interesting conclusions.

Table 3. Computing time (s) and FPGA speedup of PMF and BNMF algorithms for the CPU and FPGA
implementations.

Dataset Kaggle Movielens-100k Movielens-1M Netflix-100M

Algorithm PMF BNMF PMF BNMF PMF BNMF PMF BNMF

CPU (s) 76.12 284.38 33.62 152.22 113.41 504.01 96,381.80 405,843.84
FPGA (s) 1129.70 313.82 831.04 163.72 2934.57 105.93 98,649.80 50,625.32

FPGA speedup ×0.07 ×0.91 ×0.04 ×0.93 ×0.04 ×4.76 ×0.98 ×8.02

First, comparing both algorithms, we can observe that BNMF takes more computing time than
PMF in CPU, although much less in FPGA. The reason is simply that BNMF provides the greatest
parallelization degree in the FPGA implementation. Second, we can observe that, the larger is the
dataset, the better are the results we obtain in the parallel implementation of BNMF in FPGA. In both
the Kaggle dataset and the Movielenes-100k dataset, the time results are very similar. However, the
two largest datasets begin to show a greater computing time difference between FPGA and CPU. Thus,
for the Movielens-1M dataset, the FPGA gets a speedup of almost ×5, while this speedup increases to
×8 for the Netflix-100M dataset.

In conclusion, a FPGA implementation is more attractive for the BNMF algorithm and larger
datasets. As a proposal, it would be interesting to experiment with larger sets corresponding to other
types of data.

5.4. Power Results

Energy consumption is another important metric for computing systems performance. The RS
algorithms have a certain energy impact on the hardware platforms. Knowing this impact is important
because it helps us to optimize energy-aware designs of embedded RS. We keep in mind that embedded
RS can be demanded for computing-intensive cases when performing many predictions over time.

Xilinx Vivado provides the total on-chip power of the FPGA implementations. Table 4 shows the
power in watts of the PMF and BNMF algorithms for the CPU and FPGA implementations, considering
the four datasets. We observe that the power reduction in any FPGA implementation is very high
(more than 80% on average). Therefore, a clear advantage of implementing RS in FPGA is the low
energy consumption with regard to current CPUs.

Under the algorithmic point of view, we can check in Table 4 that BNMF gives a more significant
power reduction than PMF. This fact, along with the computing time reduction for large datasets
deduced from Table 3, encourage us to consider BNMF as the best algorithmic option for building
embedded RS applications.
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Table 4. Power (w) and FPGA power reduction of PMF and BNMF algorithms for the CPU and FPGA
implementations.

Dataset Kaggle Movielens-100k Movielens-1M Netflix-100M

Algorithm PMF BNMF PMF BNMF PMF BNMF PMF BNMF

CPU (w) 8.21 11.33 7.33 10.81 12.31 16.26 32.21 41.20
FPGA (w) 0.95 2.52 0.82 2.24 1.64 4.41 3.03 7.37
FPGA power reduction 88% 78% 89% 80% 87% 73% 91% 83%

6. Conclusions

We researched the performance of two different approaches of collaborative filtering based
recommender systems for embedded applications. For this purpose, we parallelized some operations
by considering high-level synthesis technology for FPGA devices. Regarding computing time, the
FPGA implementation of the Bayesian non-negative matrix factorization algorithm provided good
speedups compared to general-purpose microprocessors when dealing with large datasets, and it
surpassed clearly the results obtained by the probabilistic matrix factorization approach. Furthermore,
the low power consumption of FPGA devices makes interesting the line of exploring computing
solutions for embedded applications of collaborative filtering. In summary, the proposed approach
allows running efficient embedded collaborative filtering applications when using low-energy
computing systems based on FPGAs, taking advantage of the opportunity provided by reconfigurable
computing to exploit parallelism.
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