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Abstract: This study examines the perspectives of university faculty and staff regarding the influence
of artificial intelligence on the higher education teaching and learning landscape following the global
launch of free-to-use OpenAI ChatGPT in the autumn of 2022. The participants were 79 university
faculty and staff from diverse academic fields across all campuses of a multidisciplinary university
in Finland. The data were collected in two phases in May–June 2023 and in March 2024, with focus
group interviews and Learning Café discussions. The results showed that AI has a broad impact on
teaching and studying in higher education. Six main categories were identified: (1) the impact of
AI on students’ learning processes, (2) the impact of AI on teaching, (3) the knowledge required of
future employees and the impact of AI on them, (4) ethical and economic issues, (5) the development
of AI or its use in the future, and (6) the nature of the change brought about by artificial intelligence.
AI is already making inroads into higher education, and participants underscored its dual impact on
teaching and learning, highlighting both opportunities and challenges. While teachers recognized
AI’s potential to enhance teaching and assessment methods, they also acknowledged the need to
adapt their courses accordingly. They expressed concerns about understanding AI’s impact on
students’ learning processes and their own contributions to learning assignments. The participants
emphasized the necessity of providing support and training for teachers to ensure AI is meaningfully
and effectively integrated into teaching and learning practices and landscapes.

Keywords: university faculty and staff; teaching and learning landscape; artificial intelligence;
opportunities and challenges

1. Introduction

Recently, scholars have turned their attention to the evolving landscape of education
in response to the challenges and opportunities arising from the post-pandemic era [1,2].
Reflecting this trend, for instance, the target university implemented the “Future of Teaching
2035” project during the academic year 2022–2023. The initiative aimed to envision scenarios
for the future of teaching and learning through expert workshops and interviews. The
project’s primary focus was on forecasting how changes in the operational environment
would impact higher education. Key questions guiding the project included considerations
such as the future of university teaching, the societal standing of universities in 2035, and the
characteristics of learners and educators anticipated in the future landscape [3]. However, the
concept of an evolving landscape in education is not a new observation; Barnett [4] argued
that while universities have traditionally been seen as the primary producers of validated
knowledge, the landscape has evolved. He posited that knowledge is produced widely across
society, diminishing the pivotal role of universities. Moreover, Barnett characterized the
surrounding world of universities by unpredictability and continuous change. Consequently,
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he advocated for educational adaptation to equip students with the skills necessary to navigate
this supercomplex world [5].

It is essential to understand university teachers’ perspectives on the future of teaching
and learning. Their vision significantly impacts how higher education possibilities are
explored and goals are set [6]. These visions, known as “images of the future,” are mental
constructs composed of concepts, ideas, scenarios, and narratives held by individuals,
groups, organizations, or societies about future possibilities [6]. They shape perceptions
of history and current reality and guide actions to shape the future [6,7]. During societal
transitions, multiple independent and conflicting images of the future emerge from different
interpretations of the times, with each individual or group having its own vision of the
future [6,8].

Information technology will be essential in the teaching and learning of the future.
Recent years have seen a shift towards digital teaching and learning, a transformation
hastened by the 2020 pandemic, which necessitated a swift move to distance learning and
diverse pedagogical practices [9–12]. As a continuation of this, the emergence of artificial
intelligence (AI) has not only transformed the world but also revolutionized teaching and
learning in higher education. During this transition, understanding university teachers’
perspectives on the future opportunities and challenges in higher education is crucial for
preparing for the forthcoming changes. Foresight efforts concentrate on identifying the
essential skills and tasks that will shape future university teaching and learning processes.

Amid accelerating digitization and the rise of artificial intelligence, higher education
and assessment are confronting many conflicting factors. In the spirit of futures research, it
is crucial to collaboratively build future scenarios with university teachers. This approach
ensures that the future landscape of university teaching and assessment is directly shaped
by those immersed in educational experience [13,14]. The aim of this study is to explore
university faculty and staff’s views on the challenges and opportunities in higher education
teaching and learning.

2. Artificial Intelligence in Higher Education

Artificial intelligence (AI) refers to the capability of computers to emulate human-like
cognitive functions, such as reasoning and learning [15]. AI enables computers to solve
complex problems with human-like intelligence and adaptability. Advances in machine
learning (ML) have led to the emergence of sophisticated content generators like generative
artificial intelligence (GAI), capable of creating various formats of content by analyzing
training data. In higher education, the focus has shifted especially to Generative Pre-trained
Transformer (GPT) models [15], notably OpenAI ChatGPT, which uses vast amounts of
digital content to generate human-like text. ChatGPT, released globally at no charge in
November 2022, has sparked debates by showcasing benefits in text creation alongside
ethical challenges regarding authorship [16–19]. ChatGPT engages users in a conversational
way and can answer users’ follow-up questions [20,21]. It generates unique responses to
user queries and can create various types of content, including audio, code, images, text,
simulations, and videos [22].

The reception of AI applications has been contradictory [23]. Following the launch of
ChatGPT, a wide public debate emerged about the benefits and disadvantages of free-to-use
AI applications aimed at consumers. In higher education, discussion about the advantages
and disadvantages of the tool began in the faculties and educational programs, while
the most proactive students quickly adopted ChatGPT as a study tool. Some universities
decided to ban its use entirely [24], while others developed guidelines for incorporating
AI in teaching and learning [25–27]. Typically, university policies aim at limiting AI use to
prevent misuse, while allowing pedagogically useful features that enhance teaching and
learning. Students must be informed about the acceptable use of AI in each course and
assessment.

In the first two decades of the 21st century, higher education institutions primarily
used AI applications for academic support as well as institutional and administrative
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services, employing them in a strictly controlled manner for specific purposes [28]. These
applications aimed to assist students, faculty members, or administrators through profiling
and prediction, intelligent tutoring systems, assessment and evaluation, as well as adaptive
systems and personalization. AI also helped manage the assessment of an increasing
number of students in mass courses. However, there was a recognized need for critical
reflection on the pedagogical and ethical implications of AI in higher education, as well as
a consideration of the associated risks [28].

Using digital technology and AI in teaching can enhance educational effectiveness but
also poses risks related to inequality, privacy, and bias in student profiling [29]. Teachers of-
ten find integrating new technology challenging [30]. However, Kramm and McKenna [31]
argue that if higher education aims to transform students through knowledge, academics
should explore how AI can facilitate this transformation, such as through innovative assess-
ment methods. While ChatGPT’s potential as a pedagogical tool has been acknowledged,
for instance, in designing assignments or providing feedback based on assessment crite-
ria [24,32], concerns have also been raised about the risks of students’ academic misconduct
or cheating [24,32]. Artificial intelligence is already used in teaching and in support of
assessments in different disciplines, but opinions on opportunities and challenges vary by
discipline. The effects of AI on language learning are of concern to researchers [33], but
in nuclear medicine education, for example, research has been conducted on the types of
tasks in which ChatGPT is most useful [24].

New educational technologies, especially AI, present significant challenges to higher
education teachers, requiring increasingly advanced digital competencies [9]. Research
on teachers’ digital competence has often sought to understand what knowledge and
skills teachers should acquire [30]. Building on Shulman’s work on pedagogical content
knowledge [34], Mishra and Koehler [35] introduced a Technological Pedagogical Content
Knowledge (TPACK) framework, which integrated digital technological knowledge with
pedagogical and content knowledge. Content knowledge (CK) encompasses domain-
specific knowledge of key facts and concepts of the subject and an understanding of how it
is structured. Pedagogical knowledge (PK) involves knowledge about teaching and creating
learning environments that support student learning. Technological knowledge (TK) refers
to the ability to use different technologies effectively. The intersections of these various
knowledge types form three additional knowledge types: pedagogical content knowledge
(PCK, knowledge of how to teach a specific content), technological pedagogical knowledge
(TPK, knowledge of pedagogical affordance of technology), and technological content
knowledge (TCK, knowledge in which ways technology and content influence each other).
The more versatile teachers are in their awareness of the complex interactions between
knowledge types, the more effective their teaching with digital tools becomes. This allows
pedagogical methods to make use of technologies to teach content constructively [30].

There is limited knowledge about how university faculty and staff foresee the future of
teaching and learning in higher education. Some evidence suggests that teaching experience
influences beliefs about teaching [9,36] and confidence in using technology [37,38]. Thus,
it is plausible that teaching experience impacts teachers’ views of the future landscape in
higher education. Staff in educational services, who support teachers in using educational
technology, may have a diverse perspective on how technology will change teaching and
learning. In turn, directors of degree programs, responsible for the overall quality of their
programs, might have a broader view of teaching and learning.

Another way to examine university staff and faculty members’ approaches to new
ideas and innovations, including new technology, is through the theory of diffusion of
innovation (DOI) [39,40]. This theory helps understand the adoption of innovations at
the community or group level. The theory divides people into five groups based on
how quickly they adopt a new innovation in comparison with other people in the same
community. The first group is innovators who develop new technologies. Typically, only
a very small number (2–3%) of people in a community are innovators. Innovators are
followed by early adopters who are among the first ones to try out new innovations. Next
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come the two large groups of the early and late majority, each making up over one-third of
the population. The last group who adopts the innovation are laggards. This last group of
people wait until the innovation becomes mainstream before adopting them. In a university
context, we can see staff and faculty members forming a community where some adopt
technological innovations earlier than others. In some cases, the work description of a
person also heavily influences the way individuals see the innovations. For instance, people
who are working in education technology support units are likely to be innovators or early
adopters of technology. Education technology experts are often responsible for selecting
new learning technologies to be used in the institution or are responsible for creating the
support systems for end-users.

The overarching aim of this study is to explore the perspectives of university faculty
and staff regarding the influence of artificial intelligence on the higher education teaching
and learning landscape, following the global launch of the widely used ChatGPT in the
autumn of 2022.

This study seeks to address the following research questions:

RQ1:What aspects of AI are discussed among university faculty and staff members?
RQ2:What challenges and opportunities related to AI do university faculty and staff recog-

nize?

3. Materials and Methods
3.1. Context

This study was carried out at a large multidisciplinary, research-intensive university
in Anon country, with approximately 4000 teachers and researchers and 35,000 students
in eleven faculties. ChatGPT, released at the end of November in 2022, quickly reached
hundreds of millions of users worldwide and also became a topic of discussion in the
higher education context.

3.2. Data Collection and Procedure

This research is based on two datasets (Figure 1): Data 1 was collected in May–June
2023, when the university had just realized the arrival of artificial intelligence, and Data
2 and 3 were collected in connection with two artificial intelligence seminars held at the
university in March 2024.

Figure 1. Timeline of the empirical study.

Data 1 consists of purposively sampled interview data collected in May and June
2023. Respondents were deliberately selected based on their demonstrated interest in the
advancement of teaching and learning, as they were likely to offer valuable insights into
the research questions. The interviews were conducted as focus group interviews, with
each session involving two to four participants and lasting around 60 min. Participants
filled in a short background information form, which surveyed their teaching experience
and pedagogical training and their consent for using their responses in the research. The
interview questions concerned the opportunities and challenges of the future of teaching
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and learning (Appendix A). There were always two researchers present in the focus group
interviews. One researcher led the discussion and the other one observed and added
follow-up questions if needed.

There were altogether seven focus group interviews in Data 1, comprising a total of
21 university teaching staff members or educational technology experts. The groups were
organized as follows: three groups of experienced teachers (9 participants), two groups of
young teachers (5 participants), one group of directors of degree programs (3 participants),
and one group of educational technology experts (4 participants). The young teachers had
4–10 years of teaching experience, while all the other groups had accumulated 11–20 years
of teaching experience. Educational technology experts had the most pedagogical training,
having completed an average of the full 60 ECTS (European Credit Transfer and Accumu-
lation System) study credits in university pedagogy. The other groups had 25–59 ECTS of
pedagogical training. The participants represented faculties of arts, educational sciences, law,
medicine, veterinary medicine, social sciences, science, and theology, as well as educational
technology services, which are part of the teaching and learning services unit. Education
technology experts were invited because they are often among the first to become aware of
new innovations related to the learning environment. Directors of degree programs were
included because their responsibilities involve monitoring and developing the quality of teach-
ing, which requires them to consider long-term processes and future trends in education. In
addition, we invited teachers at different career stages to capture a broad range of perspectives
from the teaching faculty. The interviews explored participants’ perceptions of the future of
teaching and the assessment of teaching at the university. Although artificial intelligence was
not mentioned in the questions, it emerged in every focus group discussion.

We gathered additional data (referred to as Data 2 and Data 3) in March 2024 from
university faculty and staff members to deepen our understanding of the focus group
results pertaining to AI-related topics. We gathered Data 2 and Data 3 through workshops
that we organized in conjunction with an AI seminar at the university during March 2024.
We collected Data 2 during an AI-themed event for university staff and faculty members,
primarily comprising teaching faculty. Similarly, Data 3 was obtained from a comparable
AI-themed event aimed at staff members from teaching and learning services. Both Data 2
and Data 3 were acquired through convenience sampling during the workshops, which
were structured as Learning Cafés (Learning Café is a collaborative method for discussion
and sharing ideas. People are divided into small groups and each group is introduced
to a discussion topic. The groups discuss the topic for 15–20 min and summarize their
thoughts on post its or some online platform that everyone in the room can access. After
the 20 min, the groups leave their notes on the topic on the table and move on the next table
to discuss another topic. The Learning Café method enables the participants to discuss
several topics during the session and build on each other’s thoughts), wherein small groups
engaged in discussions on AI in higher education. Workshop participants completed
background information forms, which included inquiries about teaching experience and
pedagogical training, along with providing consent for the use of their responses in the
research. Only the notes from participants who consented to participate were utilized in
this study. A total of 58 faculty and staff gave their consent to use their Learning Café notes
as research data. In Data 2, the median teaching experience was 4–10 years, but 27% of the
respondents had no pedagogical training, and the median was 11–25 ECTS. In Data 3, the
median of teaching experience was 0–3 years, but 44% of the respondents did not have any
pedagogical training, and the median of pedagogical training was 1–10 ECTS.

The discussion topics at the workshop were chosen based on the Data 1 analysis
results. The themes most strongly expressed in Data 1 were introduced as discussion topics:
(1) the impact of artificial intelligence on studying, (2) the impact of artificial intelligence
on teaching, (3) the impact of artificial intelligence on assessment, (4) ethical and economic
issues related to artificial intelligence, and (5) the threat and opportunity considerations
related to the development of artificial intelligence (Appendix B). The participants of the
workshops summarized their thoughts on their discussion topics either on post it notes or
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an electronic platform. Typically, these notes were short, one sentence long. For instance,
“AI may produce distorted or biased information e.g., on people in other cultures, which
is ethically wrong”, or a few words long, for instance “[AI] helps with brainstorming,
structures thinking”.

In these Learning Café small group discussions, the role of the researchers was to
introduce the discussion topic for the group and remind the participants to write down
their thoughts. In the case that there were more small groups than researchers, some groups
discussed independently. The notes from the workshops enriched our existing interview
data by adding more perspectives for the five themes found in the interview data. In
addition, the workshops gathered thoughts of a larger group of staff and faculty members
in the university. Altogether, Data 2 and 3 contain notes from 15 small group discussions
on five themes.

3.3. Analysis

In this study, we conducted qualitative content analysis to scrutinize data from tran-
scribed focus group interviews and notes from the workshops, integrating insights from
multiple sources [41–47]. We employed an inductive and iterative approach to develop
the categories through meticulous data analysis. To sustain ongoing involvement with the
interviews, we revisited the transcribed raw data while forming and refining categories
and provided quotations as evidence for each category (Table 1) [41,43]. We conducted
qualitative analysis of the two datasets using ATLAS.ti Windows (Version 23.4.0.29360) [48].

The analysis proceeded as follows: (1) transcription of the focus group interviews,
data 1; (2) immersion by two researchers in the entire focus group material; (3) identification
of the theme of artificial intelligence as significant, prompting focus on this topic within
the research group; (4) coding of descriptions related to artificial intelligence; (5) testing
and establishment of initial six categories by two researchers; (6) discussion of categories
within the research group; (7) creation of discussion topics for AI workshops; (8) storing the
notes from the AI workshops (answers on an electronic platform or as notes on post its) in
one document; (9) enriching the existing categories with ideas expressed in AI workshops;
(10) after discussing the results as a group, we decided to present the findings from both
datasets as complementary sub-studies (Study 1 and Study 2) within this paper. Detailed
information on the categories, subcategories, and raw data citations supporting the analysis
is in Table 1.

In this study, we took several measures to ensure trustworthiness through the follow-
ing key criteria: credibility, transferability, dependability, and confirmability [46,49–51]. We
established credibility by triangulating two qualitative data types and reaching consensus
within the research group. Further, we aimed to strengthen the transferability by providing
detailed descriptions of the study’s context and participant backgrounds. This enhances
relevance to comparable contexts like higher education units. We meticulously documented
data collection and analysis procedures to reach dependability. Finally, we aimed to ensure
confirmability via transparent documentation of data analysis steps and consensus-seeking
discussions within the research group to mitigate bias. Table 1 below gives examples of how
we classified some original quotations from our data into the appropriate subcategories
and further into the main categories.
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Table 1. Classifying original quotations into the appropriate subcategories and further into the categories. Labels in parentheses refer to focus groups 1 to 7 and the
ordinal number of the original code. WS refers to notes from the workshops.

Original Quotation Subcategory Main Category

But my own kind of philosophy maybe is. . . that in the final stage of your studies you just have
to accept the fact that the AI will be part of doing your master’s thesis or the like. . . (7:26) 1.1. AI supporting students and learning

1. The impact of AI on students’ learning processesBut then, I am worried about those big language models and AI. . . they write an essay in two
seconds. How this influences student learning—is the upshot real learning or is it just a really
nice text that has been tidied up so that it corresponds to the task that was given. (6:9)

1.2. AI’s effect on the quality of learning

That they are all very simple right now, it is terrible copying. (5:15) 1.3. The essence of learning.

It is somehow troublesome, as it also elaborates anyway. . . those aims of the teaching. . .as we
in a way mechanize things, then of course no need for them <aims> is left anymore. . .what
ChatGTP is capable of doing, then it does not make any sense for me to examine, ask a
student---(6:13)

2.1. The impact of AI on the content or objectives of education

2. The impact of AI on teaching
. . .add some empirical research to teaching, in that case you must really do. . .what I have
already done, too, is that there are not only tasks that are based on literature but also an
additional interview in which you have to apply. . . For instance, an interview with a relative
(7:31)

2.2. The impact of artificial intelligence on teaching materials, teaching
methods, or how teaching is organized

AI and this ChatGPT and these. . .they are such . . .that we should now learn how to use
them. . . that how we create such tasks for assessing learning in which one could use that
ChatGPT and still learn and show what you have learnt, although you had utilized some of
artificial intelligence. . . (3:16)

2.3. The Impact of AI on learning assessment

. . .if we for example want that artificial intelligence is utilized in one way or another in
learning or in the planning of teaching, so how is our gang going to support it (1:36) 2.4. Support for teachers in the use of AI

. . .also the needs in working life will change for the knowledge workers in the future. . . what
kind of roles are left for human investigators in the future, if the part that is replaced grows
larger and larger. . . in my view, perhaps, we’ll have more and more help from artificial
intelligence. (6:14)

3. The knowledge required of future employees and the impact of AI
on them

Who pays for the new tools and tech needed? (WS1) 4.1. Financial challenge

4. AI and ethical and economic issues
Where goes the line between what is considered self-produced material (teaching material and
students’ text). . . (WS2) 4.2. Ethical challenges for the teacher and the degree program

. . .they are good students, they are able to use it, because they understand what’s the point, so
in that case it only makes their job more efficient and it’s not a problem. And the poor ones are
not able <to use AI> and they get caught. . . (4:3)

4.3. Student-related ethical challenges

It becomes unclear what is true and what is not (images). (WS2) 4.4. Trustworthiness of the information

And it is certainly important. . . to see this kind of new things like ChatGPT as an opportunity
rather than a threat. At least my first thought was that oh dear, this is going nowhere. But
perhaps we should orient ourselves to possible ways of utilizing it, because you are forced to
keep abreast of new developments. (3:18)

5. The development of AI or its use in the future

I do think that the biggest challenge of all is related to that artificial intelligence. . . My wild
guess is that the next few years will see wild development and then it will perhaps become a
bit steadier. It is my guess. And that you somehow manage to keep up to date—“OK, now the
artificial intelligence is able to do this and that and that kind of thing could be done this
way”—I think that it will be highly challenging for many people. (7:3)

6. The nature of the change brought about by artificial intelligence
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4. Results

Based on the analysis of Data 1, we found that although artificial intelligence was not
mentioned in the focus group interview questions, the topic emerged spontaneously and
strongly in the discussions of all focus groups.

4.1. Results 1, Study 1: Main Categories

The respondents brought up AI when asked what kind of future possibilities or
challenges they see for teaching or learning assessment, what should happen to realize the
opportunities, and what kind of support teachers would need to face such challenges. The
respondents discussed the following aspects of AI (RQ1) that we identified as six main
categories relating to the impact of AI on higher education teaching or learning: (1) the
impact of AI on students’ learning processes, (2) the impact of AI on teaching, (3) the
knowledge required of future employees and the impact of AI on them, (4) ethical and
economic issues, (5) the development of AI or its use in the future, and (6) the nature of
the change brought about by artificial intelligence. Opportunities and challenges of future
higher education teaching and learning are discussed through these six categories. Of the
main categories, “The impact of AI on teaching” (37%) received the most mentions, which
is natural, of course, because most of the respondents were teachers at this point, and the
AI discussion was only in the beginning in the spring of 2023. The second largest was
the category “The development of AI or its use in the future” (18%). On the other hand,
the subcategory related to students, the impact of AI on students’ learning processes, also
generated a lot of discussion among the respondents (16%) (Table 2, see also Table 1 above).

Table 2. Percentages of the main categories in responses.

Main Category Percent

1. The impact of AI on students’ learning processes 16%
2. The impact of AI on teaching 37%
3. The knowledge required of future employees and the impact of
AI on them 9%

4. AI and ethical and economic issues 9%
5. The development of AI or its use in the future 18%
6. The nature of the change brought about by artificial intelligence 11%

We also checked differences between the focus groups in the distribution of the main
categories (Table 3). The strongest main category, the impact of AI on teaching (2), led
to a lot of discussion in all groups. Young teachers and educational technology experts
talked about the themes of all categories (1–6) relatively evenly. In addition to category 2,
experienced teachers talked a lot about the impact of AI on students’ learning processes
(1) and the development of AI or its use in the future (5). All the focus groups except the
directors of the degree program talked about all the themes. The knowledge required of
future employees and the impact of AI on them (3) and AI and ethical and economic issues
(4) were the least mentioned themes.
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Table 3. Differences between the focus group in the distributions of the main categories, frequencies
of mentions.

Experienced
Teachers, 3 FG, 9
Participants

Directors of
Degree Program, 1
FG, 3 Participants

Young Teachers, 2
FG, 5 Participants

Educational
Technology
Experts, 1 FG, 4
Participants

Totals

1. The impact of AI on
students’ learning processes 11 (23%) - 2 (8%) 5 (14%) 18

2. The impact of AI on
teaching 16 (34%) 7 (70%) 9 (38%) 11 (31%) 43

3. The knowledge required of
future employees and the
impact of AI on them

3 (6%) - 3 (13%) 4 (11%) 10

4. AI and ethical and
economic issues 5 (11%) - 3 (13%) 3 (9%) 11

5. The development of AI or
its use in the future 9 (19%) 1 (10%) 4 (17%) 7 (20%) 21

6. The nature of the change
brought about by artificial
intelligence

3 (6%) 2 (20%) 3 (13%) 5 (14%) 13

Totals 47 (100%) 10 (100%) 24 (100%) 35 (100%) 116

Note. FG = focus group.

4.2. Results 2, Study 2: Enriched Categories

Our second research question focused on what challenges and opportunities related
to AI faculty and staff recognize (RQ2). To answer this research question, we used all the
datasets we had: interview data (Data 1) and the data from the workshops (Data 2 and 3).
In the following, we present in more detail the contents of the main and subcategories
(Table 1) that have been enriched with Data 2 and 3. The highlights of the results concern-
ing opportunities and challenges are also placed in the TPACK framework (Figure 2) in
Section 4.3.

Figure 2. Results seen through the TPCK framework.
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The first category, the impact of AI on students’ learning processes (1), consisted of
three subcategories: 1.1 AI supporting students and learning, 1.2 AI’s effect on the quality of
learning, and 1.3 The essence of learning. Subcategory 1.1 AI supporting students and learning
highlighted both the challenges and opportunities. The challenges related to the need
of sufficient technical support and knowledge of which are relevant AI tools and how to
utilize them. In addition, both students and teachers need to be able to critically view the
sources of information. The respondents also mentioned several opportunities that AI may
offer. These included more abstract suggestions, such as AI facilitating faster and deeper
learning, or supporting students’ thinking. However, more concrete ideas also emerged
from the data: AI supports students’ writing process by helping them to get started with
writing (getting over the fear of an empty page), AI may help to simulate various situations,
AI may help students with disabilities, or AI may act as a discussion partner and thus
support learning.

The second subcategory, 1.2 AI’s effect on the quality of learning, further emphasized
the threats and challenges of AI in learning. This subcategory contained notions on how AI
may decay the depth of knowledge that students learn or replace their own thinking. There
was also a concern that AI produces new texts that do not contain any new perspectives
or insights, or that students would not learn what they should learn during their studies
because they do not complete the assignments themselves but instead ask AI to do the
work for them. AI makes it possible to externalize the thinking to AI. There were also
expressions of fear that the students will not learn how to retrieve information and how to
create new knowledge themselves anymore.

The third subcategory, 1.3 The essence of learning, was narrower. The respondents
mentioned as an opportunity that perhaps teachers will have more time to focus on the
essentials in the future because AI and studying will be more fun. A long, interactive study
process will also become important. As a challenge, the respondents questioned whether
students would be able to experience moments of realizations themselves anymore.

The second main category, the impact of AI on teaching (2), consisted of four subcat-
egories: 2.1 The impact of AI on the content or objectives of education, 2.2 The impact of
artificial intelligence on teaching materials, teaching methods, or how teaching is organized,
2.3 The Impact of AI on learning assessment, and 2.4 Support for teachers in the use of AI.
AI challenges the contents and objectives of education (2.1) and brings pressure to develop
them. For example, students must be taught the use of AI and AI literacy. The goals of
education need to be re-evaluated, because AI could replace some of the work carried out
by humans in the future.

AI also challenges the teaching materials and methods used, and more generally,
teaching (2.2). Respondents considered that course assignments should be modified so that
AI could not produce direct answers. On the other hand, this was seen as requiring more
educational resources than before. AI was seen as an opportunity, as it would allow the
teacher to create questions, teach programming, make illustrations and other materials,
and communicate more easily. In addition, AI would allow teaching to be developed in a
more student activating and applied direction, as time is saved for challenging tasks.

AI was perceived as a challenge for the assessment of learning (2.3). Verification
of student learning was seen to become more difficult when one can no longer be sure
whether AI has produced the student’s output. The challenge is to change the focus of
assessment to more applied tasks. This would affect the intended learning outcomes,
but the courses might then become too demanding. Return to oral examinations was
also suggested, but there was fear of their resource-consuming effect. AI also challenges
teachers in the sense that a teacher must learn how to use it to perform suitable assessment
tasks. The ethical issues of assessment were furthermore seen as a challenge. Artificial
intelligence can be used for assessment, but a student’s data security or legal security might
suffer, and responsibility or transparency become issues. Students need clear limits on
the permitted use of AI, and teachers need new ways to identify the text produced by AI.
Another challenge was that the usability or use of AI is different in different fields and
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countries. It is also challenging to provide the support needed by teachers in a sufficiently
clear format (2.4).

Artificial intelligence was also seen as an opportunity for assessment (2.3). It can be
used to assess short clear tasks or to provide individual feedback. The teacher could use
the saved time for demanding tasks. Respondents further wondered if AI’s assessment
would be more objective than humans’. In addition, a possibility of increasing the number
of students was alluded to if AI could perform some of the assessments.

The third main category described the knowledge required of future employees
and the impact of AI on them (3). According to the respondents, AI is both an opportunity
and a challenge for the future employee. On the one hand, different AI applications can be
used in different ways in future work and as a co-worker, while on the other hand, AI will
bring a lot of uncertainty into future working life, because it will replace a human in many
tasks and the tasks of a human will change. Presumably, this increases temporary work
and puts pressure on the employee to quickly learn new things. The challenge from the
university’s perspective is also to be able to anticipate what the future working life will
require of students studying now, and how the required expertise will change. In addition,
the respondents were worried about a possible decrease in the level of expertise due to
artificial intelligence.

The fourth main category, AI and ethical and economic issues (4), consisted of four
subcategories: 4.1 Financial challenge, 4.2 Ethical challenges of the teacher and the degree
program, 4.3 Student-related ethical challenges, and 4.4 Trustworthiness of the information.
This was one of the main categories that the data from the workshops (Data 2 and 3)
enriched considerably and provided more many-sided points of view of the topic, thus
suggesting the need for the four subcategories. The economic challenges (4.1) are related
to the chargeability of AI. Who will pay if AI becomes chargeable? There was also a fear
that universities will be asked to educate more students with the same resources as before
because AI saves time.

In addition, AI was seen to challenge teachers and educational programs in many
ways (4.2). Can the use of AI tools be banned in studies when they will be needed in
working life? Finally, attention was drawn to the equal treatment of students when it
comes to the usage of AI. It was pointed out that strong students may benefit from using
AI because they know what they are doing, whereas weaker students may use AI to avoid
doing the work themselves (and do not learn).

Both the interviewees and the participants in the workshops identified the need to
develop an ethics course for students (4.3). The students’ ethical challenges were either
related to the use of prohibited AI applications or learning. Good students benefit from the
use of AI, but the weak ones get caught up in it. On the other hand, obedient students do
not use AI against the rules, but students who ignore the rules do use and obtain better
grades. In some disciplines, grades play a role when entering the job market.

The more general challenges posed by AI concerned the nature of AI (4.4). AI generates
fake sources whose authenticity is difficult to verify. In addition, the problem is that artificial
intelligence has been trained with limited data. The respondents were also concerned for
the well-being of teachers and students as the efficiency requirements brought about by AI
increase, as well as for the loss of some skills with AI.

The fifth main category, the development of AI or its use in the future (5), consisted of
several views on the direction toward which AI will develop and whether this development
is seen as an opportunity or a challenge. By far the most often mentioned challenge was
related to the various threats that AI may pose to teaching and learning. The challenges
related to big social issues like the increase in global inequity (biased information) and
trustworthiness of knowledge, and who has access to knowledge. Among the risks brought
forward was that teaching will take more time because there is a need to check whether
information is true, and the production of learning material will be in the hands of only few
actors and nationally produced learning materials will vanish. There were also mentions of
the possibility that AI will diminish the need for face-to-face interactions. Finally, there was
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a fear that AI might take over altogether. Only generic means to avoid these threats were
mentioned, including the need to harness AI needs for good so that it cannot take control.

Even though threats and challenges were discussed a lot, there were also other view-
points. Some took a more neutral approach and foresaw that the use of AI will become
commonplace and the hype around it will diminish. Others were unsure how AI or its
use will develop and pondered that the development of AI is dependent on how much
money will be used to develop it. There were also some doubts about AI’s future. If AI
does not develop considerably from its current state, its impact will remain small. Teachers
also recognized that the magnitude of AI’s impact on teaching and learning is related to
whether AI will remain free of charge or not. If it remains free, the magnitude of the impact
will be larger.

Teachers pinpointed several opportunities as well. AI could support students learning
and inclusivity of studying in many ways, for instance, by helping students with learning
disabilities to grasp the essence of longer texts. In general, students may use AI as a virtual
tutor and also ask simple questions. AI may act as a motivator for change for teachers and
teachers need to “step up their game”. Teachers’ lack of knowledge of AI may hinder or
slow down utilizing the opportunities of AI in teaching.

The last main category was the nature of the change brought about by artificial
intelligence (6). There were some discussions and notes on the nature of change relating to
AI. First, the change was seen as inevitable and that it will be a big if not one of the biggest
challenges of the future. There were some inconclusive thoughts on how fast the change
will be. If a lot of money is used to develop AI, the change will be faster. However, it was
not clear yet how big the changes that AI will cause will be: whether it will bring as big
changes to teaching and learning as COVID-19 with remote teaching or if the changes will
be smaller. One positive aspect mentioned was that because of recent big changes due to
COVID-19 on teaching, we are now already more used to tackle change. There are some
existing procedures that can be reused.

4.3. The Results though TPCK Framework

Finally, we used the Technological Pedagogical Content Knowledge (TPCK) frame-
work [35] to summarize our findings. The framework illustrates different knowledge types
teachers need in their work and thus provides one way of organizing our findings. We
took a look at the six categories and their subcategories, which are described in detail in
Section 4.2. and mapped them into the TPCK framework to see which types of knowledge
AI-related discussions activated. In this process, we interpreted the original knowledge
types loosely and expanded the framework to cover the TPCK type of thinking to an
institutional level too. For instance, the original content knowledge (CK) describes teachers’
knowledge of the content that they are teaching. We built on this understanding of CK
but expanded it to include also thoughts on the quality of knowledge in general and more
broader thoughts on the intended learning outcomes and goals of higher education. Tech-
nological pedagogical knowledge, on the other hand, was interpreted as the community of
teachers’ knowledge about pedagogically meaningful technology (AI).

Looking at Figure 2, we see that AI-related discussions among staff and faculty mem-
bers have clearly activated especially content knowledge (CK) and the combination of all
knowledge types (TPCK). The ideas that were recognized as challenges are marked in red
font, and opportunities are written in blue font. The uneven number of challenges and
opportunities suggests that staff and faculty members identified more challenges than the
opportunities of AI.

5. Discussion
5.1. Findings and Implications

The aim of this study was to explore university faculty and staff’s perspectives regard-
ing the influence of artificial intelligence on the higher education teaching and learning
landscape following the global launch of free-to-use OpenAI ChatGPT in the autumn of
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2022. Although AI was not initially a focus of the study nor even mentioned in the inter-
view questions, it spontaneously emerged in every focus group interview. Respondents
raised the topic of AI when discussing future opportunities or challenges for teaching
and assessment. The results show that AI has a broad impact on teaching and studying
in higher education. Six main categories related to the impact of AI on higher education
teaching or learning were identified, with the impact of AI on teaching being the most
prevalent. The majority of the effects of artificial intelligence that emerged were seen as
challenges for higher education teaching and learning. The use of AI, especially large
language models like ChatGPT, was highly relevant during the data collection period due
to its recent widespread availability for common use.

The participants discussed the impact of AI on teaching most extensively. They identi-
fied several challenges related to the use of AI in education, such as the need to develop
and re-evaluate learning objectives, content, materials, teaching methods, and the ethical
aspects of assessment. Nevertheless, they also recognized AI’s potential to improve and
innovate teaching and assessment practices. The focus on challenges in these discussions
aligns with previous studies [24,32], which suggest that staff often find technology-based
teaching complicated due to the difficulties posed by new technologies [30].

The results revealed contrasting perspectives on the future of AI in education; teachers
recognized both its opportunities and challenges. AI was seen as both increasing and
decreasing the time teachers spent on teaching. While it was anticipated that teachers
would need to spend more time verifying the accuracy of information, it was also believed
that AI would free up more time for discussions in teaching, as information could be
easily retrieved through AI. These examples illustrate that predictions about the future
often contain contradictory elements [6]. Therefore, it is crucial for higher education to
support teachers in developing anticipatory and future-oriented skills, and to prepare for
the challenges brought about by change [6].

The second largest category, the development of AI or its use in the future, reflected
the informants’ concerns about the impact of the development of artificial intelligence on
teaching and studying. Various challenges of global inequality and changes in teaching
were considered. Money was seen to have an impact on the development of AI as well as
on the use of teaching and studying; with larger financial investments, AI would develop
more in the future, but it should not become chargeable to have a wide impact on teaching
and studying. These concerns about inequality can also be found in the OECD Guidelines
on Accessibility [29]. On the other hand, AI was seen to be able to support studying in
many ways in the future, but it also requires the expertise of teachers, which emphasizes
the importance of digital competencies as part of the skills needed by the teachers in their
work [9,30].

The impact of AI on students’ learning processes emerged as a prominent topic in the
discussions. Interviewees discussed challenges related to ensuring students’ competence
in the relevant and critical use of AI, preventing a decline in mastery of knowledge,
and ensuring the quality of learning. These challenges align with previous observations
regarding the disadvantages of AI on learning [24,33]. Conversely, possibilities were
perceived in AI’s potential to facilitate learning and the development of critical thinking
skills, which resonates with the assertion by Kramm and McKenna [31] that AI can assist
students to build transformative relationship with knowledge.

In addition, themes such as the nature of the change brought about by artificial
intelligence, AI and ethical and economic issues, and the knowledge required of future
employees and the impact of AI on them emerged in the discussions; among other things,
the speed of the change brought about by artificial intelligence, the ethical challenges faced
by university teaching and studying (e.g., cheating), as well as the changes in working
life and its effects on the skills required of future employees were discussed. Based on the
Learning Café discussions, it appeared that ethical and economic issues were discussed
more than a year earlier in focus groups. The weight of this perspective is also supported
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by the fact that concerns about students’ academic misconduct with AI have also surfaced
in previous studies [24,32].

Despite the dominance of discussions on AI across all participant groups, we observed
variations in both the respondent groups and the focus of their discussions. There was a lot
of discussion about the impact of artificial intelligence on teaching in all groups, but there
was variation in other themes. Young teachers and educational technology experts talked
about the themes of all categories relatively evenly, whereas themes about the impact of AI
on study processes and future developments in AI sparked discussion among experienced
teachers. The directors of the degree program discussed artificial intelligence surprisingly
little. The results partly support previous studies on the impact of educational experience on
beliefs about teaching [9,36], as well as confidence in the use of technology [37,38]. On the
other hand, young teachers may have acted as early adopters of artificial intelligence [39,40]
as it quickly became part of a broad sphere of life. Similarly, educational technology experts
have had to face the phenomenon quickly in their work.

The results highlight the fact that, in addition to general guidelines, teachers and
students need support and training in the use of AI. Here, not only educational technology
experts but also community-based development and sharing of good practices play an
important role. In particular, clear guidelines are needed for the assessment of learning, and
teachers’ assessment skills due to the advent of artificial intelligence must be developed.
Artificial intelligence affects curriculum work, as the changing needs of working life, as
well as the pressure to develop teaching, learning, and the assessment of learning, among
other things, force changes in university teaching. Based on this research, it is possible
to continue this research on a solid basis, as the effects of artificial intelligence with its
challenges and opportunities have been studied on a broad front from the very beginning.

The message that the results of this study suggest for the upper management of
universities is that we cannot afford to neglect the challenges and opportunities of AI in our
teaching and learning. The possibility that AI-produced information becomes biased and
narrow is a serious challenge not only for the future of learning but also for the future of
our society. A profound challenge lies in the quality of learning of our future generation of
experts in various fields. Universities should take a proactive role to tackle this challenge.

5.2. Strengths and Limitations

This study on artificial intelligence in higher education, which includes the perspec-
tives of faculty and staff on its challenges and opportunities, is highly relevant. Our
data encompassed faculty and staff from diverse academic fields across all campuses of
a multidisciplinary university. A notable strength of the study is its two-phase collection
of research data, which facilitates a thorough investigation and conceptualization of this
evolving topic. Analyzing focus group interviews using content or thematic analysis [52]
was particularly apt given these methods’ suitability for exploring novel research areas [53]
and examining interviewees’ understanding and perspectives [52,54]. Additionally, the
use of the Learning Cafés provided an innovative approach to gathering research material,
offering fresh insights that enhanced and refined perspectives on the transforming subject.

In the focus group interviews, there were consistently two interviewers present. How-
ever, the interviewers varied from session to session, potentially impacting the dynamics of
the interviews. Nonetheless, the same interview template was employed across all focus
group sessions, having undergone a pilot phase before actual data collection commenced.

We took several measures to enhance the trustworthiness of this study [46,49–51]. We
used researcher triangulation and cross-comparison of two qualitative data types, meticu-
lously documented the data collection and analysis processes, and tested the preliminary
findings within the study group to reach a consensus.

We also acknowledge the limitations of this study. Teaching staff and educational tech-
nology experts who actively participated in enhancing teaching and learning were invited
to focus group interviews. This selection may have led to more enthusiastic perspectives on
new technology and AI compared to the teaching staff as a whole, potentially influencing
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the results, i.e., our data were collected from a group of staff and faculty members where
innovators and early adopters of new innovations might be overrepresented. Another
potential limitation lies in the focus group interviews and Learning Café format. Dominant
participants could steer discussions towards topics and emphases that interested them,
while the views of quieter, more withdrawn participants may not have been sufficiently
represented.

We assessed our collected material to be adequate, reaching saturation. Hennink
et al. [55] examined code saturation and meaning saturation in focus group interviews
across various data sizes, finding that code saturation could be achieved after four and
meaning saturation after five focus group discussions. Our observation of data saturation
was consistent with their findings, confirming that conducting five focus group interviews
was sufficient.

6. Conclusions

The emergence of AI has profoundly impacted higher education, prompting a need
to understand university teachers’ perspectives on future opportunities and challenges.
Collaboratively building future scenarios with teachers ensures their direct involvement
in shaping the educational landscape. This study explored perspectives on AI’s influence
on teaching and learning following the global launch of ChatGPT in 2022. We delved into
aspects of AI discussed among university faculty and staff, as well as the challenges and
opportunities they recognized in its implementation.

AI is already making inroads into higher education, and participants underscored
its dual impact on teaching and learning, highlighting both opportunities and challenges.
While teachers recognized AI’s potential to enhance teaching and assessment methods, they
also acknowledged the need to adapt their courses accordingly. Faculty and staff members
highlighted the fact that AI can be a very useful tool for both teacher and students. On the
one hand, teachers can use AI to assess short, simple tasks and therefore the teacher can
use the saved time to provide individual feedback to students. On the other hand, students
may use AI to support their writing or as a facilitation discussion partner. Faculty and staff
members also expressed concerns about understanding AI’s impact on students’ learning
quality and own contributions to learning assignments. In addition, several informants
discussed the ethical challenges and possibility of biased information in the future. Finally,
there was also uncertainty on what kinds of competencies universities are expected to teach
in the future. The participants emphasized the necessity of providing support and training
for teachers to ensure that AI is meaningfully and effectively integrated into teaching and
learning practices and landscapes.
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Appendix A. Interview Guide for Focus Group Discussions

Could you please introduce yourself and say what is the best thing about teaching?
What is essential in teaching?
What is essential in assessment of learning?

What future opportunities do you see for university teaching?
What future opportunities do you see for the assessment of learning at the university?
What needs to happen for these opportunities to be realized?

What future challenges do you see for university teaching?
How should teaching change to meet future challenges?
What future challenges do you see for the assessment of learning?

How should assessment change to meet future challenges?
What kind of support is needed to face these challenges?
What challenges does the future pose for the role of the teacher?
What skills should the future (university) teacher have?
What challenges does the future pose for the role of the (university) student?
What skills should the student have in the future?

Appendix B. Instructions for the Learning Café Discussions

Participants were instructed to discuss and write down their thoughts according to the
following:
Welcome to this workshop to discuss the impact of artificial intelligence on teaching and
learning. During this workshop, you will be able to discuss artificial intelligence-related
topics in small groups. You can record your thoughts anonymously on Flinga.

Consent for the research:
May we use the responses you provide during this workshop for the research that we are
currently conducting in xx on the future perspectives of teaching and learning? Please
kindly complete the short consent form: xxx. If you do not wish to participate in the study,
please record your thoughts on Flinga using the green color (others may use any color other
than green).

Discussion topics:

1. The impact of artificial intelligence on studying: What opportunities/challenges does
artificial intelligence offer to university students?

2. The impact of artificial intelligence on teaching content and teaching methods: What
opportunities/challenges does AI offer to university teachers?

3. Artificial intelligence and assessment:
What opportunities/challenges does artificial intelligence offer to university teach-
ers/students?

4. Ethical and economic issues of artificial intelligence in teaching and studying
5. How will the use of AI in teaching/studying develop in the future?

(think about a 5-year time span)
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