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Abstract: Evaluating web traffic on a web server is highly critical for web service providers since,
without a proper demand forecast, customers could have lengthy waiting times and abandon that
website. However, this is a challenging task since it requires making reliable predictions based on
the arbitrary nature of human behavior. We introduce an architecture that collects source data and
in a supervised way performs the forecasting of the time series of the page views. Based on the
Wikipedia page views dataset proposed in a competition by Kaggle in 2017, we created an updated
version of it for the years 2018–2020. This dataset is processed and the features and hidden patterns
in data are obtained for later designing an advanced version of a recurrent neural network called
Long Short-Term Memory. This AI model is distributed training, according to the paradigm called
data parallelism and using the Downpour training strategy. Predictions made for the seven dominant
languages in the dataset are accurate with loss function and measurement error in reasonable ranges.
Despite the fact that the analyzed time series have fairly bad patterns of seasonality and trend,
the predictions have been quite good, evidencing that an analysis of the hidden patterns and the
features extraction before the design of the AI model enhances the model accuracy. In addition,
the improvement of the accuracy of the model with the distributed training is remarkable. Since
the task of predicting web traffic in as precise quantities as possible requires large datasets, we
designed a forecasting system to be accurate despite having limited data in the dataset. We tested the
proposed model on the new Wikipedia page views dataset we created and obtained a highly accurate
prediction; actually, the mean absolute error of predictions regarding the original one on average
is below 30. This represents a significant step forward in the field of time series prediction for web
traffic forecasting.

Keywords: web traffic forecast; time series forecast; LSTM; parameter averaging; Downpour strategy;
pattern extraction

1. Introduction

The majority of web resources provide customers with transactions of various kinds.
As an example, the network communication which is forwarded at the user’s request
creates a phone conversation, the game provider addresses the player’s request, the web
application handles the HTTP GET request as a consequence of the website’s response,
media applications spread content according to the user’s demand, etc. The request time
will strongly influence on the quality perceived by the end-user. Due to the high response
time, numerous platforms have lost their users. However, the response time is the time
between when the application receives the request and the time when the reply is sent. This
cannot be removed. It is mainly affected by the following sources: cache, disk, geometry
data, network bandwidth, network congestion, change in request arrival data, request
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queuing, unexpected usage and flow patterns. In the case of web services, the response
time is too long to be assumed by customers, and developers have been able to diagnose
situations where the response time is too long. Better service is often associated with higher
customer satisfaction [1].

This problem, web congestion, can be mathematically modeled with the time series in
which the values of the series are the dates with the required granularity (usually daily)
and the number of page views that the web server has had. Analyzing these time series
will provide information about web traffic features such as trend and seasonality for the
daily dataset. Time series forecasting (TSF) is an important field of application and covers
many different fields, ranging from economic trend indicators and weather forecasting to
demand driven power plant construction. This topic has a strong research precedent and
has received the attention of several scientists throughout the world [2,3]. Not only are
there numerous academic papers on this topic but also many competitions. These activities
encouraged the developments of forecasting methods for several real world time series. In
this study, we checked the Kaggle dataset web traffic forecasting competition to analyze
the visit pages in the Wikipedia categorized by language [4–6]. Once this was done, we
created a new current version of the Wikipedia web traffic dataset with webpages and
their page views on the most visited pages for each language from 1 January 2018 to 31
December 2020.

The purpose of this research is to design and develop a deep learning-based platform
to analyze and forecast online web traffic of a considered web-server. Emphasis is placed in
feature extraction and pattern detection in the analysis, which allows the design of a Long
Short-Term Memory (LSTM) to forecast the flow of page views on websites in the short
and medium term. The hypothesis of this research was the possibility of enhancing the
operation of the web servers by identifying the demand for views of the web pages. Time-
series being an important concept in statistics and machine learning is often less explored
by data scientist enthusiasts including us. To change the winds, we decided to work on
one of the most burning time series problem of today, “predicting web traffic”. Actually,
we strongly consider that this web traffic forecasting approach will help website servers
to effectively address disruptions. Our implemented technique can be widely applied to
various fields such as financial markets, weather forecasting, audio and video processing.
Furthermore, figuring out the traffic patterns of a website will increase customer satisfaction
and open up new potential business opportunities. Although time series analysis and
forecasting have been well researched, the number of research papers on applying LSTM
on real-time real data to this area is still limited. We intuitively asked if this extraction of
time series patterns such as seasonality or trend would improve the design of TSF methods.
However, according to our research, we found that the number of papers on this and
similar topics is far less fewer those dealing with images, audio, etc. On the other hand,
the web traffic data could also be modeled as time series, so we decided to investigate the
possibilities of applying pattern extraction to the design of a LSTM for TSF.

To provide an optimal solution to this problem, an architecture was designed to collect
data through a scrapper that gathers the pages’ view data. The architecture performs the
pre-processing of these data, discovering the features and finding the patterns embedded in
these data. Finally, applying all the knowledge discovered in the analysis step, a LSTM was
designed to fit the problem of forecasting the web traffic of the chosen page. To validate
the architecture and the artificial intelligence model based on deep learning, the wikipedia
web traffic dataset competition suggested by Kaggle in 2017 was retrofitted with data from
2018 to 2020. In this case, it was done for Wikipedia website, however with minimum
changes it could be used on other websites or computer networks as well.

We made the forecast of each of the Wikipedia page views difference by language
where we applied pattern detection techniques to design a distributed architecture with
several LSTM, which were trained asynchronously using the strategy called Downpour,
which make a TSF with a relatively low error for each of the languages that have been
taken into consideration in the work.
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The paper’s contributions are summarized as follows:

• Effectively captured seasonality patterns and long-term trends for supporting the
design of the LSTM

• Architecture for supervised web traffic forecasting using advanced AI models
• Training systems with a parameter server that enhance the asynchronously LSTM

train using the Downpour strategy
• Good quality forecasts in long time horizon achieved in the seven dominant languages

of the dataset

The remainder of the paper is divided as follows. Section 2 provides the state of the art
of Artificial Intelligence (AI) models for web traffic forecasting. The proposed distributed
architecture and the LSTM model are presented in Section 3. Results and discussion are
placed in Section 4. Finally, the conclusions and the future work are shown in Section 5.

2. Related Work

Over the years, the forecasting area has been affected by the fact that experts have
dismissed neural networks (NNs) as being non-competitive, and NN enthusiasts have
introduced several new and sophisticated NN architectures, mostly without strong em-
pirical evaluations as compared to simplified univariate statistical methods. Especially,
this notion was supported by many time series prediction contests such as the M3, NN3
and NN5 competitions [7–9]. Subsequently, NNs have been classified as not convenient
for forecasting. There are several possible reasons for the weak performance of NNs in
the past, one of them being that the individual time series involved were often simply
too short to be modeled through sophisticated methods. Alternatively, the time series
features may have evolved over time, so that even longer time series may not contain
enough relevant data to fit a complicated model [10,11]. Thus, for modeling series through
complex methods, it is critical that they are of appropriate length, as well as produced
from a relatively robust system. Furthermore, NNs are widely criticized for their black
box nature. Thus, forecasting experts have historically preferred to use easier statistics
methods [12].

However, at present, we are experiencing a big data world. Companies have collected
a great deal of data over the years, which holds important insight into their business
patterns. Big data in the time series context do not always mean that an individual time
series carries significant amounts of detail. Rather, they usually indicate that there are many
associated time series in a given field. Within that context, univariate prediction methods
that consider individual time series separately can fail to provide reliable predictions.
They become unavailable in the context of big data where a single model could learn
simultaneously from many similar time-series. Moreover, even more sophisticated models
such as the NNs profit as much as possible from the access to massive quantities of
data [13,14]. It is in this new field of growth of scientific interest in the NN that the
Recurrent Neural Networks (RNN) come into play. With this new type of neural networks
specialized in the sequence prediction problem, results never seen before in the field of
language and time series analysis begin to be achieved [15]. However, the RNNs have
serious memory problems, which were solved with the inclusion in the research world of
the LSTM. This new type of RNN has a new internal memory (cell state) in addition to the
usual hidden state of the RNN. This makes it easier for the training of LSTMs to avoid the
problems of vanishing or exploding gradients [16].

Since time series have components of seasonality, LSTM can be used in a predictive
context. For example, if a given monthly time series has a yearly seasonality, the prediction
of the value for the immediate next month benefits more from the value of the same exact
month of the previous year. Suilin et al. did an outstanding work for the Kaggle challenge
of Wikipedia’s web traffic forecast encompassing this idea [17]. Although this dataset has
been widely used for the prediction of time series related to web traffic, it has not been
deepened in the design of the LSTM with few data, since it is assumed by the researchers
that other models such as ARIMA are more efficient in these cases. Other research work at
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TSF has led to more complex schemes that do not take into account the seasonal component
for prediction [18]. Qin et al. proposed an RNN for multivariate forecasting problems.
In this model, different weights are assigned to the different driving series according
to their importance in contributing to the forecast at each time stage. This model was
widely validated by the authors comparing it with ARIMA, NARX RNN, Encoder Decoder,
Attention RNN, Input Attention RNN and the Dual Stage Attention RNN [19].

More recent work has delved into the model proposed by Qin et al. In [20], the
authors claimed that their model can handle the inherent characteristics of the spatial-
temporal series. In recent years, the tendency of researchers is to stack RNN or stack
LSTM to achieve the required result in FTS problems. However, we found a gap in the
literature with FTS prediction models in time series with limited data [21]. Due to the gap
detected in the state of the art in the prediction of time series with little data, we proposed a
supervised architecture based on LSTM that is trained through distributed data parallelism
and following the Downpour strategy.

3. Proposed Model

In this section, we describe the proposed architecture for network traffic forecasting.
This architecture is modularly designed, distributed and scalable such that with minimal
modifications needed it can be easily adapted and used for network traffic predictions,
regardless of whether it is a closed computer network or a website. This architecture
follows the design pattern from bottom to top, as can be seen in Figure 1. It is mainly
divided into three major layers: data extraction, its transformation by extracting its features
and data loading as a time series in the deep learning layer to make predictions. In this
study, we focused on the prediction of the Wikipedia web traffic stream has worldwide
on some selected topics by the authors. For designing and testing our data analysis and
forecasting model of the network traffic page views, we used the dataset ’Wikipedia web
traffic’ used in other recent works [22,23]. even though the Wikipedia web traffic helps us
in the design of our model, we created a new version of this dataset since we developed
our own wikipedia scrapper in order to build our own Wikipedia’s top 1000 page views
dataset from all the language available in the List of ISO 639− 1 codes.

Figure 1. Proposed architecture for supervised web traffic forecasting.
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3.1. Data Collection, Cleansing and Curation

The first step is to develop a scrapper to collect network traffic data from the network
APIs. Figure 2 shows the diagram of this scrapper. These data are stored in CSV format
by the crawler, which makes it available for preparing data within the architecture. The
crawler takes information from wikipedia’s API, requesting for each of the projects, such
as en.wikipedia.org, ja.wikipedia.org, de.wikipedia.org, fr.wikipedia.org, zh.wikipedia.org,
ru.wikipedia.org and es.wikipedia.org, the top 1000 websites during each month of the
year 2020. Then, for each project, a list of popular websites is created, removing duplicate
ones. Finally, for each of the recovered websites, the daily number of visits from 2015 to
2020 is extracted, both inclusive, taking into account all agents (human and bot accesses)
and types of access (web, mobile or desktop). For enhancing the process, data from each
project difference by language are obtained in a separate thread, which are backed up
periodically to avoid loss of information in case of error, and then combined with all the
data at the end of the process. It should be pointed out that this improvement does not
mean a substantial increase in the consumption of computer resources, since most of the
time the threads are waiting for the responses to the HTTP requests they perform.

Figure 2. Architecture for dataset generation via concurrent scraping techniques. In the architecture,
the scraper creates one thread per Wikipedia’s project. Then, in each thread, the most relevant
websites for the targeted project are extracted, and subsequently the views for each website (in the
selected time window) are extracted. It is worth highlighting that, after downloading the views
for each article, the current progress of data is stored to ensure the data are saved in case of failure.
Finally, when all the views data are extracted, they are merged into a single dataset.

In addition, in this layer of the architecture, we developed a Python script to pre-
process these data, removing the wrong values or filling the empty positions with 0 s.
This process is known as data curation and involves cleaning data and providing the
appropriate structure to submit them to the next layers of the architecture.

3.2. Feature Extraction and Pattern Recognition

As a previous step to the design of an AI model, it is strongly suggested to perform an
analysis of data for an in-depth understanding, extracting the features and identifying the
hidden patterns. This may help to define the core layers of the AI model such that its data
and outcomes are significantly better than a trial-and-error designed neural network. This
section explains the methods of analysis and pattern recognition that have been performed.
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For this purpose, the Python data analysis libraries such as numpy, pandas and seaborn
were used.

3.2.1. Top Page Views in Different Languages

During the first part of the exploratory analysis, the page views were shown in an
aggregated form, separated by language. Figure 3 shows the form of the time series as
well as many other data such as some peaks that indicate a large number of visits even in
several languages. The most viewed pages are the main portal pages of Wikipedia, and
each page has its unique trend features. In addition, there are some weird spikes as well.
Thus, we here asked ourselves if the traffic is influenced by page language, which is clearly
shown in Figure 3.

Figure 3. Wikipedia page views web traffic time series difference by languages.

3.2.2. Periodic Structure of Page Views Time Series

Once we have the time series with the processed data, we usually analyze its periodical
structure. This analysis is usually done by the Fast Fourier Transform Python function. In
this analysis, we move from the time domain to the frequency domain in which we can see
the harmonics of the time series.

In Figure 4, there are clear peaks at 1/7, 2/7 and 3/7. They are likely to be the weekly
trends as we have seven days per week. In addition, there are trends in longer terms
(smaller frequency) depend on the language.

3.2.3. Distribution of Web Traffic by Languages

A probability distribution is a statistical function that describes all the possible values
and likelihoods that a random variable can take within a given range. Perhaps the most
common probability distribution is the normal distribution, or “bell curve”, although
several distributions exist that are commonly used. Typically, the data generating process
of some phenomenon will dictate its probability distribution. This process is called the
probability density function. This analysis is useful to find the ranges of congestion that the
web server will have to handle for stress test designs and its daily work. Figure 5 shows
the distribution function difference by language.
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Figure 4. FFT applied to Wikipedia page views web traffic time series difference by languages.

Figure 5. Density distribution of the page views values of the updated Wikipedia dataset difference
by languages.

3.2.4. Testing for Seasonality

For testing the seasonality, we use the following two functions: ACF is an autocorrela-
tion (full) function which provides us with autocorrelation results of any series with its
delayed values. It describes, quite simply, exactly how closely the present series value is
related to its previous values. A time series has components such as trend and seasonality.
The ACF addresses all of these factors while searching for correlations, which makes it a
“fully autocorrelated graph”.PACF is a partial autocorrelation function. Essentially, rather
than locating present correlations with time delays similar to ACF, the residuals are cor-
related with the next time delay value, thus it is “partial” and not “complete” since we
remove the fluctuations previously found until the next correlation is found. Consequently,
if there is some hidden knowledge in the residue that can be modeled by the next gap, we
could obtain a strong correlation and we will maintain that next gap as a feature while
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modeling. Keep in mind that while modeling we do not want to keep too many features
that are correlated since that can create multicollinearity problems. Therefore, we need to
maintain only the outstanding features. The seasonality analysis is shown in Figure 6.

Figure 6. Auto-correlation (left) and partial auto-correlation (right) of the time series of the Wikipedia
dataset difference by languages.

3.3. Deep Learning for Network Traffic Forecast

Since we are working with time series, we have to design an AI model for forecasting
the new expected values. To accomplish this task, the following possible options are
available: RNN, LSTM, GRU and TCN. Recurrent architectures are designed to process
input sequences quite efficiently. Since the memory problems of RNNs and the problems
with vanishing or exploding gradient computations were demonstrated, LSTMs and Gated
Recurrent Units (GRU) became highly popular among researchers. For this reason, at the
beginning of our research, we ruled out using an RNN model in our model for forecasting
web traffic on Internet servers. LSTM iterates a sequence element by element to learn
which sequence of elements leads to which type of result. To control the operation of
LSTMs, they have two internal states: cell state (which transmits intermediate results
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from one iteration step to another, finally presenting the final result) and hidden state
(which provides a snapshot of the result of the current iteration step). GRUs are a model
of recurrent networks that were designed as a lighter and faster alternative to LSTMs. To
achieve this, the cell state and the hidden state are merged into a single hidden state for
each iteration. However, GRU could not achieve the same performance as LSTMs unless
they are enhanced with residual connections, which would mean using the ResNet neural
network. For this reason, at the beginning of our research, we decided not to use the GRU,
since it implied the need to use the ResNet to achieve good results and that meant having
to have greater resources to achieve similar efficiency to LSTMs.

Temporal convolutional networks (TCNs) are a new type of neural network for work-
ing with sequences. TCN employs techniques such as multiple layers of dilated convo-
lutions and padding of input sequences to handle different sequence lengths and detect
dependencies between elements that are not next to each other, but are located at different
places in a sequence. TCN researchers have shown that their implementation is capable of
outperforming standard RNNs in the analysis of long time series. However, Bai et al. [24]
showed the data storage problems of TCNs during training and validation. LSTMs only
maintain their two internal states (cell state and hidden state) and receive the input to
generate the prediction. In contrast, TCNs need to take the raw sequence up to the effective
length of the history, thus requiring larger memory during evaluation. For practical pur-
poses, this means that TCNs are very effective for extremely long time series, while they
perform not as well on short time series as they do on long time series. In our research,
as previously outlined, the time series in our dataset have a length of 1000 days, which
implies that they are quite short. Considering the above reasons, we decided that our time
series forecasting model should be based on LSTM. In this subsection, we detail how a
LSTM works and then design and develop our LSTM model.

3.3.1. Long Short-Term Memory: An Overview

The LSTM emerged as an architecture aimed at solving the “memory” problems of the
RNN vanilla. In practice, RNN present problems to learn relationships with distant time
step elements (i.e., not close to the current time step). This causes most of the theoretical
potential of RNNs being lost. LSTMs are explicitly designed to try to solve this problem.
To do this, they have an internal cell state (ct) as well as the conventional hidden state (ht),
which represents a kind of “information highway” over time, as shown in Figure 7.

Figure 7. Single LSTM cell with the “information highway” highlighted.

In Figure 8, a diagram of the operation of a LSTM can be seen considering the current
state, the previous one and the next state. This kind of RNN is an upgraded version of the
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vanilla RNNs, despite the complexity of the LSTM architecture, one can find the differences
with RNN in the mathematical formulation which allow us for developing LSTM with just
only a few changes with the RNN code. RNN involve the following equation for finding
their hidden state in each new iteration of the RNN is shown in Equation (1).

ht = tanh
(

W
(

ht−1
xt

))
(1)

where ht is the current hidden state, W is the parameter matrix with the embedding weights,
ht−1 is the last hidden state and xt is the new input of the RNN. On the other hand, LSTMs
have by far the most complex equation regarding the present RNN models. They have a
hidden state (ht) as well as their own new hidden state called cell state (ct). Both hidden
states allow the LSTM for having a good operation such as language model, text prediction
and time series forecasting. The equation to calculate these two hidden states is shown in
Equation (2). 

i
f
o
g

 =


σ
σ
σ

tanh

W
(

ht−1
xt

)
(2)

Looking at the formula of the LSTM, we see that we have many new elements. Instead
of computing directly “h”, we now get four different vectors called gates, namely i, f , o
and g, which are then combined to obtain the cell state ct and the hidden state ht. Products
that are seen within the vectors in the formula are elemental matrix products. The values
of i, f and o are applied after a sigmoid activation function, which means that they have
values ranging from 0 to 1. Therefore, they act as gates that retain (values close to 1) or
eliminate (values close to 0) information. They are detailed as follows:

• f is called forget gate and, once it is multiplied by the previous cell state (ct−1), it
represents how much we have to forget about the values stored in it.

• i is called input gate and it represents how much we have to write in ct. The values to
write in c are given by g, which comes from applying tanh in the a vanilla RNN.

• ct is obtained as a combination of “how much we remember from the past” ( f · ct−1)
and “how much new information we want to add” (i · g); this relationship can be
found in Equation (3).

ct = ( f · ct−1) + (i · g) (3)

• o is called output gate and reveals how much of our internal ct state we have to show
in the new hidden state ht+1.

The operation of a LSTM is slightly confusing and complex. However, its outstanding
performance in practice has been essential to the popularity of the LSTM in the machine
learning community.

Figure 8. LSMT sequence cells. In this figure, a detailed scheme of a single LSTM cell is shown. In
addition, the information flow and the hidden state and cell state flows are highlighted.
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3.3.2. Downpour Strategy for Distributed Training of the LSTM Model

Since our dataset for page views of the Wikipedia from 2018 to 2020 has seven domi-
nant languages (Spanish, ‘es’; English, ‘en’; German, ‘de’; French, ‘fr’; Russian, ‘ru’; Chinese,
‘zh’; Japanese, ‘jp’), we decided the best way to train our LSTM is through distributed
training. We designed a LSTM with the web traffic dataset from Wikipedia for the competi-
tion proposed by Kaggle. Once we finished the design of the LSTM, we made a copy of
the LSTM on seven virtual machines and another parameter server node within an AWS
g3s.xlarge environment. There are two remarkable agents in this architecture:

• Parameter server: It is in charge of maintaining the most current version of the LSTM
model. Its main purpose is to receive the hyper-parameters of each of the workers,
update them and send them back for retraining. The operation of this parameter
server is ruled by Equation (4).

Wi+1 =
1
7

7

∑
j=1

Wi+1,j (4)

• Workers: Virtual machines that have a copy of the LSTM model and train a part
of the entire dataset. When they finish each iteration of the training, they send the
hyper-parameters to the parameter server and wait for the response with the new ones
for training again the LSTM.

The artificial intelligence layer of the architecture was designed such that the LSTM
could be trained in an asynchronous way with as many copies as necessary (one for each
of the dominant languages in the dataset). Figure 9 shows a diagram of the operation of
the Parameter Averaging method.

The operation of the parameter averaging model, which is embedded in our LSTM, to
train an instance of the LSTM for the specific problem of the TSF distinguished by each
language is summarized in the following steps:

1. The parameters in the workers’ LSTM are initialized with a normal distribution of
mean 0 and standard deviation 0.1.

2. The parameter server spreads a copy of the current parameters to each worker.
3. Each worker performs training on its subset of data.
4. Each worker sends the new parameters of the model it has obtained by training to the

parameter server.
5. The parameter server waits to receive all the parameters from all the workers. Once

received, the new current parameters of the model are set as the average of all received
parameters.

6. Return to Step 2 and repeat the process for the selected number of epochs.

Parameter averaging has the problem that one has to wait until all the workers finish
their iteration to update the parameters and make an update of the model. To solve
this problem, we propose to use the distributed training strategy of parameter averaging
called Downpour. In this strategy, the parameter server receives the parameter values of
each worker asynchronously and uses them to make an immediate update of the stored
parameters of the model. The new parameters are returned to the workers. Intuitively,
one may think that this strategy is not optimal, since the parameters become outdated as
soon as a new worker sends its own, but in practice it has proven to be a highly efficient
distributed training system [25–27].
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Figure 9. Distributed training of the seven workers with the parameter server updating the hyper-
parameters of these LSTM difference by language.

3.3.3. LSTM Designed Model

Designing the LSTM was a challenge due to the limited data available. We had page
views of 1085 days during 2018–2020. Furthermore, in the exploration of the dataset, it was
seen that there were seven dominant languages in the dataset. Despite what one might
intuitively think, each of the time series built for each wikipedia page view separated by
language can be trained with the same LSTM, although it is important to keep in mind that
each of the seven LSTMs could have different training parameters, which would mean a
high training cost. To prevent this from being a problem, different techniques were used
to improve the efficiency of the LSTM, although the result is that the LSTM is very deep
and this is reflected in very high training times. For this reason, it was decided to use
asynchronous distributed training using the Downpour strategy. A detailed scheme of the
LSTM can be seen in Figure 10.

Figure 10. LSTM hidden layers. Data come from the scrapper, and then we expand the dimension to
fit with the input of the Conv1D layer. Three attached LSTM layer are placed after the Conv1D layer
but with batch normalization function before data input in the LSTM layer. Finally, there is a fully
connected neural network to comply the design of our AI model.



Mathematics 2021, 9, 421 13 of 21

We used TensorFlow and keras Python libraries for machine learning with additional
connected supportive libraries to implement the proposed framework and to ensure their
prediction performance. We also designed a Python function called “windowed_dataset”.
This is an auxiliary function that was used in some parts of our model for running the time
series in small time windows that improve the accuracy for the functions that are being
used. Since the time series present in our problem have a time component and a page
views component, the first layer of our neural network is a dimensional expansion layer
to transform that array into a new element suitable as input to our neural network. We
used the TensorFlow function called “expand_dim”. This function will not add or reduce
elements in a tensor, it just changes the shape by adding 1 to dimensions. For example, if
we are performing TensorFlow’s Conv1D operation on vectors of rank 2, we need to feed
them with rank three. Thus, since our data had dimension 2 (time and page views), we
had to add one more dimension to make the time series fit with the Conv1D layer input.
To improve the learning path of our model, a three-layer LSTM was placed after a Conv1D
layer to make a convolution of the time series. After this, there are the three bidirectional
LSTMs stacked, with the dropout and recurrent dropout regulator to reduce the overfiting
as much as possible. The bidirectional LSTM was chosen because the LSTM scans data in
both directions and in this way the learning process is improved in datasets with limited
data. A batch normalization layer is used before the input of the stacked LSTMs to force
the input data into a normal distribution shape, which helps to reduce the overfitting as
well. Finally, there is a fully connected neural network with three hidden layers with Relu
activation function, and a last layer with a single neuron in the whole layer is used to
provide the result of the neural network. The optimizer that was used is Adam and the
loss function is Huber. Our model was trained with a window size of 15 and a batch size of
5. The shuffle buffer was set at 1000 and trained for 200 epochs. Despite the thoroughness
of the design of the neural network and all its internal layers, the time series of the page
views in English at the end of the training had a high MAE. Although the LSTM did a good
forecast, to check if the MAE improved with more epoch, we trained it with 500 and 1000
epochs, having as a result that it improved notably. Since the training is distributed and
there are seven time series, the parameter server had to do the training in 200 epochs, since
six out of seven time series had an accuracy above 94%, while the time series of the page
views in English had 87% accuracy. In future work, we will investigate an asynchronous
training strategy that will improve the Downpour strategy. For the training and validation
purpose of the proposed AI model, we split the entire dataset into an 80:20 ratio, with 80%
utilized for the training and 20% for testing or validating.

3.3.4. LSTM Hyperparameter Tuning

The optimal hyperparameters for the LSTM were determined through one of the up-
coming techniques in the field of AI. This technique involves defining the neural networks
as functions in Python whose parameters are the hyperparameters of the neural network.
In this work, based on our previous experience designing LSTMs for the task of time
series prediction, we designed the LSTM architecture as shown in Figure 10. The next step
consists in creating lists with the range of values that the hyperparameters of our LSTM
can take, such as the number of filters of the Conv1D layer, the number of inner units of
each one of the LSTM layers, the dropout rate, etc. Finally, the training and validation loop
is created in which all the different versions of our LSTM are executed and as a result a log
is obtained with all the loss and MAE of each of the models that have been trained in the
loop. Once finished, the most optimal model is searched and thus concludes the process
to determine the most optimal hyperparameters of our LSTM model. A summary of this
process can be found in Figure 11.



Mathematics 2021, 9, 421 14 of 21

Figure 11. Detailed LSTM hyperparameter tuning process.

Once the hyperparameter tuning process was completed, the optimal values were
determined. The hyperparameters we used in our experiment can be found in Table 1.

Table 1. Optimal hyperparameters value list of our LSTM model.

Hyperparameter Name Hyperparameter Value

Conv1D—filters 32
Conv1D—kernel_size 4

LSTM1—units 180
LSTM1—dropout rate 0.2

LSTM1—recurrent_dropout rate 0.25

LSTM2—units 150
LSTM2—dropout rate 0.25

LSTM2—recurrent_dropout rate 0.25

LSTM3—units 100
LSTM3—dropout rate 0.3

LSTM3—recurrent_dropout rate 0.25

3.4. Model Evaluation Metric

To evaluate the performance of the proposed model, the Mean Absolute Error (MAE)
was selected. MAE is used to quantify the difference between two continuous variables
such as an original time series and a time series forecasted by our model. Analyzing these
two time series relative to Wikipedia web traffic, MAE is used to evaluate the accuracy of a
forecasting technique by comparing the predicted values with the observed values. We
selected the evaluation method according to Equation (5). MAE is a technique widely used
by researchers to evaluate the accuracy of their LSTM-based models [28,29].

MAE =
1
N

N

∑
i=1
|Yreali −Ypredi| (5)

4. Experimental Results and Discussion

In the experiment, we chose Python, TensorFlow and Keras (deep learning framework)
for develop our LSTM model. The proposed model was run and evaluated on windows
7 AWS virtual machines with Intel Core i7-7700, 16 G RAM, GTX 1060 GPU, as well as
re-evaluated on Google cloud platform (google colab) with TPU.
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We set the number of training epochs of the distributed system to 200 for the execution
of the simulations of the distributed training system of our LSTM model. The hyperparam-
eters of the layers were initialized following a normal distribution (mean = 0, stdv = 0.1)
and the simulations were initialized. As shown in Figure 12, the forecast results (orange
line) of the differentiated page views for each language fit quite well with the original time
series (blue line). It is remarkable that our model is not able to predict the largest peaks
that occur in the time series since they assume anomalous behavior of the time series. This
is due to the fact that Wikipedia customers are unpredictable since they are human beings
with their own decision-making capacity and freedom of action.

Figure 12. Forecasting (orange) of the Wikipedia web traffic page views difference by language in contrast with the original
time series (blue).

For the purpose of validating the forecast of the designed LSTM, dataset was divided
with 800 days in the training set and 250 days in the validation set (80:20 ratio). Figure 13
shows the zoomed forecast of each of the time series in those last 250 days. Although the
accuracy is good, the model is not able to predict the anomalous behavior of the time series
due to an increase of the visits to the Wikipedia due to some important event that occurs
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in the world. In the case of the time series of the visits to the French Wikipedia, in the
last 50 days, there is a remarkable prediction error that makes us think that those days
something out of the ordinary happened that elevated the consultations to the Wikipedia
due to some news of current importance in France. It is interesting to note the time series
of the Russian Wikipedia; the LSTM was able to predict the final peak but with far fewer
page views than actually occurred. Despite the fact that we designed the LSTM based on
our findings about the extraction of features and hidden patterns in data, the limitations of
LSTM in time series forecasting without proper seasonality and trend is slightly noticeable.
Therefore, we think that our model is a bit more accurate than some of the state-of-the-art
models for web traffic prediction [30–33]. However, we will investigate in future work the
influence of news in social media such as Twitter or Instagram on page views web traffic.

Figure 13. Zoomed forecasting (orange) of the Wikipedia web traffic page views difference by language in contrast with the
original time series (blue).
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For concluding the results section, we make a discussion of MAE and the loss Huber
function to test the accuracy of our model. The graphical values are shown in Figure 14
for the LSTM forecasting after 200 epochs. Intuitively, one can think that the MAE and the
loss are good because they decrease at a good rate and end up stabilizing at relatively low
values. However, this is not entirely true, as some of them did improve these indicators
considerably with 500 and 1000 epochs. Table 2 shows the values of the MAE and loss in
the different tests that were done before 200 was selected as the number of training epoch.
Although all models perform satisfactorily with 200 epochs, some, such as the English
model, may have been more accurate if 500 epochs or more had been used.

Figure 14. Loss and MAE of our proposed AI model difference by language.

Table 2. MAE in the several train of the LSTM with different epoch. We only performed 500 epochs
of training with the English page view time series since it has a high MAE in contrast with the other
time series’ MAEs.

Language 1 Epoch 50 Epoch 100 Epoch 200 Epoch 500 Epoch

English 1775.5438 433.1056 274.1371 209.2002 132.2613
Spanish 324.9516 95.8202 69.0222 47.1441 -
German 180.6219 44.3626 33.1456 21.5006 -
French 196.4905 54.6633 35.5870 23.0779 -
Russian 212.3684 61.8643 45.2639 29.6669 -
Chinese 121.0158 37.2384 27.3859 17.4330 -
Japanese 289.1507 73.9427 54.6819 37.0835 -

It is possible that by augmenting the epochs and reducing the MAE considerably the
time series forecast is becoming more accurate. However, regardless of what one intuitively
thinks, the results show that this is not entirely certain. It should be noticed that these time
series do not have good seasonality or trends; therefore, as they are based human behaviors,
these data have a great influence on the sudden changes in the time series which can be
seen in the significant peaks shown in the time series in this section. Figures 15 and 16
show this in deep analysis.
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Figure 15. Loss and MAE for the comparison of 200 and 500 epochs on English Wikipedia page views
time series.

Figure 16. Zoomed version of the comparison of the forecast of the 200 and 500 epochs on English
Wikipedia page views time series.
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5. Conclusions and Future Work

In this study, we developed an architecture for web traffic forecasting based on
artificial intelligence with LSTM for time series forecasting. For this purpose, we created
a new dataset to validate our model and extracted the features and hidden patterns to
enhance the design of the LSTM. A distributed training system was designed according to
the concept of data parallelism along the lines of the Downpour asynchronous training
strategy. Despite the limitations of our research such as a dataset with relatively limited
data and the unpredictable nature of human behavior, we experimentally verified that
the forecasting results of our AI model are pretty accurate and close to the real values.
Moreover, we achieved quite good results in the training of the LSTM despite the limited
data we had. In future works, the aim is to deepen in hidden pattern extraction for
improving the efficiency of the LSTM and to study how human behavior affects the web
traffic. To improve the performance of our model, we will investigate the unsupervised
model proposed in previous papers (e.g., [34,35]).
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