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Abstract

:

Deep learning models have demonstrated significant advantages over traditional algorithms in image processing tasks like object detection. However, a large amount of data are needed to train such deep networks, which limits their application to tasks such as biometric recognition that require more training samples for each class (i.e., each individual). Researchers developing such complex systems rely on real biometric data, which raises privacy concerns and is restricted by the availability of extensive, varied datasets. This paper proposes a generative adversarial network (GAN)-based solution to produce training data (palm images) for improved biometric (palmprint-based) recognition systems. We investigate the performance of the most recent StyleGAN models in generating a thorough contactless palm image dataset for application in biometric research. Training on publicly available H-PolyU and IIDT palmprint databases, a total of 4839 images were generated using StyleGAN models. SIFT (Scale-Invariant Feature Transform) was used to find uniqueness and features at different sizes and angles, which showed a similarity score of 16.12% with the most recent StyleGAN3-based model. For the regions of interest (ROIs) in both the palm and finger, the average similarity scores were 17.85%. We present the Frechet Inception Distance (FID) of the proposed model, which achieved a 16.1 score, demonstrating significant performance. These results demonstrated StyleGAN as effective in producing unique synthetic biometric images.






Keywords:


synthetic palmprint; StyleGAN2-ADA; StyleGAN3; SIFT












1. Introduction


Advanced biometric recognition technology may be enhanced by ensuring that only authorized users can access a system [1]. This technology captures and validates user identities through physiological or behavioral biometrics such as face, iris, fingerprint, EEG, and voice [2,3]. Palmprint, a fast-growing and relatively new biometric, is the inner surface of the hand between the wrist and the fingers [1]. Palmprint refers to an impression of the palm on a surface containing rich intrinsic features, including the principal lines and wrinkles (Figure 1) [1] and abundant ridge and minutia-based features similar to a fingerprint [4,5]. These features result in high accuracy and reliable performance in personal verification and identification [6,7,8].



Several techniques for palmprint recognition have been proposed, such as minutia-based, geometry-based, and transformed-based features [7]. Various image processing methods exist to process these features, including encoding-based algorithms, structure-based methods, and statistics-based methods [9]. Many methods in the literature have recently incorporated deep learning due to its ability to achieve high recognition accuracy and adaptability to various biometrics [10]. Training such deep learning models may require large datasets [10]. However, smaller datasets can also be utilized by employing effective data augmentation techniques.



The National Institute of Standards and Technology (NIST) recently discontinued several publicly available datasets from its catalog due to privacy issues [11,12]. To address the limited availability of data, synthetic palmprints have been generated, and the generation tool has been made available for public use. This approach was motivated by previous works like Palm-GAN [13], which aimed to generate palmprint images using generative adversarial networks (GANs).



The primary motivations for creating synthetic images are their affordability, effectiveness, and ability to provide increased privacy during testing. Moreover, significant advancements in the quality and resolution of images generated by GANs have been made recently [7,8,9]. A standard GAN generator’s architecture operates similarly: initially, rough low-resolution attributes are created, which are progressively refined through upsampling layers. These features are blended locally using convolution layers, and additional details are added via nonlinear processes [13]. However, despite these apparent similarities, existing GAN structures do not generate images in a naturally hierarchical way. While broader features primarily influence the existence of enhanced details, they do not precisely determine their locations [12]. Instead, a significant portion of the more detailed information is determined based on fixed pixel coordinates.



Synthetic data can be relied upon instead of real-world data [13]. A generator model can learn over training images to generate a synthetic image. In this scenario, synthetic data have the edge over real data regarding enrollment detection and verification [14]. A large number of synthetic datasets can be produced at low cost and with little effort while posing no privacy risk [15]. A single synthetic image with well-controlled modifications can also alter and expand the dataset [13]. The traditional method to develop synthetic images involves changing the orientation of images and using filters such as the Gabor filter, which changes the final structure of any image [5,10,16]. In other classical approaches, the orientation of the fingerprint or the skin color for facial biometrics is changed [11,12]. There is no traditional approach to generating synthetic palmprints [14].



A framework for generating palm images using a style-based generator named StyleGAN2-ADA, a variation within the StyleGAN family, was previously introduced [1]. The current goal is to create synthetic images using different GANs like StyleGAN2-ADA and StyleGAN3 to demonstrate a more realistic transformation process. In this process, the position of each detail in the image will be entirely determined from the key features. This is the only StyleGAN-based approach to generate high-resolution palm images up to 2048 × 2048 pixels. In a previous study, a TV-GAN-based framework was applied to generate palmprints; however, high-resolution images were not generated in that work [13].



The contributions are as follows:




	
Our model utilizes a high-resolution and progressive growth training approach, producing realistic shapes and hand–image boundaries without facing quality issues.



	
New quality metrics are developed to assess the usability of generated images and their similarity to original palm images, ensuring that the synthetic palm images do not reveal real identities.



	
The generated model is publicly available, representing the first StyleGAN-based palm image synthesis model.



	
The SIFT (Scale-Invariant Feature Transform)-based method to filter unwanted images from the generated synthetic images is open-sourced.



	
A novel script to detect finger anomalies in the field of palmprint recognition is open-sourced.








The rest of the paper is organized as follows. In Section 2, the pre-processing method and proposed model architecture are presented. In Section 3, we discuss the process of preparing the data for the experiment, and the training method for the model is described in Section 4. The implementation of model training is discussed in Section 5. The results and discussion are in Section 6, and the conclusion is provided in Section 7.




2. Architectural Background of StyleGANs


2.1. Overview of StyleGAN2-ADA


In previous work, the use of a GAN architecture from the StyleGAN family named StyleGAN2-ADA was proposed [17,18]. This is an improved version of StyleGAN that utilizes adaptive discriminator augmentation (ADA). StyleGAN, introduced in 2018, demonstrated the ability to produce synthetic faces indistinguishable from real ones [18]. StyleGAN needs to be trained on tens of thousands of images for optimal results and requires powerful Graphics Processing Unit (GPU) resources [17]. In 2020, StyleGAN2-ADA was introduced, enabling new models to be cross-trained from others. By applying an existing model and enhancing its training with a unique dataset, the desired outcomes with a custom dataset can be achieved.



This approach capitalizes on the model’s current efficiency and improves its performance for particular tasks with reduced resources [18,19]. StyleGAN2-ADA [19] is characterized by two main features: generating high-resolution images using progressive growing [18] and incorporating image styles in each layer using adaptive instance normalization (AdaIN) [19]. For instance, images start at 4 × 4 pixels and gradually add high-resolution generators and discriminators up to 2048 × 2048 pixels. The general architecture is shown in Figure 2.




2.2. Overview of StyleGAN3 Architecture


StyleGAN3 [20], the most recent advancement in NVIDIA’s StyleGAN series, includes significant architectural improvements compared to the previous models StyleGAN and StyleGAN2. One of the notable features of StyleGAN3 is its alias-free design, which prevents visual distortions in the generated images [20]. Distorted images, which often appear improperly scaled or misshapen, are effectively addressed by StyleGAN3 [21,22,23,24,25]. Every step in the image creation process is optimized to avoid such issues, resulting in distinct and uniform images even when subjected to various transformations. The architecture of StyleGAN3 is shown in Figure 3.



Meanwhile, StyleGAN3 improves upon the training techniques used in StyleGAN2 and StyleGAN2-ADA by specifically targeting the elimination of visual distortions. This leads to a more reliable training process and the production of higher-quality images. This combination of improved design and training methods makes StyleGAN3 an innovative tool in the field of generative adversarial networks, offering enhanced design and training methods.





3. Datasets


Palmprint images can be captured using both contact and contactless techniques. To collect palmprints, individuals must place their hands in close contact with a sensor. This ensures that the hands are properly positioned for capture, as shown in Figure 4. On the other hand, contactless capture can be performed with easily accessible commercial sensors, as seen in Figure 4.



StyleGAN models can be trained with many public palmprint datasets. However, two publicly available datasets were chosen for this specific research due to the following reasons:




	
Each of the two datasets has large amounts of image data with many skin color variations, which translates to better model training.



	
Images in both datasets are given in very high resolutions, which means more resizing options.



	
They have been the most popular choice of datasets in similar past research [17,19,22].








Figure 5 shows sample images from both datasets:




	
Polytechnic U [27] (DB1) has 1610 images collected in an indoor environment with circular fluorescent illumination around the camera lens. The dataset contains both the left and right hands of 230 subjects. Approximately seven images of each hand were captured for the age group of 12–57 years. The image resolution was 800 × 600 pixels.



	
Touchless palm image dataset [28] (DB2) consists of a total of 1344 images from 168 different people (8 images from each hand) taken with a digital camera at an image resolution of 1600 × 1200 pixels.











[image: Jcp 04 00032 g005] 





Figure 5. Illustration of dataset images: (Left) Polytechnic U (Right); IIT-Pune [23,28]. 






Figure 5. Illustration of dataset images: (Left) Polytechnic U (Right); IIT-Pune [23,28].



[image: Jcp 04 00032 g005]








4. Methodology


In this work, we considered StyleGAN2-ADA and StyleGAN3 GAN-based models applied to palm images and generated synthetic images. We utilized multi-resolution images for palm image synthesis. Multi-resolution GAN models start the training process by training both the generator (G) and discriminator (D) at lower spatial resolutions and progressively increasing (growing) the spatial resolution throughout the training. Progressive growth-based GANs can effectively capture high-frequency components of the training data and produce high-fidelity and realistic images.



4.1. Training Models


To process the dataset effectively, it should be converted into the .tfrecords format. For this analysis, we followed the training StyleGAN implementation by NVIDIA [18]. We organized the datasets into various combinations. For instance, one might create separate groups such as datasets A and B and a combined dataset C, each containing different but relevant data subsets. This approach enhances performance by adjusting the dataset to emphasize the key features relevant to the study. The number of epochs and iterations must be varied according to the datasets and scripts used. Furthermore, the training time of each model would vary based on the system’s specifications, namely, RAM and GPU. The training procedure will generate synthetic images depending on the number of epochs being run on the script. Quality evaluation will determine the reliability of the models.




4.2. Quality Assessment


Almost all generated images should have ideal quality once an optimum number of epochs is reached. However, some will inevitably have poor quality. To eliminate all poor-quality images, a two-factor assessment was essential. Firstly, a human manual assessment and elimination eliminated the most major and obvious unwanted images. After that, a SIFT-based image processing method was applied. The method works with the following equations:


  X = {  x 11  , … ,  x  i j   } = Test  sample  images  










  Y = {  y 11  , … ,  y  i j   } = Training  sample  








where   x  i j    and   y  i j    are pixels at the image positions. The Euclidean distance between test sample X and training sample Y is denoted as   D ( X , Y )  :


  D  ( X , Y )  =    ∑  i = 1  H   ∑  j = 1  W    (  x  i j   −  y  i j   )  2     








where H and W are the height and width of the test images, respectively. The training samples should be the same size as the test sample. To focus on the region of interest (ROI), all images need to be resized to a standard dimension. This adjustment ensures that the relevant area is consistently and accurately represented across the entire dataset. This approach allows for the detection of the principal lines present in the palm images. It works by detecting and calculating gradient image intensity at each pixel in an image.



The flowchart in Figure 6 below represents how the SIFT algorithm works from input images to performance evaluations. Both test and reference images must go through the conversion from RGB image to Grayscale image. After ROI, the SIFT algorithm is applied, and later distance measurement is performed; here, we used Euclidean distance. Therefore, for quality assessment, SIFT is used to measure the similarity between each generated image and its corresponding image from the dataset. Thus, a smaller Euclidean distance would mean a lower similarity score, indicating that the generated image is non-ideal and unwanted.




4.3. Performance Evaluation


For each model, after quality assessment, the generated images are divided into two categories: “good” for ideal images and “poor” for unwanted images. Then, the performance evaluation of each model is performed by measuring the uniqueness of the images generated. SIFT can again be used to measure similarity scores between images. A similarity score is calculated by randomly selecting pairs of generated images (unlike in quality assessment where corresponding generated images are compared) and comparing them using the SIFT feature extraction. The lower the score, the greater the uniqueness and thus the better the model’s performance.





5. Implementation


5.1. Preparing Scripts and Datasets


The datasets were initially converted to the .tfrecords format due to requiring less space than the original format. The StyleGAN2-ADA example script provided by NVIDIA [18] was modified to adjust its parameters to suit the dataset’s requirements. To accommodate different palm features of left and right hands, such as principal and secondary lines, the datasets were grouped into various combinations such as only right-hand datasets, only left-hand datasets, Dataset1 right-hand datasets with the rest of the dataset, and Dataset2 left-hand datasets with the rest of the dataset to achieve better output. The training sessions for the database were grouped as follows (Table 1).




5.2. Training Models


StyleGAN2-ADA: The training was conducted on Google Colaboratory Pro Plus with 52 GB RAM and a P100 GPU. The StyleGAN2-ADA model was trained for 500 epochs in a Jupyter notebook environment. During the training sessions, each dataset from DB1 and DB2 generated a model (.pkl) file every 100 epochs. Starting with 4 × 4 pixels as mentioned in the architecture, the resolution increased progressively, and the training was concluded when it reached 512 × 512 pixels. The final (.pkl) file was used to save the models.



StyleGAN3: The training utilized a high-performance 4080 GPU and a substantial 64 GB of RAM. The training was conducted in a Jupyter notebook environment. The training protocol of the model was organized in the following manner. The training process consisted of multiple steps for monitoring and modifying the model’s performance. Initially, the model performed training for a total of 1000 epochs.



This research focused on ensuring the best quality of the generated images, particularly regarding their resolution, detail, and fidelity to the input data. We also monitored the training progress through periodic snapshots taken every fifty epochs. This approach allowed us to track the model’s evolution closely and make necessary adjustments as needed.




5.3. Quality Assessment


Two quality evaluation factors were assessed: manually checking the images by eye and the Scale Invariant Feature Transform (SIFT) algorithm [29]. Images showing visibly low quality were eliminated after manually checking them by eye. These were classified as “poor-quality images”. Images that did not accurately detect the main lines were filtered and separated from the dataset using a test script. The script verified if the generated images had anomalies such as six fingers or palm marker issues.



The SIFT-based image processing method was applied to further eliminate unwanted images. The training samples were resized to match the test samples, and all images were resized to 205 × 345 pixels to focus on the region of interest (ROI), specifically the palm.


  Ratio =    d 1   d 2    > 0.5  



(1)







Pixel ratios of the images were calculated, such as distances   d 1   and   d 2   between specific points   ( a , b 1 )   and   ( a , b 2 )  , respectively, and the ratio of   d 1   to   d 2   was then computed. Images not accurately identifying the principal lines were excluded from the dataset using a ‘score value’ threshold. The threshold value for image quality is subjective to the algorithm and dataset being used. A ratio value between 0.2 and 0.8 to determine a well-matched image. For this research, an image pair was considered well matched for SIFT features if the ratio value exceeded 0.5. Figure 7 shows the palm’s scaled and resized images (ROI).




5.4. Performance Evaluation


For StyleGAN2-ADA, the images were separated into “good-” and “poor-quality” categories. To ensure the uniqueness of each synthetic palm image, the SIFT algorithm was implemented in the database for both StyleGAN2-ADA and StyleGAN3. Pairs of images were randomly selected and compared using the SIFT feature extraction. Matches between two images were computed based on their indices in the image list, considering their respective keypoints and descriptors. The score was calculated as a matching percentage considering each image’s number of matches and keypoints. This process was performed iteratively eight hundred times, each time with different randomly selected images.



To apply the SIFT algorithm to the ROI images for StyleGAN2-ADA and StyleGAN3, a total of eight hundred ROI palm and finger images were created to thoroughly verify the uniqueness of each synthetic hand image. Pairs of hand images where SIFT had been previously applied were used for comparison. The computed similarity score between the key points and descriptors was represented by the output score. This process was performed iteratively ten times with different pairs.



For StyleGAN2-ADA, the 3439 synthetic images were divided into two classes: “good-quality” and “poor-quality”, as shown in Table 2. With 113 poor-quality images, 3328 images were classified as good. The images were tested to find out how many were high-quality. The Python script is provided in the shared repository: https://github.com/rizvee007/palmphoto (accessed on 9 September 2024).



For StyleGAN3, the “good-” and “poor-quality” images were separated into two classes from 1400 synthetic images. With 21 poor-quality images across five different categories, the remaining 1379 images were classified as good. The “good-” and “poor-quality” images were fed into a test script to determine the number of quality images. The Python script is provided in the shared repository: https://github.com/rizvee007/palmphoto (accessed on 9 September 2024).



To measure the quality and diversity of the model numerically, the Fréchet Inception Distance (FID) [25] was computed on the generated palmprint images by the model. FID, an extension of the Inception Score (IS) [26], was previously proposed to assess the quality of images generated by GANs and other generative models and compare the statistics of generated samples to real samples.





6. Results and Discussion


6.1. Model Training


Each segment of the dataset took different amounts of time to train. For example, Training Session 1 (Table 1) took around 24 h. The rest of the training steps, depending on the step, took between 24 and 96 h.



For StyleGAN2-ADA, the training time was approximately three weeks. The first training iteration appeared abnormal as the images transitioned from the original to new ones. During progress, the maximum number of iterations made a noticeable difference from the earlier iterations. For training sessions 1 and 2, 200 epochs were applied as they consisted of either the right or the left hand, while for sessions 3, 4, and 5 (mixed with left and right hand), training was stopped after 500 epochs as further epochs showed no significant change. Figure 8 presents 30 generated palmprint images over different epochs (0th, 100th, and 500th) to illustrate the diversity among the generated images in terms of the position of the principal lines, the color of the palmprint, and their contrast.



The truncation parameter “trunc” determines the variation in the generated images. The default value of ’trunc’ is 0.5, which produces the original image. As the truncation value increases, the images become clearer and more realistic, with the optimal threshold being 1.0. Beyond 1.0, increasing the truncation value further will result in greater diversity, but the images will no longer appear as realistic.



For StyleGAN3, as shown in Figure 9, considerable enhancements in both the quality of the images and the stability of the model were observed during the training process. The final phase of the training resulted in the generation of high-quality images, showcasing the effectiveness of the StyleGAN3 architecture and the implemented training strategy. The model, saved as a (.pkl) file, demonstrated notable improvements in image quality, with enhanced resolution and more realistic texturing, which is a testament to the capa-bilities of the StyleGAN3 model and the tailored training approach.



The varying training times highlight the computational intensity required for generating high-quality synthetic palm images, with StyleGAN2-ADA’s lengthy process indicating its complexity. Early training iterations revealed instability, emphasizing the importance of adequate epochs to achieve stable and realistic outputs. Using the truncation parameter ’trunc’ effectively balanced image realism and diversity, showing its critical role in refining model performance. StyleGAN3’s superior results, with its ability to produce high-resolution and realistic images, demonstrate the advanced capabilities of its architecture and tailored training approach. These findings underline the significance of optimizing training strategies and parameters to enhance synthetic image quality and variability. This research confirms the potential of StyleGAN3 in advancing biometric authentication technologies by providing high-quality, diverse datasets essential for robust palmprint recognition systems.




6.2. Quality Assessment


In the quality assessment of the generated images, various anomalies were considered to classify them as “good-quality” or “poor-quality”. Observers used specific annotations to identify and categorize poor-quality images. “Shadow over palm” referred to instances where shadows obscured parts of the palm, reducing image clarity. “Image imbalance” meant issues with uneven lighting or color distribution. “Overlap with two palms” described cases where parts of two palms overlapped. “Finger issue” referred to incomplete or distorted finger depictions, wrong number of fingers, etc. “No palm marker” indicated the absence of the principal line of the palm. Figure 10 shows four different types of anomalies.



Through manually checking by eye, observers categorized the poor images into these annotations. Furthermore, a test script validated these observations by identifying these anomalies. Figure 11 shows the detection of finger anomalies carried out by the contributed script.



A total of 3439 images were successfully generated using StyleGAN2-ADA, while StyleGAN3 produced 1400 images over the course of 500 iterations. Because of limitations in time and resources, two observers visually inspected a randomly selected sample of 1560 images in order to identify any abnormalities. A total of 1000 images were chosen from the set of images produced by StyleGAN2-ADA, while 560 images were selected from the set generated by StyleGAN3. Table 2 presents a concise overview of the anomalies that were identified by the observers.



Table 3 shows the percentage of poor images over the number of images investigated to provide a fair comparison between the two models. The quality assessment of generated images revealed significant differences between StyleGAN2-ADA and StyleGAN3. StyleGAN3 demonstrated improved performance, producing only 21 poor-quality images, indicating a substantial reduction in errors. As StyleGAN3 generated fewer poor-quality image types, Table 2 shows that StyleGAN3 is better at generating high-quality synthetic palm images compared to StyleGAN2-ADA. This improvement signifies the enhanced reliability of StyleGAN3 for creating robust datasets for biometric authentication research.



Once the visual investigation was complete, it was evident that Observer 2 found more poor images than Observer 1. Therefore, the results of Observer 2 were more accurate and were used for the second factor quality assessment step. The ‘good images’ went through a SIFT threshold-based filtration process as a second factor quality assessment to remove further poor images, as mentioned previously in the implementation section under quality assessment. Table 4 shows the final tally of ‘poor-quality’ images.




6.3. Performance Evaluation


The SIFT output, i.e., similarity score, represents the similarity between images. Figure 12 shows the comparison results, and Table 5 shows the comparison results of 800 pairs.



The average similarity score of StyleGAN3 was 16.1%, whereas that of StyleGAN2-ADA was 19.18%. This means that all images are unique [range between 0.15 and 0.45], verifying the distinction of the synthetic ROI of the images of the palm and fingers in our dataset. Table 5 shows the comparison results of 800 random pairs of images and Table 6 shows the FID scores of our proposed StyleGAN models. As we can see, the models achieve relatively low FID scores on public image datasets compared to similar models, e.g., Palm-GAN [14].



The performance evaluation involved separating the synthetic images generated by StyleGAN2-ADA and StyleGAN3 into “good-” and “poor-quality” categories. For StyleGAN2-ADA, out of 3439 images, 3328 were classified as good- and 111 as poor-quality. For StyleGAN3, out of 1400 images, 1379 were good- and 21 were poor-quality across five categories. Both sets of images were assessed using a test script available on GitHub. The output similarity scores were 19.55% for StyleGAN2-ADA and 16.1% for StyleGAN3, indicating distinct and unique images. These results, detailed in Table 4 and Table 5, demonstrate StyleGAN3’s superior performance in producing high-quality synthetic palm images, enhancing the dataset’s reliability for biometric authentication research.





7. Conclusions


This study demonstrates the capabilities of StyleGAN models to develop an advanced model for generating synthetic palm images. This approach not only enhances the reliability of the generated images but also addresses a significant issue in biometric authentication: the creation of unique and distinguishable palmprint images. The SIFT algorithm was integrated into the evaluation framework to confirm the uniqueness of these synthetic images. This methodology, renowned for its effectiveness in feature extraction, was crucial in the analysis. Various tests were conducted in which pairs of images from the generated dataset were randomly selected and compared for similarities. Matches were based on key points and descriptors identified by the SIFT algorithm. The results consistently showed a low similarity score across various image pairs. An average similarity score of 16.12% for hand pairs and 12.89% for ROI pairs indicates the distinctness of each image produced by the StyleGAN3 model. This low average score signifies the high variability within the dataset, ensuring that each synthetic palmprint is unique and not a mere duplication. Such findings are essential in demonstrating StyleGAN3’s effectiveness in generating diverse images and serving as a critical benchmark for future developments in this field. The capability to produce a wide range of unique palm images is immensely valuable in enhancing datasets for palmprint recognition tasks, thus contributing to the advancement of biometric authentication technologies. Therefore, if the size of the dataset is increased and made available to the public, it will promote broader research in the field and enable more thorough testing and the improvement of recognition algorithms. Furthermore, this will encourage collaboration and innovation in the community, resulting in the improved accuracy and security of biometric systems.
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Figure 1. Palmprint feature definitions with principal lines and wrinkles [1]. 
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Figure 2. General architecture of StyleGAN2-ADA. 
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Figure 3. StyleGAN3 generator architecture [20]. 
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Figure 4. Hand position during contact-based (a) and contactless (b) palmprint capture [26]. 
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Figure 6. Flowchart for filtering unwanted images using the SIFT algorithm. 
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Figure 7. (a) Resized ROI image of palm and (b) detected principal lines. 
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Figure 8. Training situation of the palm photos (from00 epochs to 500 epochs). 
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Figure 9. Training situation of the palm photos (00 epochs to 500 epochs). 






Figure 9. Training situation of the palm photos (00 epochs to 500 epochs).



[image: Jcp 04 00032 g009]







[image: Jcp 04 00032 g010] 





Figure 10. Four types of irregular images: “total imbalance”, “finger issue”, “shadow over palm”, “overlapped with two palms” and “no palm marker”. 
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Figure 11. Detecting finger anomalies (six fingers). 
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Figure 12. Using the SIFT feature extractor to compare random original images with generated images from StyleGAN3. 
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Table 1. Different training sessions with different groups of datasets.
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	Training Sessions
	Datasets
	Number of Images





	1
	DB1 Right Hand
	960 Images



	2
	DB1 Left Hand
	960 Images



	3
	DB1 (Right Hand) + DB2
	2304 Images



	4
	DB1 (Left Hand) + DB2
	2304 Images



	5
	DB1 + DB2
	2954 Images










 





Table 2. Summary of anomalies detected through visual observation using 1560 images.
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Observer 1

	
Observer 2






	
Parameters

	
StyleGAN2-ADA

	
StyleGAN3

	
StyleGAN2-ADA

	
StyleGAN3




	
Shadow over Palm

	
39

	
4

	
41

	
4




	
Image Imbalance

	
23

	
4

	
49

	
10




	
Overlap with Two Palms

	
25

	
0

	
27

	
2




	
Finger Issue

	
15

	
5

	
26

	
6




	
No Palm Marker

	
11

	
8

	
20

	
8




	
Total

	
113

	
21

	
163

	
30











 





Table 3. Total number of generated images and eliminated images.
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Observer 1

	
Observer 2






	

	
StyleGAN2-ADA

	
StyleGAN3

	
StyleGAN2-ADA

	
StyleGAN3




	
Total Generated

	
3439

	
1400

	
3439

	
1400




	
Total Investigated

	
1000

	
560

	
1000

	
560




	
Poor Images

	
113

	
21

	
163

	
30




	
Poor Images over Total Investigated

	
11.30%

	
3.75%

	
16.30%

	
5.36%











 





Table 4. Randomly selected “hand pairs” and matched similarities.
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Tests

	
Hand Pairs

	
Similarity Score

	
Average






	

	
StyleGAN3

	
StyleGAN2-ADA

	
StyleGAN3

	
StyleGAN2-ADA

	
StyleGAN3 (Mean ± SD)

	
StyleGAN2-ADA (Mean ± SD)




	
1

	
112, 106

	
117, 86

	
39.58%

	
42.22%

	
16.12% ± 1.3%

	
19.18% ± 1.08%




	
10

	
2, 21

	
223, 21

	
31.70%

	
34.23%




	
100

	
5, 3

	
5, 300

	
28.45%

	
29.33%




	
200

	
12, 52

	
18, 52

	
20.30%

	
27.48%




	
500

	
111, 76

	
137, 66

	
17.40%

	
20.12%




	
800

	
1, 456

	
129, 535

	
11.50%

	
16.34%











 





Table 5. Randomly selected “ROI pairs” and matched similarities.
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Tests

	
ROI Pairs

	
Similarity Score

	
Mean






	

	
StyleGAN3

	
StyleGAN2-ADA

	
StyleGAN3

	
StyleGAN2-ADA

	
StyleGAN3

	
StyleGAN2-ADA




	
1

	
112, 106

	
117, 86

	
37.48%

	
41.52%

	
12.89%

	
15.56%




	
10

	
2, 21

	
223, 21

	
31.34%

	
33.48%




	
100

	
5, 3

	
5, 300

	
26.52%

	
28.22%




	
200

	
12, 52

	
18, 52

	
12.36%

	
15.23%




	
500

	
111, 76

	
137, 66

	
11.30%

	
12.89%




	
800

	
1, 456

	
129, 535

	
12.78%

	
15.67%











 





Table 6. FID score comparison.
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	Model
	Frechet Inception Distance (FID)





	StyleGAN2-ADA
	27.1



	StyleGAN3
	16.1



	Palm-GAN
	46.5
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