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Saša Radomirović
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Abstract—We propose and give a high-level, work-in-progress
description of a model which will allow us to reason about
security and privacy of communication protocols in the Internet
of Things and identify the next steps necessary towards a
complete formal model.

The model is built up from a few basic assumptions and
observations on likely threats to security and privacy and with
a focus on the latter.

We argue that from a security and privacy perspective, the
Internet of Things is to be considered as a fusion of an operating
system and a network.

I. INTRODUCTION

The Internet of Things refers in this article to a com-

munication network which extends the present Internet by

including everyday items and sensors. The technology used

to network these items will likely consist of Radio Frequency

Identification (RFID) tags attached to cheap and disposable

objects and more powerful radio transmitters integrated into

large and valuable objects. By means of the RFID tags, any

physical object receives a unique digital identity. Information

about a tagged object can be stored on the RFID tag itself

or in a database. The RFID tagged items’ presence and

properties are registered by static or mobile RFID readers.

The RFID reader’s network connection thus extends to the

physical object. In addition to the RFID readers, several types

of sensors, such as temperature and light sensors, fire and

motion detectors, video cameras and biometric scanners are

expected to become omnipresent and connected to a local

communication network.
The simple fact that the presence of hundreds of RFID

tags can be registered nearly instantly by a single RFID

reader without a direct line of sight has greatly improved

the efficiency of supply chain management. Equipping homes

with RFID readers is expected to promote applications ranging

from smart appliances to remotely managed health care and

promises a more convenient and safer lifestyle. For instance,

RFID equipped items could lead to more safety by preventing

accidental as well as intentional confusion of products.
However, the continuing effort to connect and network every

aspect of our lives comes at a price, too. The pervasiveness

of RFID tags and increased access to RFID readers in the

Internet of Things will make it possible to cheaply collect and

cross-reference a vast amount of data in order to infer sensitive

personal information. Unless adequate mechanisms are put in

place, this will lead to yet another source of information about

our movements, health, and habits.

Perhaps even more significantly, unexpected functionalities

and security flaws are almost certain to exist in some sensors,

RFID readers, and RFID tags. Several such vulnerabilities are

likely to remain unnoticed or uninteresting for a long time,

because the context necessary in order to exploit them will not

be present yet. We have seen such a development in the present

Internet already. The importance of security flaws in operating

systems has only become significant once the general public

started connecting the personal computer to the Internet.

Once the connectivity of the Internet of Things becomes

large enough, that is, once there are sufficiently many net-

worked sensors, RFID readers, and RFID equipped objects

in place, lingering flaws will suddenly lead to nontrivial

and possibly dramatic threats. This effect can be seen as a

consequence of the phase transition property of a large random

graph. A similar effect has been observed in software systems

and referred to as the honeymoon effect [1].

In this paper, we aim to sketch an adversary model for

communication protocols in the Internet of Things. To an-

ticipate the capabilities of such an adversary, we consider a

network which we call the dense Internet of Things. The two

key features of this network are its high degree of connectivity

and the assumption that every commonplace functionality is

ubiquitous. These two assumptions are a consequence of our

attempt to predict the implications of the next phase transition

the Internet will go through. The main new feature of the

adversary, and at present the least developed one, is his ability

to invade privacy.

Specifically, our contributions are as follows. Based on

existing research, we outline what the implications of the

Internet of Things might be for privacy and we discuss

how to defend against loss of privacy. We then present the

dense Internet of Things model and its adversary model as a

consequence of a few basic assumptions and the conclusions

of the preceding sections.

Our paper is organized as follows. In the following section

we aim to convey our intuition on applications which might

exist in the Internet of Things. In Section III we discuss

privacy issues and in Section IV methods to defend against

the erosion of privacy. In Section V we present the dense

Internet of Things model and the adversary model. We discuss



related open research questions in Section VI and conclude in

Section VII.

II. INTUITION

A. Applications

At present, items are principally equipped with communica-

tion capabilities for a clear purpose and with a specific scenario

in mind. For instance, lamps and other home appliances can be

operated through the home network, motion and fire detectors

can report activity to a specific network address. RFID tags are

attached to merchandise, library books and airline baggage for

sorting and tracking purposes, built into keys for access control

to automobiles and buildings. Medicine and luxury items are

receiving RFID tags to support anti-counterfeiting measures.

A variety of communication technologies is used for highway

toll payment and road pricing.

Over time, as the number of items that can be remotely

controlled or queried increases, unexpected applications start

to emerge. To give a mostly academic example, suppose agri-

cultural products are RFID tagged for automated processing

and quality control. Thus, a milk container’s RFID tag would

contain information regarding the fat content in the milk, a

particular expiration date, and a code linking its provenance to

a particular farm. As a consequence of a multitude of products

being RFID tagged, refrigerators equipped with RFID readers

are marketed. The intended purpose of such refrigerators

would be to report on quantity and expiration dates of products

within them. Customers may see an added value in the fact

that they can query their home refrigerator remotely. Grocery

chains may value the fact that they can peek into a customer’s

refrigerator in exchange for offering discounted products.

An unanticipated application in this scenario could be the

emergence of services which track reports on contaminated

food and query a customer’s refrigerator in order to determine

whether the customer needs to be warned about a particular

item in the refrigerator.

For the future, we can expect that items will be equipped

with wireless communication abilities as a matter of course

and with a less specific purpose. Inventions will be made

based on the fact that communicating items are ubiquitous. To

continue the academic example, if smart refrigerators become

popular, RFID-equipped cabinets will be introduced next,

leading to an even greater number of RFID tagged products.

Smart robots taking care of household chores will be designed,

not with specific items in mind, but taking advantage of the

fact that nearly every item in the household can identify itself.

B. Impact on Security and Privacy

We have argued above that items currently designed for a

specific purpose will be used in a new context, that items

will be given communication capabilities without a specific

purpose, and that eventually communicating items will be

ubiquitous. This three-step development will almost certainly

be accompanied by security and privacy breaches. By changing

the context in which an item operates or by creating a specific

context not envisioned by design, hidden flaws may get ex-

posed and unwanted side-effects may occur. The simultaneous

transition from few, isolated, and local communicating items

to ubiquitous, fully networked communicating items, has the

potential to turn harmless protocol flaws into critical flaws.

We have already experienced such a three-step development

with the rise and growth of the Internet and witnessed its

strong impact on security. In retrospect, we see how initial,

isolated attacks on Internet hosts for amusement and political

statements have evolved into coordinated attacks for profit

and led to a veritable black market supply chain in which

information on vulnerabilities is offered for sale and control

over botnets is for rent.

In comparison, threats to the privacy of Internet users have

only recently begun to receive considerable attention. We

expect that attacks on privacy will become more popular with

the growth of the Internet of Things, since an increasing

number of personal items will be reachable for queries and

intrusions. In the following section, we will therefore focus

on recent developments regarding privacy in communication

protocols and technologies to fingerprint electronic devices.

III. FINGERPRINTING AND PROFILING

We define fingerprinting as the measuring of an identifying

characteristic of an individual or a physical or digital item.

We define profiling as the analysis of measurements of several

characteristics of an individual or a physical or digital item,

potentially over an extended period of time.

While the Internet of Things will consist of a variety of

communicating devices, cost and energy considerations dictate

that a significant number of these devices will be passively

powered RFID tags. Unlike actively powered communication

devices, by design passive RFID tags have no choice but to

respond to an RFID reader’s query.

To fingerprint an RFID tag, it frequently suffices to merely

query it for its ID. The ability to fingerprint an RFID tag

violates what is known as RFID privacy or untraceability. A

large number of RFID protocols have been proposed aiming to

achieve RFID privacy. A significant number of these protocols

is later shown to be flawed and it is known from work of

Vaudenay [2], Paise and Vaudenay [3] as well as Damgård

and Pedersen [4] that there are trade-offs between strong

privacy and authentication. Aside from flawed communication

protocols, methods to distinguish between RFID tags based

on hardware implementations have been reported [5], [6].

Analogous methods are conceivable to fingerprint any com-

munication device. Van Deursen [7] demonstrates that even

if application, protocol, and hardware are perfectly privacy

preserving, an attacker can still trace individuals with an RFID

profiling attack. The idea behind this attack is that a particular

person is likely to carry the same set of RFID tags over time,

while different individuals are likely not to have the same

number or same type of tags on them.

Van Deursen’s attack is analogous to the Internet browser

fingerprinting attack reported in [8] and showing that nearly all

Internet browsers can be fingerprinted. But these are by far not



the only methods to fingerprint an individual or a device. As

reported in [8], cameras, typewriters, and quartz crystal clocks

have been shown to possess small but measurable variations.

In other works, researchers have successfully distinguished

individuals by their Internet browsing history [9], their speech

patterns in encrypted but variable bit-rate encoded voice-over-

ip traffic [10], their wireless sensors at home [11], or even their

fingerprint bacteria found on a keyboard [12]. Thus we are

seeing an increasing number of technologies and methods to

identify, track, correlate, and profile individuals and devices.

Today’s advances in forensics are tomorrow’s fingerprinting

and profiling technologies.

Fingerprinting by applying any of the aforementioned meth-

ods can be considered a passive attack in that the item or

individual is voluntarily (or by nature) exhibiting a particular

characteristic. But even in cases where no such characteristic

can be measured, an adversary may flag or mark his target in

order to be able to fingerprint it. It suffices to attach an RFID

tag to the target.

Thus, it can be expected that in the future fingerprinting

an area, a household, an individual, or an item will become

easier.

IV. DEFENSIVE MEASURES

A. An operating system analogy

To defend against fingerprinting attacks, specific counter-

measures will need to be taken, but novel ways to measure

the characteristics of various devices will be developed. This

arms race can be seen in analogy to operating system security.

The measures to keep operating systems secure include fil-

tering and scanning techniques such as firewalls and malware

scanners. We argue that in the Internet of Things it will be

necessary to apply the same techniques in order to maintain

privacy and as a consequence improve security.

We will have to expect that malicious items can be in-

troduced into our vicinity or household with the purpose to

fingerprint or infiltrate our private space. The Trojan horse will

thus become a physical object again. Advertising pamphlets

and other junk mail might contain RFID tags, larger adver-

tising gifts might even contain RFID readers. Viruses may be

introduced by swapping items or possibly by just being near

each other. The mere presence of another person may affect

one’s home network. The trust we extend to a visitor or a gift

will be analogous to the trust settings we apply to somebody’s

email attachment.

B. Specific measures

As defensive measures, Faraday cages connected to the

outside world through a wired gateway might seem extreme at

this point in time, but could become as natural as networking

firewalls are today. Alternatively, all wireless traffic will need

to be monitored and incoming items scanned for communica-

tion abilities.

In the opposite direction, any item that has been in our

private space could contain private information thus it would

need to be scanned and cleared before it may be released. In

particular, such scans may even have to be applied to ourselves

as we might have been sprinkled with RFID dust in order to

be traced through a shop or to our home.

Many such specific scenarios are conceivable. However, re-

gardless of whether any given scenario is at present considered

to be plausible, it is clear that all communication must be

secured equally, be it near-field communication confined to a

private space or long-distance communication.

V. THE DENSE INTERNET OF THINGS MODEL

In order to reason about security and privacy in a future

Internet of Things we are proposing a model which is a limit

point of our present expectation that eventually

• every item will be connected and able to communicate

with any other item and

• every “commonplace” functionality1 will be ubiquitously

present.

We refer to this model as the dense Internet of Things model.

While such a highly connected network and ubiquitous

functionality may never become reality, for each attack one

discovers in the model, there is a certain connection threshold

and constellation of devices which enables the attack. Thus as

the connectivity of the Internet of Things increases, eventually

a point in time will be reached at which an attack becomes

feasible.

A. Assumptions

1) Communication: Our basic assumptions are that wireless

communication is ubiquitous and that there is a communica-

tion path between any two devices. We assume that all items

carrying information have equal communication abilities and,

in particular, are able to communicate with each other. Thus,

for instance, we do not distinguish between a passive RFID

tag and a networked computer. All items are assumed to be

able to respond to or initiate a communication protocol.

This assumption is a consequence of our attempt to capture

the state the Internet of Things is aiming for. For instance,

it allows a milk container to initiate a communication with a

smart phone to indicate that the expiration date is near. We

believe this to be a sufficiently accurate approximation to the

more realistic scenario of the smart refrigerator scanning the

milk container and reporting the expiration date to the smart

phone.

The assumptions this far allow us to model the Internet

of Things as a fully connected asynchronous communication

network.
2) Items and households: We make the simplifying as-

sumption that there are two types of devices, mobile devices

and static devices.2 For instance, a smart refrigerator would

typically be a static device while a smart phone would be a

1What constitutes a commonplace functionality is debatable and subject to
change. Examples of what we presently would expect to become common-
place functionalities are RFID readers, biometric scanners, and smoke and
motion detectors.

2Instead of the discrete mobile/static distinction, in a continuous model
one could assign probabilities to items to be within a certain perimeter of a
particular location.



mobile device. This distinction is irrelevant from a classical

security of communication protocols point of view, since

we assume any two items to be able to communicate with

each other. It allows us, however, to simplify the modeling

of corruption (discussed below) and introduces the ability

to model hardware tokens. Hardware tokens are uncloneable

items which could be used in authentication protocols as well

as for “proofs of presence”. Biometric features of people can

be uniformly modeled, for instance, by considering individuals

as hardware tokens. Examples of other items that can be

considered hardware tokens are (RFID tagged) passports and

public transportation tickets.

We can bundle several static devices and consider them to be

part of one “household”. As discussed in the preceding section,

we may consider a household to be analogous to the operating

system of a computer. The devices comprising a household

correspond to the operating system’s applications. A household

can be infiltrated by “trojan” items which spy on and leak

information about household items or cause household items

to malfunction.

B. Adversary

1) Communication: In the present paper, we make assump-

tions which permit us to ignore the resources an adversary

needs to expend in order to attack a system. This corresponds

to how the security of communication protocols is analyzed in

symbolic formal models such as the applied pi calculus [13],

the extended Cremers-Mauw model [14], the strand spaces

model [15] or CSP [16]. Thus we assume, for instance, that the

cost of deploying communication devices as well as the cost of

communication itself is negligible for the adversary. In a more

accurate model, such costs would be considered in a manner

analogous to the computational model of an adversary used in

cryptography. That is, security guarantees are stated relative

to the adversary’s cost to successfully attack the system.

Our simplification allows us to assume that the communi-

cation network is controlled by a Dolev-Yao adversary [17],

that is an adversary capable of blocking communication chan-

nels, eavesdropping on communication channels, and injecting

arbitrary messages into the communication channels. These

capabilities are justified by the fact that a suitably placed rogue

device can jam signals, communicate with any device within a

certain range and forward communication to any other device

controlled by the adversary in the network. As a consequence

of the negligible cost of deploying communication devices, an

adversary will eventually succeed in placing a communication

device at any location, unless specific precautions, such as

the ones discussed in the preceding section, are taken. Simple

examples for deploying rogue communication devices involve

mailing a letter with an embedded rogue device or giving away

“Trojan” items.

2) Corruption and Fingerprinting: Any item may be cor-

rupted and turned into an item controlled by the adversary. We

refer to such an item as a malicious item and we assume that

all cryptographic keys of the item are known to the adversary.

To emphasize that an item is not malicious we may refer to it

as an honest item.

By bundling several static devices into one household, we

can simplify the modeling of complex systems. The intra-

household communication is assumed to be secure unless it

has been corrupted.

We distinguish two forms of corruption of households. A

weak corruption allows the adversary to control the commu-

nication network of the household, that is, the adversary has

Dolev-Yao capabilities.

A strong corruption of a household allows the adversary to

control the devices of a household, thus turning some of the

devices into malicious items.

A novel ability the adversary is equipped with are passive

and active fingerprinting of a household or item in the sense

defined in Section III. This gives the adversary the ability to

infer which items belong together or to the same user.

With this ability we are trying to model the fact that erosion

of privacy aggravates security problems. It is an abstract

analogue of both the fact that perpetrators increasingly use

private information about their victims in order to carry out

sophisticated social engineering attacks on the Internet today

as well as the fact that planning and execution of physical

attacks are simplified.

The corruption and fingerprinting abilities allow us to

abstract away from the precise method used to achieve an

intrusion.

VI. RELATED WORK AND OPEN PROBLEMS

A. Threats and density thresholds

As the work of Clark et al. [1] shows, security flaws in

software systems may be dormant for a period of time (the

“honeymoon”) before they are being widely exploited. We

believe this to be an example of a phase transition effect

which is applicable to other systems as well. These effects

are easy to spot in retrospective. Their analysis might lead to

a better understanding of what to look out for when designing

new systems, particularly large systems such as the Internet

of Things whose emerging behavior is hard to predict.

B. Formal model

Formal verification methods are an invaluable tool for iden-

tifying weaknesses in security protocols. To formally verify

whether a communication protocol satisfies a certain security

property, one creates a model which specifies what powers

an adversary is given, how the adversary interacts with his

environment, and what the definition of the security property

within the model is. There are several different symbolic

formal models in use, for instance [13], [14], [15], [16]

mentioned in Section V-B and automatic tools to verify a

wide range of security protocols, such as ProVerif [18] and

AVISPA [19].

We have sketched an initial adversary model for the dense

Internet of Things based on the classical Dolev-Yao adver-

sary [17] . It specifies the adversary’s abilities to control



network communication and corrupt items. We have also given

the adversary fingerprinting abilities.

Natural questions to ask are, whether there are restrictions

or other abilities an adversary should have in the Internet of

Things. The adversary model of Schaller et al. [20] considers,

for instance, time and network topology as limiting factors for

the adversary. In addition to these, we may need to define the

adversary’s abilities to manipulate hardware tokens. Examples

of such abilities are the stealing, duplication, and modification

of tokens.

A bigger task is to develop a full formal security and privacy

model for the dense Internet of Things. A starting point could

be the work on RFID system security and privacy. Computa-

tional models for security and privacy of RFID systems have

been proposed by Vaudenay [2], Paise and Vaudenay [3], and

Damgård and Pedersen [4]. A symbolic formal model and

operational semantics for RFID systems have been developed

by Van Deursen et al. [21], [14].

C. Hardware tokens

At present, all of the formal models mentioned lack support

for hardware tokens. We have merely postulated the existence

of mobile and static items and their usefulness in security pro-

tocols. While no comprehensive formal treatment of hardware

tokens exists, several specific aspects related to the security

of systems have been considered. The fact that RFID tags are

hardware tokens, together with a manufacturing method that is

believed to create physically uncloneable functions on RFID

tags, has led to protocols which provide anti-counterfeiting

measures [22], [23], [24], [25]

In distance-bounding protocols [26], physical properties of

mobile wireless devices are used for proofs of presence.

Several RFID distance-bounding protocols have been pro-

posed [27], [28], [29], [30], and a discussion of location

privacy in distance-bounding applications as well as a protocol

providing location privacy while allowing distance bounding

have been presented in [31]. A cryptanalytical framework

for distance-bounding protocols has been developped in [32].

Meadows et al. [33] have developed a framework for verifying

distance-bounding protocols in by extending the authentication

and secrecy logics [34] and [35].

Hardware tokens have also been the tool for and target of at-

tacks. The potential loss of privacy due to traceability of RFID

tags and other mobile wireless devices is well-known and has

sparked a vast amount of research into untraceability [36],

[2], [37]. Side channel attacks have been considered since

the inception of smart cards. Such attacks have recently been

modeled from an information-theoretic point of view [38].

Several examples of hardware tokens being abused as a tool

for attacks can be found in the works of Cambridge’s security

group, e.g. [39], [40]. An extortion attack based on disabling

RFID tags due to a flawed protocol has been given in [41].

VII. CONCLUSION

We have argued that privacy will be very hard to protect

in the Internet of Things, but that it will aggravate security

problems. By drawing an analogy to the development of the

Internet, we see the risk that the future Internet of Things will

suffer from security and privacy threats due to legacy devices.

We have proposed the dense Internet of Things model

which consists of an asynchronous communication network

and a Dolev-Yao adversary with fingerprinting abilities. We

distinguish between mobile and static devices. Static devices

remain within a certain perimeter and are considered to be

part of a system which much like today’s operating systems

needs to be actively scanned and protected against intrusion.

Mobile devices have the additional property of being useful

for applications related to proofs of presence and proofs of

possession.

Thus to reason about security and privacy in the Internet

of Things, it seems helpful to consider it as a fusion of an

operating system and a communication network. In order to

maintain privacy and security an individual’s private space

ought to be considered akin to an operating system. Incoming

and outgoing items, as well as the private space itself need

to be scanned for rogue devices and malicious software. We

have argued that communication between devices should be

considered to be taking place under the control of a Dolev-

Yao adversary.
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