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Abstract

The work presented in this thesis addresses the problem of the automatic extraction of the
wiring diagram of a nervous system from anisotropic electron microscopy volumes with high
x- and y-resolution but low z-resolution, as obtained by serial section electron microscopy
imaging procedures. A necessary step towards this goal is the segmentation of neural tissue
to separate neuron cell interior from membrane and extracellular space, and thus reveal the
3D shape of each neuron, a process called neuron reconstruction.

The core of this thesis is a novel method for the reconstruction of neurons from serial
section electron microscopy images. Due to the anisotropy of serial section imaging methods,
we treat the data as a stack of 2D images, rather then a continuous 3D volume. However, the
detection of neuron slices (i.e., cross-sections of neural processes) in 2D images is difficult
due to ambiguities in the data. Therefore, we propose to enumerate several diverse and
possibly contradictory candidate neuron slices by identifying separating membranes with
varying thresholds for each image individually. Between candidates of adjacent images in
the stack, we enumerate assignments that reflect possible ways to follow a neural process
from one image to another. We assign costs to each candidate and assignment and formulate
constraints that ensure consistency between the assignments. We show how a globally
cost-minimal segmentation of neuron slices and assignments between images can be found
jointly and efficiently. Furthermore, we derive a structured learning formulation to learn
the assignment costs from annotated ground truth and show its effectiveness compared to
other methods.

Since the candidate selection is a crucial step in our model, we also introduce an alterna-
tive candidate generation method that samples candidates from a conditional random field
(CRF) based on convolutional neural network predictions. The CRF is designed and trained
to capture the statistics of 2D electron microscopy images of neural tissue. We show that
sampling from this model produces plausible neuron slice candidates that are well suited for
our reconstruction method, while additionally providing labels for synapse, glia cells, and
mitochondria.

For the application to very large datasets, inference has to be distributed. However,
since our model performs a global optimization, this is not trivial. We tackle this problem
by presenting a distribution scheme for our model that is based on dual decomposition and
guarantees global optimality. For that, the original problem is decomposed into several
regions that communicate with each other to find an agreement. If such an agreement
can be found, the collected answers from all regions is provably optimal. We introduce a
messaging strategy that ensures that such an agreement can always be found under suitable
assumptions.

Finally, we review error measures used for neuron reconstruction algorithms and discuss
their properties. We introduce a new measure that reflects the edit distance between a
reconstruction and a ground truth within certain tolerated variations and compare it to
existing measures.

Given the extremely high accuracy requirements for biological use cases and the chal-
lenging ambiguities encountered in EM images, the complete automatic reconstruction of
neurons is still out of reach. Nevertheless, we believe that the methods introduced in this
thesis made a significant contribution towards this goal and can already be used to assist
the tedious manual reconstruction.



ii CONTENTS

Zusammenfassung

Die Arbeit, die in dieser Dissertation vorgestellt wird, befasst sich mit dem Problem der
automatischen Extraktion neuronaler Schaltkreise aus anisotropen Elektron-Mikroskopie-
Volumina. Diese Volumina, die aus Elektron-Mikroskopie-Bildern von seriellen Schnitten
neuronalen Gewebes zusammengesetzt sind, haben eine hohe x- und y-Auflösung, jedoch
eine niedrige z-Auflösung. Ein notwendiger Schritt, um diese Schaltkreise zu erhalten, ist
die Segmentierung von neuronalem Gewebe, so dass das Zellinnere der Neuronen von Mem-
branen und extrazellulärem Raum getrennt wird. Somit wird das 3D Profil eines jeden
Neurons offen gelegt – ein Prozess der als Neuronenrekonstruktion bezeichnet wird.

Der Kern dieser Arbeit ist ein neues Verfahren für die Neuronenrekonstruktion aus
Elektron-Mikroskopie-Bildern von seriellen Schnitten neuronalen Gewebes. Auf Grund der
Anisotropie dieses bildgebenden Verfahrens betrachten wir das resultierende 3D Bild als
einen Block aus 2D Bildern, statt eines kontinuierlichen 3D Volumens. Die Erkennung von
Neuronenscheiben (d.h., Querschnitte von neuronalen Fortsätzen) in 2D Bildern ist jedoch
aufgrund der Mehrdeutigkeiten in den Daten schwierig. Daher schlagen wir vor, verschiedene
und möglicherweise widersprüchliche Neuronenscheiben-Kandidaten zu enumerieren, indem
separierende Membranen mit unterschiedlichen Schwellwerten identifiziert werden. Zwis-
chen den Kandidaten aufeinanderfolgender Bilder enumerieren wir Verbindungen, welche
verschiedene Möglichkeiten reprsentieren einem Neuron von einem Bild zum Nächsten zu
folgen. Wir weisen jedem Kandidaten und jeder Verbindung Kosten zu und formulieren
Bedingungen, die Konsistenz zwischen den Verbindungen sicherstellen. Wir zeigen, wie eine
global kostenminimale Segmentierung von Neuronenscheiben und Verbindungen zwischen
den Bildern gemeinsam und effizient gefunden werden kann. Des Weiteren leiten wir eine
strukturelle Lernformulierung für das Lernen der Verbindungskosten anhand annotierter
Beispiele her und zeigen dessen Effektivität im Vergleich mit anderen Methoden.

Da die Kandidatenauswahl in unserer Methode ein entscheidender Schritt ist, führen wir
zusätzlich ein alternatives Verfahren ein, welches Kandidaten als Stichproben eines condi-
tional random fields (CRF) generiert. Dieses CRF wurde entworfen und trainiert um die
Statistiken von 2D Elektron-Mikroskopie-Bildern von neuronalem Gewebe zu reproduzieren.
Wir zeigen, dass die Stichproben von diesem Modell plausible Kandidaten produzieren,
welche gut geeignet für unser Neuronenrekonstruktions-Verfahren sind und zusätzlich An-
notationen für Synapsen, Glia-Zellen und Mitochondrien liefern.

Für die Anwendung auf sehr großen Datensätzen muss die Inferenz verteilt werden.
Da unser Verfahren jedoch eine globale Optimierung durchführt, ist diese Verteilung nicht
trivial. Wir begegnen diesem Problem indem wir ein Verteilschema präsentieren, welches
auf der dualen Dekomposition basiert und globale Optimiliät garantiert. Dafür wird das
originale Problem in mehrere Regionen aufgeteilt, welche miteinander kommunizieren um
eine Übereinstimmung zu finden. Falls eine solche Übereinstimmung gefunden wird, ist die
gemeinsame Lösung aller Regionen bewiesenermaßen optimal. Wir führen eine Kommunika-
tionsstrategie zwischen den Regionen ein, die sicher stellt, dass eine solche Übereinstimmung
unter geeigneten Annahmen gefunden wird.

Wir schließen diese Arbeit mit einer Studie über Fehlermaße, die für die Neuronenrekon-
struktion benutzt werden und diskutieren deren Eigenschaften. Wir führen ein neues Maß
ein, welches die Entfernung zwischen einer Rekonstruktion und einem manuell annotierten
Beispiel anhand Veränderungsschritte misst, dabei aber gewisse Variationen toleriert, und
vergleichen diesen Maß mit Existierenden.

Unter Berücksichtigung der extrem hohen Anforderungen an die Fehlerfreiheit für biolo-
gische Anwendungsfälle und der Mehrdeutigkeiten in EM-Bildern ist die komplett automa-
tische Neuronenrekonstruktion noch nicht in Greifweite. Nichtsdestotrotz glauben wir, dass
die Verfahren, die wir in dieser Arbeit vorstellen, einen signifikanten Beitrag zum Erreichen
dieses Ziels leisten und bereits jetzt genutzt werden können um die ermüdende manuelle
Rekonstruktion zu erleichtern.
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Chapter 1

Introduction1

Decades of research in computer vision have provided us with life-changing and impressive
automatic systems. Today, we take it for granted that even point-and-shoot cameras auto-
matically detect faces and focus on them. Mail-sorting systems have almost no problems
determining the receiver of a hand-written letter. Our cars can detect traffic signs and
oncoming traffic to warn us or control the upper beam headlights. Game consoles recognize
players and allow them to interact with body motion only. In some cases, automatic sys-
tems outperform humans. This is especially true for monotonic tasks that require constant
attention.

The MNIST dataset of hand-written digits [67] impressively shows the capabilities of
computer vision algorithms. The best approach as of today is a convolutional neural network
from Ciresan et al. [19]. It can correctly classify 99.77% of a set of never seen digits.
Despite being a very specific task in a controlled environment, and despite the long time
that researchers tried to improve the accuracy on the MNIST dataset – if we had the same
accuracy for the automatic detection of neurons in 2D electron microscopy images, it would
not be good enough2.

The automatic detection of neurons and synapses from electron microscopy images is
a problem much more challenging than digit recognition. First, the accuracy requirements
are extremely high: Already a fraction of a percent of errors in the detection of neurons in
electron microscopy images renders the result useless for biologists. Second, we have to deal
with large amounts of data. Even the small brain of the fruit fly larva results in multiple
terabytes of images. Third, the data obtained from electron microscopy is very noisy and
contains a lot of ambiguous situations that can only be resolved by experts with domain
specific priors.

These are properties of a lot of problems in computer vision, for which no general solution
exists. Be it the interpretation of aerial images; the detection of structures in biomedical
images coming from MRT, CT, X-ray, or light microscopy; landmark detection and mapping
from moving cameras for autonomous agents; or object recognition and scene understanding
for augmented reality – we always have to deal with noisy data, missing information, and
domain specific prior knowledge to resolve ambiguities. Most of the times, solutions need
to be efficient and very accurate, as well.

Addressing the problem of automatically detecting neurons and synapses in electron
microscopy images can therefore teach us a lot about computer vision in general. It is clear
that any solution will have to deal with the aforementioned challenges. Thus, it is very
likely that a satisfying solution will be applicable to other problems with similar challenges

1Parts of this chapter are taken from our publication [26] and the research plan for this thesis.
2As an example, a local interneuron of a Drosophila melanogaster 3rd-instar larva has a cable length

of about 320µm. With current imaging techniques, this means that about 8000 2D neuron cross-sections
have to be identified to reconstruct this neuron from electron microscopy images. Assuming a precision of
99.77%, we would still have to expect about 18 errors per neuron – enough to drastically change the obtained
connectivity graph.

1



2 CHAPTER 1. INTRODUCTION
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Figure 1.1: Sample preparation and imaging for the 3rd-instar Drosophila melanogaster larva (larva
shown in top figure, head is left). The brain of the larva (highlighted with a blue rectangle) is
manually isolated from the body and embedded in a block of resin (bottom left). With a diamond
cutter, about 40nm thick sections are scraped off this block and imaged individually with a serial
section transmission electron microscope (ssTEM) that delivers an x-y-resolution of about 4nm.
The retrieved images are stitched and aligned to obtain a stack of 2D images3 (bottom right). The
example shows a subset of EM images from the ventral nerve chord (highlighted with a blue box
in the brain preparation), each having a resolution of 25000× 18000 pixels.

as well. In this sense, this problem is an interesting use case to assess the performance of
current computer vision techniques and to develop new, general methods.

At the same time, solving the problem of the detection of neurons and synapses in
electron microscopy images is a necessary step towards further insights in neuroscience.
Obtaining the complete neuronal wiring diagram is an important landmark towards a better
understanding of the functional capabilities of a nervous system. The comparatively sparse
data about the connectivity that is available today is already used to formulate constraints
for modelling neural circuits [22, 96]. In order to obtain larger and more detailed wiring
diagrams for further investigations, millimeter-sized volumes of neural tissue are currently
imaged at nanometer resolution to resolve synapses and thin axons and dendrites [22,53].

Reconstructing whole nervous systems by hand – that is, identifying axons, dendrites,
and synaptic connections – is very impractical. Currently, only selected circuits or single
specimen of small animals like the Drosophila melanogaster larva (see Figure 1.1) or C.
elegans are reconstructed manually [7, 12, 13, 15, 17, 36, 37, 80]. As an example, Figure 1.5b
shows a single reconstructed neuron from light microscopy, where synapses can not be
resolved due to resolution limitations. Reconstructing this neuron took weeks of labor for
an expert neuroscientist. But even a Drosophila melanogaster brain has 105 neurons. High
enough resolution electron microscopy images to allow the reconstruction of synapses would
have a size of several hundreds of terabytes in order to cover the whole nervous system.
With this amount of image data, a complete manual reconstruction of even a small organism
like the Drosophila melanogaster exceeds the amount of time a neuroscientist has in their

3All ssTEM images used in this chapter are from the 3rd-instar ventral nerve cord of the Drosophila
melanogaster larva, sectioned and imaged by Richard Fetter and the FlyEM project at Janelia.
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Figure 1.2: Sample of a single section of neural tissue of the 3rd-instar Drosophila melanogaster
larva, imaged using ssTEM. With this imaging technique, individual neurons can be identified by
their dark membranes. Synaptic connections between the neurons are visible, and pre-synaptic
partners can be determined via the presence of vesicles.
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ssTEM subvolume images 2D labeling and 3D linkage

final 3D reconstruction connected component extraction

Figure 1.3: High-level view of the neuron reconstruction problem for a stack of images from a
subvolume of neural tissue. 2D neuron slices need to be identified and linked across sections. The
2D shape and linkage information yields a 3D reconstruction of the neurons of the subvolume.

career [81]. In this light, the complete manual reconstruction of a mouse, cat, or even a
human brain is by far out of reach.

In this thesis, we address the problem of automatically reconstructing neurons from serial
section transmission EM (ssTEM). In the following section, we briefly describe this imaging
technique with its peculiarities and the needed pre-processing steps to obtain image stacks of
neural tissue. These stacks constitute the starting point for both the manual and automatic
reconstruction of neurons. We highlight some of the challenges of the reconstruction task
in Section 1.2 and provide an overview of the methods that we introduce with this thesis in
Section 1.3.

1.1 Data Acquisition and Pre-Processing

In the last decade, substantial progress has been made in the development of EM technolo-
gies [7,15,21,35,54]. Currently, the available EM techniques for blocks of neural tissue can
be divided into two groups: the well-established serial section EM techniques and the more
recent serial block-face scanning EM techniques. Both produce a stack of 2D images from a
3D block of neural tissue. The main difference between the groups is how these 2D images
are obtained. The serial section EM techniques require cutting the block of tissue first into
very thin sections, which are then imaged individually. In contrast, serial block-face scan-
ning techniques implement an iterative process that alternates between scanning directly a
face of a block and removing a very thin layer from this face. The 3D volumes obtained
this way do not show registration artifacts [21, 54]. In the case of FIBSEM (focused ion
beam scanning EM, a type of serial block-face scanning) [54], the obtained volumes are



1.1. DATA ACQUISITION AND PRE-PROCESSING 5

even isotropic, i.e., the spatial resolution of voxels is the same in x, y, and z. But despite
the clear advantages in image quality of serial block-face scanning techniques, so far only
serial section techniques are capable of imaging the very large volumes of tissue needed to
contain complete neural circuits with a resolution that is sufficient to resolve synapses and
terminal dendrites [7, 15]. For this reason, the methods presented in this thesis focus on
images obtained from ssTEM, which we briefly describe in the following section.

1.1.1 ssTEM Imaging

Since its first systematic and practical description more than 30 years ago [94], ssTEM
became the most widely used technique to image large volumes of neural tissue [12]. For
ssTEM, a sample of neural tissue is first fixed with aldehyde or high-pressure freezing [66]
and then embedded in a block of a polymeric material [12] (see Figure 1.1 for an illustration
with a Drosophila melanogaster larva as a model organism). Serial sections are obtained by
cutting the block with a diamond knife into so-called “ultra-thin” sections of about 40nm
to 50nm thickness. Attached to the diamond knife is a container filled with water, such
that the scraped off sections directly float onto the surface of the water. From there, one or
multiple sections can be picked up using a grid, i.e., a small metal plate with a hole that is
covered with a transparent support film, such that the section is carried by the support film
above the hole. Staining of the tissue with heavy metals that increase the contrast in the
later EM imaging can be done before fixation or after the cutting process. The grid is then
placed inside a transmission electron microscope, where several overlapping images with an
x-y-resolution of about 4nm are recorded to cover the whole section. For that, the amount
of electrons that are transmitted through the section at every location is measured, which is
less in locations where the heavy metal stain blocks their way. The great amount of detail
that is revealed by this method is shown in an example ssTEM image in Figure 1.2.

Although very popular, ssTEM has several drawbacks, compared to the serial block-
face scanning approaches, that stem from the cutting and preparation of the sections. The
most severe error is the loss of whole sections during the manual cutting process and in
particular the delicate placement of the sections on the grid. There are also minor artifacts
that make the interpretation of the obtained images difficult: The cutting itself deforms the
sections by squishing them in the cutting direction. This has to be accounted for in later
processing steps. Another cutting artifact is the occasional ripping of sections, which leaves
small holes in the sections. Furthermore, the thickness of the cut sections can vary and thus
produces images with different statistics. Occasionally, the support film on the grid contains
small folds, which produce dark lines in the EM images. Similarly, the staining precipitates
produce cloud-like structures in the images. But also the anisotropy of the sections itself
can be seen as an artifact: In some situations, the section thickness exceeds the diameter
of small neural processes, making it very hard to follow processes that run parallel to the
cutting plane. Examples of some of the mentioned artifacts are shown in Figure 1.4.

1.1.2 Registration

Two more problems need to be addressed, before we can use the images recorded by the
transmission electron microscope for manual or automatic neuron reconstruction. First, the
microscope does not produce a single image per grid that was loaded into it. To cover the
comparatively large section, several overlapping tiles are imaged. The tile images need to
be stitched together to obtain a single image per section. Due to non-linear deformations
during the imaging process (similar to deformations with optical lenses), this task is not
trivial. Second, the images of different sections need to be registered against each other.
Besides the obvious changes in translation and rotation, it is also necessary to account for
non-linear deformations of the sections that stem from the cutting process.

Recently, Saalfeld et al. made impressive progress in solving both problems jointly, even
for very large datasets consisting of several thousand sections [87]. In their approach, SIFT
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Figure 1.4: Examples of ssTEM imaging artifacts. The numbers in parentheses are the percentage
of images that expose the corresponding artifact in a randomly chosen subvolume of 500 consecutive
images of size 1024×1024 in the Drosophila melanogaster dataset. In addition to the artifacts shown
above, 4.4% of the images in the subvolume have been missing due to lost sections.
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(a) ssTEM (figure from [94]) (b) light microscopy (figure from [6])

Figure 1.5: Two examples of manually reconstructed neurons. (a) Stereo image of the 3D recon-
struction of a single neuron in 1980. ssTEM images have been manually analyzed and the profiles
of a neuron were digitalized for each image to yield a 3D model of the neuron. (b) A single re-
constructed neuron from cat primary visual cortex. Dendrites are shown in green, axons are red,
boutons are shown as dots. The reconstruction of this neuron from light microscopy, where synapses
are not even visible, took several weeks.

feature [71] correspondences between the tile images of the same and adjacent sections are
identified to find a coarse registration. This initial registration is then refined by modelling
each tile image as a mesh of springs. For the nodes of these meshes, additional springs are
introduced to visually similar points in adjacent tile images. These points are found using
normalized cross-correlation in a neighborhood determined by the initial coarse registration.
The final spring mesh setup is relaxed in a simulation, where springs inside a tile image favour
rigidness and springs across tile images try to pull similar image contents towards each other.
After convergence, the shifted spring mesh nodes give the non-linear registration of the tile
images into a single 3D volume. With this approach, the quality of the registration is –
with the exception of a few outliers – more than good enough for manual reconstruction,
and leaves only little correction work to do for automatic reconstruction methods.

1.2 Neuron Reconstruction

Neuron reconstruction refers to the process of retrieving the shape and possibly also the
connectivity of neurons from microscopic images of neural tissue. Depending on the appli-
cation, the required level of detail of the shape can vary. For plain circuit reconstruction,
tracing the skeletons of the neurons is sufficient, speeding up the manual reconstruction
process. In contrast to that, a volumetric reconstruction delivers the exact 3D shape of each
neuron but is much more tedious.

The investigation of neural circuits with EM technologies has a surprisingly long his-
tory, that almost dates back to the commercial availability of electron microscopy. One
of the first works of this kind was the study of the squid giant axon by Richards et al.
in 1943 [83]. Almost four decades later, EM from serial sections became popular and the
protocol was refined to an extent that allowed neuroscientists to collect several hundred
consecutive sections, and this marked the beginning of manual neuron reconstruction from
EM. In Figure 1.5a we see the result of an early work by Stevens et al. [94], where the 3D
shape of a neuron was reconstructed from a “movie” of EM images by digitizing manually
painted profiles.

Today, we are less limited by the available imaging techniques and can record EM vol-
umes of a whole neural system of small model organisms like the Drosophila melanogaster
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larva4 or C. elegans [108]. The amount of manual interaction needed to obtain the recon-
struction has also decreased significantly with the development of better tools and faster
hardware. However, in the long run, systems for automatic neuron reconstruction will be
needed.

1.2.1 Current State of Automatic Methods

The attempts to automate the processing of EM images of neural tissue are as diverse as the
biological questions that naturally arise if data of this detail and amount is available. In the
same way that the imaging techniques can be divided into block-face scanning and serial
section methods, the automatic approaches can be divided into isotropic and anisotropic
methods.

Methods for isotropic data usually exploit the fact that the stack of EM images can be
interpreted as a continuous 3D volume. Consequently, the developed algorithms are isotropic
as well, i.e., they do not distinguish between the dimensions of the data. The main focus
of these methods lies in the detection of membranes to separate individual neurons [1,2,38,
40–42,64,99]. Although early work formulated this task as a plain membrane pixel detection
problem [40–42], recent approaches formulate the reconstruction problem as finding optimal
cuts in an affinity graph between voxels or supervoxels [1, 2, 64, 99]. Finding these cuts is
a challenging problem on its own, which was recently shown to have an elegant solution
by Andres et al., who formulate the optimization as an integer linear program [2]. The
optimization problem has exponentially many constraints, which can be added in a cutting-
plane like fashion until global optimality is achieved. To obtain a connectivity matrix of the
neurons in a block of neural tissue, synapses have to be identified as well. For isotropic data,
Kreshuk et al. pioneered this field with an approach that is based on pixel-wise predictions
obtained from a random forest classifier [11] on local features [62, 63], which was further
improved by Becker et al. in a context-aware approach [5]. Finally, also the reconstruction
of cell organelles like mitochondria gained attention in isotropic volumes [72,73]. Similar to
the reconstruction of neurons, mitochondria are found by segmenting supervoxels using a
conditional random field with unary terms learned in the structured learning framework [98].

Methods for anisotropic EM data, as obtained by serial section EM, usually treat the EM
image stack as a collection of 2D images. The reconstruction of neurons is mostly achieved by
processing the 2D images individually to obtain an initial oversegmentation, which is then
merged within and between the EM images in the stack [50, 69, 77, 89, 102, 103, 105, 110].
Due to the anisotropy of the data, the identification of synapses is much more challenging.
Nevertheless, recent progress has been made with the development of more descriptive local
image features [39,61]. We will discuss the current approaches for neuron reconstruction in
anisotropic EM data in more detail in the related work sections of subsequent chapters.

1.3 Thesis Overview

The linchpin of this thesis is a novel method for the reconstruction of neurons from serial
section EM images. We present this model in Chapter 2 and several extensions in subsequent
chapters. The following list gives a brief overview of each chapter’s content.

Chapter 2: We introduce an assignment-based model for neuron reconstruction. In
this model, binary indicator variables model the assignments between can-
didate slices of neurons in individual sections. We show how the costs for
each assignment can be learnt with a random forest classifier on positive
assignment examples only.

4The whole central nervous system of a 1st-instar Drosophila melanogaster larva has been sectioned and
imaged by Richard Fetter and the FlyEM project at Janelia and registered by Stephan Saalfeld and Albert
Cardona.
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Chapter 3: The candidate neuron slice selection is a crucial step in our model. We
introduce an alternative candidate generation method that samples candi-
dates from a conditional random field based on convolutional neural net-
work predictions. This improves results compared to our previous and other
methods.

Chapter 4: The training of the costs for assignments with random forest classifiers has
several drawbacks. We show how the framework of structured learning for
feature weights in a linear cost function can be applied and provides better
results.

Chapter 5: For the application to very large datasets, inference has to be distributed.
We show how this can be done with our model while still guaranteeing
global optimality.

Chapter 6: We review error measures used for neuron reconstruction algorithms and
discuss their properties. We introduce a new measure that reflects the
edit distance between a reconstruction and a ground truth within certain
tolerated variations and compare it to existing measures.
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Chapter 2

An Assignment-Based Model
for Neuron Reconstruction

2.1 Introduction

In this chapter1 we present our approach to addressing the problem of segmenting neural
tissue in anisotropic volumes with high x- and y-resolution but low z-resolution, as obtained
by serial section electron microscopy (EM) imaging procedures [37]. The segmentation is
supposed to separate neuron cell interior from membrane and extracellular space, and thus
reveal the 3D shape of the neurons. In the following, we refer to this segmentation as neuron
reconstruction.

The development of our approach was motivated by the reconstruction of neurons in
the ventral nerve chord of the Drosophila melanogaster larva [15]. In this nerve chord,
neural processes are mostly running perpendicular to the section cutting planes. In such a
setup, the reconstruction of a neuron can be seen as a tracking of 2D neuron slices over the
z-dimension, where it is possible that neurons continue, end, begin, split, and merge. We
address this tracking problem by considering many diverse and contradictory local tracking
hypotheses. These tracking hypotheses are possible assignments of 2D neuron slices across
sections. We find a globally consistent and cost-minimal subset of assignments for the whole
volume. This is achieved by formulating the inference problem as a linear constraint binary
model, which can be solved with standard integer linear program solvers.

2.1.1 Overview

An overview of our model is shown in Figure 2.1. Due to the anisotropy of the EM vol-
ume, often also accompanied by registration errors, we prefer to treat the image data as a
stack of 2D images instead of a continuous 3D volume. We generate different segmentation
hypotheses for each image of the stack individually, i.e., without consideration of spatial
context in the z-direction. This is achieved by a sequence of parameterized graph-cut seg-
mentations on membrane predictions, that we explain in detail in Section 2.2. We consider
the connected components of each of those segmentations as 2D neuron candidates, i.e.,
hypotheses for the cross-section of a neural process in a 2D image. Between each pair of
consecutive images, all possible assignments of these 2D neuron candidates are enumerated
and represented by binary assignment variables. In Section 2.3 we show how each possible
continuation, branch, and end of a neural process is explicitly represented by an assign-
ment variable of its own. To keep the number of variables linear in the volume size, we
discard assignments between candidates with an x-y-displacement that is above a certain

1This chapter is based on our paper [26], which was published in 2012. The results in this chapter
represent the current state at the time of publication.

11
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Figure 2.1: Overview of our approach. For all images in the stack (a), membrane predictions
are obtained from low-level image features. With a sequence of graph-cuts, different 2D neuron
candidates are extracted from those predictions (c). All possible assignments of these candidates
across adjacent images are enumerated (d) and, according to assignment specific costs (obtained by
a trainable classifier), a global optimum of both 2D neuron segmentations and assignments across
sections is found (e).

threshold, assuming a coarse registration of the volume [86]. In Section 2.5 we show how
we can train an assignment cost function on positive assignment samples. We use this cost
function together with the graph-cut energy of the involved 2D neuron candidates to obtain
the costs for selecting an assignment variable. The final segmentations of the images and
assignments between them are then jointly found as the cost-minimal solution of a linear
constraint binary model, as we show in Section 2.4. The results in Section 2.6 show that
our approach improves the state of the art in anisotropic neuron reconstruction, while still
being fast enough for practical applications and interactive correction. We also show how
a confidence measure derived from our model has the potential to be used for directing an
expert’s attention during proof-reading and semi-automated segmentation correction. An
implementation of our method is publicly available [25].

2.1.2 Related Work

Several authors have contributed to the problem of neural reconstruction from electron
microscopy (EM) data for isotropic volumes [2, 40, 41, 43, 72] as well as for anisotropic vol-
umes [46,51,52,102–105,110]. Although the majority of these publications focus on the de-
tection of neuron boundaries for direct reconstruction [2,40–42,46,51,52,102,103,105,110],
there have also been successful efforts in the detection of cell organelles like mitochon-
dria [72], the increase of depth resolution in anisotropic volumes [104], and the invention of
meaningful low-level feature detectors [103], all aimed to facilitate the detection of neurons.

Most approaches for the processing of anisotropic volumes are based on an oversegmen-
tation that is carried out for each image individually and then merged within and between
the images [102, 103, 105, 110]. On the other hand, it has also been shown that the direct
segmentation of neuron membranes is a possible approach: either by using a series of neu-
ral networks [46] or by extension of the graph-cut formulation with a “good-continuation”
term that is also incorporating context from adjacent images [52]. It has been noted that
the joint segmentation of several images is a promising technique to increase the overall
accuracy [84]. Merging of segments found between (and possibly within) images is a special
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case of this technique and a common problem for neuron reconstruction that has mainly
been solved approximately, for instance, by problem relaxations [105] or greedy assignment
strategies [51, 110]. A noteworthy exception to these solutions, which is also the closest
one to our approach, solves the merging problem optimally [103]. As in that work, we
enumerate possibly contradictory 2D neuron candidates in individual images, similar to the
region selection approach in [65]. The candidates in [103] are fused in pairs between two
images, while our work also allows split and merge assignments. A simple linear function of
a few weighted features of the involved image patches is used in [103] to compute the cost
of accepting a pair, while we use a random forest classifier on many features. The resulting
optimization problem, of which assignments to accept, is solved efficiently by an integer
linear program (ILP) that ensures consistency of the resulting segmentation. Our work goes
beyond [103] by handling branching of neurons and providing confidence feedback. The
approach in [103] is also restricted to a small number of features for computing the costs
of an assignment: since there is no obvious way to learn the weight of each feature, the
difficulty of tuning the weights limits the number of features. In contrast, we use random
forest classifiers, which are well known to be able to handle a large number of features.

2.2 2D Neuron Candidate Extraction

In this section we describe our method to extract 2D neuron candidates from individual
images of the stack using a sequence of graph-cuts. We also show how the number of
considered candidates can be reduced without altering the topological properties of the
possible results.

Practically, in order to identify neurons in images of a stack, we face a binary segmen-
tation problem: it suffices to detect membrane pixels versus inner neuron pixels. Every
connected component labeled as neuron would be the cross-section of one neuron. To the
best of our knowledge, there exists no reliable method to discriminate between neuron and
membrane pixels in a single image. In situations with high ambiguity, even human experts
cannot unequivocally draw boundaries without inspection of adjacent images.

However, direct incorporation of spatial context in the segmentation task is impractical.
The presence of registration errors – even in the scale of the width of a membrane – makes
it very hard to model the influence of one pixel to its partners in adjacent images [52].
Therefore, we propose to extract a set of possible connected components that might represent
neuron cross-sections. These connected components, that we will call 2D neuron candidates
or just candidates in the following, are allowed to overlap and thereby contradict each other.
Thus, we increase the scale of ambiguity from pixels to larger regions. It remains to find
consistent subsets of candidates and assign them across adjacent images in the stack. In
Section 2.3 we show how this can be done with consideration of all images at once.

2.2.1 Graph-Cut Sequence

The 2D neuron candidates are extracted for each image of the stack independently by
performing a series of graph-cuts to optimize a parameterized energy term [9]. Given a field
of per-pixel local features x, a binary segmentation y is obtained by minimizing

E(y,x) =
∑

i∈Ω

(D(xi, yi) + λNyi) +
∑

(i,j)∈N
λS(1− δyi=yj ). (2.1)

Here, Ω ⊂ N2 is the image domain and D(xi, yi) = −log p(yi|xi) is the log-likelihood of
pixel i ∈ Ω belonging to membrane or neuron, as given by a pre-trained random forest
classifier [11]. The set N ⊂ Ω × Ω contains all pairs of 8-connected neighboring pixels.
The second term in the exponent ensures smoothness of the segmentation, where δ is the
Kronecker delta.
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Figure 2.2: Segmentation results of nearby image regions for different values of λN . This parameter
determines how many of the pixels are being labeled as neuron (white). The desired segmentation
result for each case is highlighted in green, showing that there is no single value λN that segments
the shown image correctly.

The parameter λN is a prior on the expected number of pixels assigned to neuron and
λS controls the influence of the smoothness term. Finding an optimal set of parameters is
a non-trivial task and one cannot expect a fixed set of parameters to perform well on all
images [57]. We claim that a fixed set of parameters cannot even be expected to perform
well on all areas of one image, see Figure 2.2 for an example. Therefore, we enumerate
several local segmentation hypotheses by variation of λN . This can be done efficiently by
several warm-started graph-cuts [55], from which we obtain a series of segmentations. Each
segmentation consists of a set of connected components Ci ⊂ Ω that are labelled as neuron.
Each of these components is considered as one 2D neuron candidate. As λN decreases,
these components can grow and merge, thus establishing a tree-shaped subset hierarchy, the
so-called component tree [45], shown in Figure 2.3. Let Cz denote the set of all candidates
of the image with index z in the stack. Any consistent subset Sz ⊆ Cz of these candidates
yields a valid segmentation of this slice. A subset is consistent if none of the containing
components overlap, i.e., Ci ∩Cj = ∅ for all Ci,Cj ∈ Sz with i 6= j.

2.2.2 Downsampling of Component Trees

To reduce the number of 2D neuron candidates, we propose to discard candidates that are
already well represented by others and do not introduce a new interpretation of the image.
In particular, we are not interested in only children of the component trees, i.e., components
that are the only child of their parent. For an example see Figure 2.3. These candidates
are the only subset of their parent and therefore carry the same information (there is a 2D
neuron slice) on a smaller set of pixels. In other words, if there are different conflicting
candidates with the same topological properties, we choose to consider the biggest one only.

The effect of this downsampling is that the average distance between neighboring can-
didates is reduced – a fact that makes sense, considering that membranes are fairly thin
compared to the diameter of neurons.
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Figure 2.3: Visualisation of the 2D neuron candidate extraction. For different values of the prior
parameter λN (different shades of blue), connected components of the segmentation are found (left
side). The subset relation of these connected components define the component tree (right side).
The candidate C6 gets removed since it is the only child of its parent.

2.3 Assignment Model

In this section we describe our model for possible assignments of the 2D neuron candidates
across images. We introduce binary assignment variables for each possible assignment and
costs for selecting them. We show how we ensure the consistency of any solution with
linear constraints and how to find the optimal solution by solving an integer linear program
(ILP). We also present our training method for the assignment costs, as well as a confidence
measure that can be used to evaluate the solution.

2.3.1 Assignment Variables

For each possible assignment of a 2D neuron candidate in one image to a candidate in the
previous or next image, we introduce one binary assignment variable. This variable is set
to 1 if the involved candidates and their mutual assignment are accepted.

Let m be the number of all possible assignments. A binary vector a ∈ {0, 1}m of
assignment variables is created similarly to the method proposed in [78]. Each possible
continuation of a candidate Ci in image z to Cj in image z+ 1 is represented by a variable
ai→j . A split of Ci in image z to Cj and Ck in image z + 1 is represented as ai→j,k.
Similarly, each possible merge is encoded as ai,j→k. Appearances and disappearances of
neurons are encoded as assignments to a special end node E, i.e., for each candidate Ci

we introduce two variables ai→E and aE→i. For the possible assignments, only candidates
within a threshold distance θD to each other are considered. Thus, the number of assignment
variables is linear in the number of extracted candidates. See Figure 2.4 for examples of
assignments of a single candidate.

For each assignment variable we define costs representing the compatibility of the in-
volved candidates. For that, a vector c ∈ Rm is constructed. The costs for one-to-one
assignments are modelled as:

ci→j = AC(Ci,Cj) + θSS(Cij), (2.2)

where we write Cij as a shorthand for Ci ∪ Cj . The term AC(Ci,Cj) is the negative
log-probability of a continuation, as obtained by a random forest classifier (see Section 2.5
for details). The term S(C) gives the cost of assigning all pixels of C to neuron as given
by Eq. (2.1), i.e.,

S(C) =
∑

j∈C
(D(xj , 0)−D(xj , 1)) +

∑

(j,k)∈N ;
j∈C, k/∈C

λS . (2.3)

In a similar way, we define the costs for splits:

ci→j,k = AB(Ci,Cj ,Ck) + θSS(Cijk), (2.4)
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Figure 2.4: Examples of the four outgoing assignment types for a single candidate (C3, orange): A
continuation (red lines) is modelled for each candidate in the next image that is within a threshold
distance. Possible splits (green lines) and merges (blue lines) are enumerated for neighboring
candidates in the respective images. The possible sources or targets of splits and merges are again
candidates within a threshold distance. The disappearance of a neuron is represented by a single
assignment (black line).

where AB(Ci,Cj ,Ck) is the negative log-probability of a branching. The merge cases are
defined analogously and the appearance or disappearance of neurons cause the following
costs:

ci→E = cE→i = AE(Ci) + θSS(Ci). (2.5)

The segmentation likelihood weight θS is a free parameter of the model.

With costs defined like this, the optimal solution would favour candidates that are high
in the component tree, since this would minimize the number of assignments that need to be
made and there is a size-independent cost contribution from the random forest classifier for
each assignment (AC , AB , and AE). Therefore, we scale the random forest contribution for
each possible assignment by the sum of leaves that are under the involved candidates. The
intuitive meaning of this strategy is the following: An assignment involving a big candidate
should only be preferred if its cost is less than the costs of any set of assignment involving
subset candidates.

2.3.2 Consistency Constraints

A solution to both the segmentation of images and the assignments between the segments
can be obtained by finding the subset of assignment variables with minimal costs: Every 2D
neuron candidate that is involved in a selected assignment is taken to be a valid segmentation
of a neuron.

However, overlapping candidates are contradictory and thus impose constraints on the
assignment variables that can be picked. In particular, we have to ensure that for every
path P in every component tree (i.e., for every set of overlapping candidates) the number of
assignments that connect them in any direction (to the previous or next image) is at most
one. We call this the candidate consistency constraint. Furthermore, we have to ensure
that a candidate that was picked from an assignment to a previous image will also be picked
by an assignment to the next image. Even if a neural process ends, we want to force the
solution to pick the end segment. We call this the explanation consistency constraint, since
it ensures a continuous sequence of assignments, one continuing where the previous one
ended. See Figure 2.5 for a visualisation of these constraints. Both types of constraints can
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Figure 2.5: Visualization of the two types of consistency constraints. The candidate consistency
(a) ensures that no pixel is assigned to more than one candidate: For each path of the component
tree (blue), the sum of all incoming assignment variables (green) has to be at most one. The
explanation consistency (b) ensures a continuous sequence of assignments: For each candidate
(orange), the sum of all incoming assignment variables (from the previous image) has to be equal
to the sum of all outgoing assignment variables (to the next image). The incoming or outgoing
assignment variables for a candidate are all assignment variables that have the component as target
or source, respectively.

be expressed by the following linear (in)equalities:
∑

i∈P

∑

a∈a→i
a ≤ 1 ∀P ∈ P (2.6)

∑

a∈a→i
a−

∑

a′∈ai→
a′ = 0 1 ≤ i ≤ n, (2.7)

where P is the set of all paths in every component tree and n the number of all candidates.
The sets a→i and ai→ denote all assignment variables that involve the candidate Ci to the
previous or next slice, respectively.

2.3.3 Confidence Measure

To provide a confidence measure, we exploit the candidate consistency constraints on the
assignment variables: For each assignment variable ai that is part of the solution, we deter-
mine the minimal cost ci of any of its directly conflicting assignment variables:

ci = min(c�i), (2.8)

where c�i denotes the set of costs of all assignment variables that are in direct conflict with
ai. According to the candidate consistency constraint, these are all assignments that link
to any candidate that shares a path with the candidates that are involved in ai. We define
the confidence of an assignment as the ratio of the costs of the assignment to the minimal
cost of any conflicting assignment

conf(ai) =
ci
ci

. (2.9)

2.4 Inference

Given the costs c as defined in the previous section, we find a cost-minimal and consistent
set of candidates and assignments between them by solving the following integer linear
program:
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min
a

〈c,a〉 (2.10)

s.t.
∑

i∈P

∑

a∈a→i
a ≤ 1 ∀P ∈ P

∑

a∈a→i
a−

∑

a′∈ai→
a′ = 0 ∀i = 1, . . . , n

ai ∈ {0, 1} ∀i = 1, . . . , n

Although in general NP-hard, problems of this form can be solved efficiently in practice if
the costs are strong (i.e., they favour only a few solutions) and the constraints are local. In
Section 2.6 we show empirically that this is the case for our problem.

2.5 Learning

The training of our assignment model consists of learning a random forest classifier on
possible assignments between 2D neuron candidates. The idea to use a classifier to help
merging regions is not entirely new [51, 105]. The biggest difference here is that we use
the same classifier for continuation, branching, and end assignments. For that, we create a
feature vector for each assignment variable. This vector has the same components regardless
of which assignment case it refers to. For features that do not exist in all cases (for example,
there is no center distance measurable in end assignments) the respective components are
set to a dummy value.

To train the classifier, we need both positive and negative samples of assignments. How-
ever, only positive samples need to be provided by a user. Due to the candidate consistency
constraints on the assignment variables, every positive assignment has a number of conflict-
ing assignments that we take as negative samples.

2.5.1 Assignment Features

The features we are using to train the random forest classifier belong to two groups: ge-
ometry features and texture features. For the geometry features, we measure the distance
between the centers of the candidates, the symmetric set difference of their pixels and the
plain size of them. For the texture features, we perform a cross-correlation between im-
age patches surrounding the candidates in question and use the position and value of the
maximum in two different scales. In addition, we use the difference of normalized inten-
sity histograms between the candidates that are supposed to be assigned to each other. A
complete list of features can be found in Table 2.1.

Geometry Features

For each pair of 2D neuron candidates that is involved in a continuation assignment, the
distance between the centroids projected to the x-y-plane is taken as a feature (CD). To
account for the similarity in size and shape, we also measure the symmetric set difference
(SE) of the pixels after translating the candidates such that the centroids line up. Here, the
z-coordinate of the pixels is ignored. To not punish large candidates more than small ones,
we normalize the set difference by the sum of the pixel sizes of the two candidates and take
this value as an additional feature (SR).

The geometry features for the branching assignments are extracted in a very similar
way to the continuation cases: the two candidates that are in one image are treated as one
candidate to extract the aforementioned features (CD,SE,SR).

The only geometry feature for an end assignment is the size of the respective candidates.
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Category Feature Description Assignment Case

Geometry

CD center distance C,B
SE set difference C,B
SR set difference ratio C,B
SI size E

Texture

coarse correlation
CX offset x C,B
CY offset y C,B
CV max value C,B

fine correlation
FX offset x C,B
FY offset y C,B
FV max value C,B

histogram

H0 bin 0 C,B,E
H1 bin 1 C,B,E
H2 bin 2 C,B,E
H3 bin 3 C,B,E
H4 bin 4 C,B,E
H5 bin 5 C,B,E
H6 bin 6 C,B,E
H7 bin 7 C,B,E
H8 bin 8 C,B,E
H9 bin 9 C,B,E

histogram normalized

N0 bin 0 C,B,E
N1 bin 1 C,B,E
N2 bin 2 C,B,E
N3 bin 3 C,B,E
N4 bin 4 C,B,E
N5 bin 5 C,B,E
N6 bin 6 C,B,E
N7 bin 7 C,B,E
N8 bin 8 C,B,E
N9 bin 9 C,B,E

Table 2.1: List of all features and assignment cases they are used in: C: continuation, B: branching,
E: end.
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Figure 2.6: Segmentation result of three subsequent images. Assignments between images are
represented by the use of the same color.

Texture Features

For each possible continuation assignment between two candidates, we carry out two nor-
malized cross-correlations with different pre-scaling of the images. A coarse cross-correlation
is performed after Gaussian smoothing with σ = 10 pixels in a window of three times the
size of the involved candidates. This correlation is meant to account for the context of
the candidate. A finer cross-correlation in a window of 1.5 times the size of the involved
candidates measures the similarity of the interior of the candidates. In either cases, we
perform a cross-correlation in both directions (local window from one candidate against the
neighborhood of the other one, and vice versa). The two maxima positions relative to the
respective centroid are added and constitute the offset feature (CX, CY and FX, FY). By
adding the relative maximum positions, we deliberately ignore any displacement between
the candidates, since this is taken care of already with the center distance feature (CD).
Consequently, two candidates that agree about their displacement to each other will have an
offset of zero. The maximum of both normalized cross-correlation values is taken as another
feature (CV and FV).

To further evaluate the interior similarity of candidates we also compute histograms with
ten bins of the pixel intensities for each candidate. The bin-wise differences between two
candidates in a continuation assignment are added to the feature vector (H0 to H9). The
same is done for normalized histograms that sum up to one (N0 to N9).

For branching assignments we also compute correlation and histogram features as for
the continuation assignments. For the correlation features, we regard the branching as two
continuations with the same source. The correlation features CX, CY, CV and FX, FY,
FV are now taken as the average values of the respective continuation features. For the
histogram features we simply add the histograms of the two candidates that are in one
image and proceed as described for the continuation features.

The only texture features for end assignments are the plain histogram values of the
involved candidate.

2.6 Results

We evaluated the performance of our approach on an annotated sample of Drosophila me-
lanogaster larva neural tissue [15]. This publicly available dataset consists of 30 serial
sections, imaged with transmission electron microscopy at a resolution of 4x4x50 nm/pixel.
The dataset covers a 2x2x1.5 micron cube of neural tissue and provides labels of cellular
membranes, cytoplasms and mitochondria of 170 neural processes. Figure 2.6 shows quali-
tative results of our approach on three subsequent images of the volume. In Figure 2.7 we
show examples of successfully found branchings.
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(a)

(b)

(c)

Figure 2.7: Examples of successfully found neuron branchings. (a): the central neuron (left) bisects
into two parts (right) and is correctly segmented (yellow color). (b): two smaller processes (left)
merge into one neuron (right). Again, the segmentation is correct (brown color). (c): A random
forest.

2.6.1 2D Neuron Candidate Generation

We trained a random forest classifier to predict membranes in 2D images (not to be confused
with the random forest classifier used for the assignment costs) using the tool Ilastik [90].
From these predictions, we extracted 2D neuron candidates that we used for all experiments.
For that, we took 100 equidistant samples of the neuron prior λN in an interval that ranged
from obvious over- to undersegmentation. The limits of this interval and the weight of the
Potts term in the segmentation energy Eq. (2.1) have been found by visual inspection on
the first slice of the training dataset using an interactive graph-cut implementation.

After the downsampling of the component trees as described in Section 2.2 we were left
with 5800 candidates, distributed in 3633 trees with a mean depth of 0.252 (±0.491).

2.6.2 Training Data

We tested our approach by splitting the dataset into two parts: the first 5 images have been
used for the training, while the remaining 25 images have been used for evaluation. From
the ground truth of the first 5 images we extracted 510 positive assignment samples, for
which our assignment model found 10340 negative assignment samples that have been made
impossible (details on the selection of negative training samples can be found in Section 2.5).

2.6.3 Error Measure

In order to evaluate the performance of our approach, we use an error measure that reflects
the number of steps a human expert would have to take at least to restore the ground
truth from the result [43]. For that, we distinguish between errors that have been made
between images (additional or missing assignments) and within images (additional or missing
segments). We will call these errors inter- and intra-slice errors, respectively.

For the inter-slice errors, we say that two segments are linked, whenever there was an
assignment selected that involves both of them. Hence, a selected continuation assignments
introduces one link between two segments, a branching assignment introduces two links
between three segments, and an end assignment has no effect. We count every link that
is in the ground truth but not in the result as a false split (FS) error and every link in
the result that is not in the ground truth as a false merge (FM) error. The intra-slice
errors are being computed similarly: Every 2D neuron slice of the ground truth that has
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Figure 2.8: Influence of the maximal assignment distance on the errors of the result. After about
30 pixels there is no significant improvement.

no corresponding 2D neuron slice in the result is a false negative (FN) error, and vice versa
for the false positive (FP) error. Details on how to compute this error measure are given in
Section 6.2.5 on page 71. We normalized these errors by the number of segments in the test
dataset, i.e., by the sum of all neuron sections over all images.

2.6.4 Pipeline Parameters

Given a trained assignment classifier, only two parameters of our pipeline are free: the
distance threshold θD for the generation of the assignment variables and the weight θS for
the influence of the segmentation energy in the assignment costs. Errors for different values
of θD can be found in Figure 2.8. Beyond a distance of about 30 pixels there is no significant
improvement on the accuracy anymore. Changes due to perturbations of θS were very little.
We found a value of 1.0 to work well.

2.6.5 Comparison

We compared our method to the segmentation fusion (SF) approach presented in [103], which
was shown to be superior to other existing methods. There, the cost function for assignments
is a linear function of weighted features of the involved candidates (x-y-displacement and
cross-correlation). Since their approach does not provide a way to learn the feature weights
from a training set, we performed a simple grid-search to pick weights that provided good
results. However, what constitutes a good result is an application dependent question: A
false positive might be harder to fix than a false negative. Therefore, instead of just taking
the result with the best F1-score (SF-1), we decided to take two more results that reflect
the range of the trade-off between false positives and negatives: One that had the smallest
FN error (SF-2) and one that had the smallest FS error (SF-3). To keep the comparison
fair, we performed the grid-search on the same five images that we used for training and
not on the whole dataset. We also used the same candidates for both approaches to obtain
an objective view on the assignment model performances. The results on the evaluation
dataset can be seen in Figure 2.9. In the same figure we also give the errors of a best-effort
solution based on the extracted candidates, i.e., errors that stem from missing or wrong
candidates that cannot be compensated for by the assignment search.
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Figure 2.9: Comparative results to three different weight sets of the segmentation fusion ap-
proach [103] (SF-1 to SF-3) that have been found via grid-search on the test dataset. In total
our results are closer to the lower error bound that is given by the extracted candidates.

2.6.6 Training

The training has been carried out with different numbers of (positive) training samples
and classifier parameters, i.e., the number of trees in the random forest and the number of
features per node in the trees. The results with respect to the number of training samples
can be seen in Figure 2.10. The performance converges after about 300 training samples.
Regarding the training parameters, we found an optimum at 100 trees and 20 features per
node, where further increase did not have a substantial effect.

2.6.7 Assignment Feature Importance

The importance of the assignment features according to the variable importance measure of
the random forest classifier [11] can be found in Figure 2.11. The center distance between the
candidates of an assignment is the most discriminative feature, followed by the differences
of the normalized histogram and the set difference ratio.

2.6.8 Confidence Measure

To show the usability of our proposed confidence measure, we sorted all selected assignment
variables by their confidence values and evaluated the errors that are contributed by the
upper k%, i.e., by the assignment variables our model is most confident about. For that, we
limited our attention to the false positive and false merge errors, since the false negative and
false split errors lose their meaning if we deliberately remove assignments from the solution.
The errors have additionally been normalized by the number of assignment variables in the
respective fraction to compensate for the decrease of false positive errors due to selecting
less assignments.

The results can be seen in Figure 2.12. The 20% most confident assignment variables
contribute only 0.00163 FMs per segment and 0.047 FPs per segment. In the top 10% there
were no FMs at all and only 0.015 FPs per segment. We also found that the assignment
variables with the lowest confidence measure contributed the most FMs and FPs.
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Figure 2.10: Influence of the number of training samples on the accuracy. After about 300 training
samples there is almost no improvement.
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Figure 2.11: Variable importance of the used features as reported by the random forest classifier.

2.6.9 Inference Time

We solved the ILP to find the best set of assignments using the Gurobi solver2, which
is free for academic use. The average inference time for the whole stack was 6.2 seconds
(± 0.13), giving 2.02348 milliseconds (± 0.04242) per segment on a 12 core Intel Xeon CPU
at 3.47GHz.

2.7 Discussion

The presented automatic neuron reconstruction approach can be seen as an attempt to
jointly segment and track neurons across a stack of 2D images. To keep inference tractable,
the huge set of all possible 2D segmentations has been limited to use the 2D neuron candi-
dates extracted from a sequence of graph-cuts. Although these 2D candidates still allow a
lot of flexibility and help to resolve ambiguous cases, it should be noted that this limitation
of segmentations does not come for free: About half of the final errors can be attributed to
wrong or missing 2D neuron candidates. There is no doubt that the presented approach will
benefit from better membrane predictions and hypotheses extraction strategies. In Chap-
ter 3, we investigate the use of non-deterministically generated 2D neuron candidates by
sampling from a probability distribution.

For the learning of the assignment costs, we could show that the use of a random forest
classifier on a variety of features provides fewer final errors than a grid-search on a linear

2Gurobi Optimizer Version 4.6, www.gurobi.com

www.gurobi.com
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Figure 2.12: Relative FM and FP errors contributed by the upper k% of the confidence sorted
assignments. To account for the differences in the solution sizes, the values have been normalized
by the number of assignments in the respective portion. The upper 10% of the confidence sorted
assignments do not contain FMs.

combination of a few features. This is surprising insofar as the random forest classifier was
trained to classify positive and negative assignment samples, which does not necessarily
relate to minimizing the final number of errors. An interesting question is whether a lin-
ear combination of the same set of features could perform better, if trained on a sensible
objective. We answer this question in Chapter 4 in the context of the structured learning
framework.

Currently, the output of any neuron segmentation algorithm must in practice be proof-
read by human experts. The confidence measure of our approach can be used to prioritize
areas for human review. However, as we can see from our experiments, even the 10% most
confident assignments contain some errors. To further improve this figure, we believe it is
necessary to evaluate the confidence measure on a higher level then the one the model is
using. In general, the confidence measure should take prior knowledge into account that is
too hard to express directly in the model.

An interesting aspect of the presented approach is its efficiency. Although the model
formulation is in general NP-hard, we observe small inference times that grow linearly
with the problem size. Together with the fast training of the random forest classifier for
assignment costs, this will allow us to use this method in an interactive user interface. Every
correction made by a user can be used to retrain the random forest classifier and the problem
can be resolved to propagate the changes made by the user.
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Chapter 3

Sampling of 2D Neuron
Candidates

3.1 Introduction

In this chapter1, we present an alternative method for the extraction of 2D neuron can-
didates that are needed by the approach presented in Chapter 2. Instead of extracting
candidates by a sequence of graph-cuts, we investigate candidates generated by sampling
from a probabilistic model that was trained to label 2D images of neural tissue.

This work was motivated by the observation that about half of the errors of our approach
can be attributed to missing or wrong 2D neuron candidates. Partly, this is due to the
limitation that candidates are contained in component trees, as we obtain them by the
sequence of graph-cuts that we used so far. This limitation makes it impossible to represent
plausible candidates that are contradictory but not subsets of each other. By generating
candidates as labeling samples from a probabilistic model, we overcome this limitation.
Furthermore, the method used so far is not well suited to label ambiguous regions, since
no prior about plausible candidates is incorporated. Here, we design and train a model to
reflect the appearance statistics of several labels like membrane, cell interior, mitochondria,
glia, and synapses in 2D sections of neural tissue.

3.1.1 Overview

The key of our method is the generation of 2D neuron candidates as samples from a proba-
bilistic model. Instead of generating a fixed and heuristic set of candidates, we draw samples
from a conditional random field (CRF) that is designed and trained to label 2D sections of
neural tissue. An overview of the proposed method is shown in Figure 3.1.

There are two important design choices in the proposed CRF to capture the appear-
ance statistics of 2D sections of neural tissue and to keep inference tractable. First, the
CRF exploits the orientation of cut membranes in EM sections to learn sensible priors for
membranes, which are usually thin and elongated. As we show in Section 3.3, this helps to
produce more plausible section labelings, and thus better 2D neuron candidates. Second,
we restrict the interactions in the CRF to form a bipartite graph. With this trick, Gibbs
sampling [29] on the model can be parallelized and carried out on a GPU with a speed-up of
factor 39 compared to a single core CPU implementation. This allows us to model a large

1This chapter is based on our paper [27]. The results in this chapter represent the current state at
the time of submission, and are outperformed by recent findings presented in Chapter 4. The training of
the deep neural network used for the experiments of this chapter has been carried out by Dan C. Ciresan,
Alessandro Giusti, and Luca M. Gambardella, members of Jürgen Schmidhuber’s group at IDSIA, Lugano.
Ground truth annotation and training data preparation was carried out together with Stephan Gerhard and
Julien Martel, PhD students at the Institute of Neuroinformatics, UZH/ETH Zürich.

27
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(b) Neuron reconstruction for the whole stack.

Figure 3.1: Overview of the proposed method. (a) For each section, a deep neural network (DNN)
predicts per-pixel labels. Using these predictions, 2D neuron candidates are generated by sampling
from a CRF. (b) An integer linear program (ILP) tracker is used to find a consistent subset of the
candidates for the whole stack at once.

number of neighbor interactions for each pixel (and thus improve accuracy) and to use a
rich set of biologically relevant labels (cell interior, mitochondria, glia cells, synapses, and
different orientations of membranes) while still being fast enough to process large amounts
of data. Interestingly, we found that this restriction does not decrease the quality of the
generated candidates compared to a non-bipartite version of our model.

In Section 3.2 we give details about the proposed CRF that we use to generate 2D neuron
candidates. In Section 3.3, we show results on a stack of Drosophila melanogaster neural
tissue, where the sampled candidates produce 30% less errors compared to other candidate
generation methods.

3.1.2 Related Work

Current state-of-the-art approaches for anisotropic neuron reconstruction require the ex-
traction of 2D neuron candidates for each section [26, 50, 103]. For that, membranes are
identified based on predictions of local image patch classifiers like deep neural networks
(DNNs) [18] or random forest classifiers [26, 50, 103]. From these predictions, candidates
are obtained by a sequence of watersheds [103] or a sequence of graph-cuts [26,50]. A cost-
minimal and globally consistent subset of the 2D neuron candidates and their assignment
across sections is then found by tracking the candidates across sections via an integer linear
program (ILP) formulation. The ILP tracker ensures that a non-contradictory subset of
candidates is chosen and that the candidates are connected to optimize a global criterion
like a smooth continuation.

In all those approaches, the accuracy and efficiency of the reconstruction is limited by
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Figure 3.2: (a) Neighbors (blue) of a single pixel (i, orange) for orientations Φ = {0◦, 45◦, 90◦, 135◦}
and distances ∆ = {1, 3}. Neighbors are approximated to the closest pixel on the grid in the given
direction and distance. (b) Illustration of the rotation equivariant interactions. The values of
rotated interactions are equal for accordingly rotated labels. For the evaluation of a pairwise
interaction, the labels are rotated in the opposite direction of the interaction orientation and thus
are normalized to the vertical (0◦) case.

the quality of the generated 2D neuron candidates. It has been noted that the generation of
2D neuron candidates is responsible for about 50% of the final error [26]. Although the ILP
tracker can ignore wrong candidates to some extend, it can not fantasize missing correct
candidates. Thus, it is important to generate enough candidates with high variation to make
sure that the correct candidate is amongst them. However, too many candidates increase
the computational overhead and may lead to spurious results.

3.2 2D Neuron Candidate Sampling

To generate 2D neuron candidates, we repeatedly draw samples from a labeling distribution
on each section individually and transform them into binary neuron/membrane segmenta-
tions. Let Ω ⊂ N2 be the pixel domain of a single EM section. We model the distribution
of labelings y =

(
y(i) ∈ K | i ∈ Ω

)
of assigning each pixel in Ω to a label of a discrete set K

with a conditional random field (CRF).
For the possible values in K, we distinguish between oriented labels KΦ (for membranes)

and non-oriented labels KN (for mitochondria, glia cells, etc.), such that K = KΦ ∪ KN

and KΦ ∩ KN = ∅. Each kα ∈ KΦ represents a label k at a certain discrete orientation
α ∈ Φ.

The CRF is conditioned on a pixel-wise prediction vector field x =
(
x(i) ∈ RF | i ∈ Ω

)

with vectors of size F . We write y(i) or x(i) to refer respectively to the label or prediction

vector of pixel i ∈ Ω and x
(i)
f to refer to the fth prediction component of x(i). The lateral

interactions of each location in the CRF are modeled with pairwise factors to neighbors in
different directions Φ (as for the oriented labels) and distances ∆ = {d1, . . . , dD}, approx-
imated to the closest neighbor on the pixel grid (see Figure 3.2a for an illustration). We
write N (i, α, d) to denote the closest grid neighbor of i in direction α and distance d. We
achieve rotation equivariance by re-using factors of same distance for interactions in differ-
ent directions to directly model the rotation invariant statistics of our data. Furthermore,
the CRF is homogeneous, i.e., the same factors are used at every location.

Formally, we model the labeling distribution p(y|x) as

p(y|x) =
1

Z(x)
exp [−EP (y)− ED(y,x)] , (3.1)

where Z(x) is the partition function and the energies EP and ED correspond to the prior
and the data term, respectively. The data term is a linear combination of the components
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of the prediction vectors with weights wk ∈ RF for each label k ∈ K, i.e.,

ED(y,x) =
∑

i∈Ω

〈wy(i)

,x(i)〉. (3.2)

The prior EP models the pairwise interactions of each location to neighbors defined by a
set of discrete orientations Φ and distances ∆:

EP (y) =
∑

i∈Ω

∑

α∈Φ

∑

d∈∆

Rα,d(y
(i), y(N (i,α,d))), (3.3)

where Rα,d determines the costs for the joint labeling of i and its approximate neighbor in
direction α at distance d. The costs Rα,d are shared across different orientations, i.e.,

Rα,d(k, l) = R̃d
(
k−α, l−α

)
, (3.4)

where we write kα to denote the rotated version of label k by α degrees: oriented labels
change their orientation subscript and non-oriented labels do not change at all. This rotation
operation ensures that the resulting CRF is rotationally equivariant by treating every pair-
wise interaction in the same way as the 0◦ interaction (see Figure 3.2b for an illustration).
Finally, R̃d is a lookup table with entries

R̃d (k, l) = vk,ld (3.5)

for the joint labeling of neighboring pixels with distance d.

3.2.1 Learning

The parameters of our model are θ = (v,w), where

v =
{
vk,ld | d ∈ ∆; k, l ∈ K

}
(3.6)

are the costs for pairwise interactions and

w =
{
wkf | f ∈ 0, . . . , F ; k ∈ K

}
(3.7)

are the weights of the prediction values. Given an annotated learning sample (y,x), we
obtain the parameters by maximum likelihood learning [95]. The conditional log-likelihood
of a learning sample is the negative log-probability

L(θ) = − log p(y|x;θ), (3.8)

that we optimize using stochastic gradient descent. Substituting Eq. (3.1) and building the
derivative with respect to the two types of parameters yields the following gradients:

∂L(θ)

∂wkf
=
∑

i∈Ω:

y(i)=k

x
(i)
f −

∑

i∈Ω

p(y(i) = k|x)x
(i)
f (3.9)

∂L(θ)

∂vk,ld
=
∑

i∈Ω
α∈Φ

δy(i)=kαδy(i′)=lα −
∑

i∈Ω
α∈Φ

p(y(i) = kα, y(i′) = lα|x), (3.10)

where δ is the Kronecker-delta and i′ is a shorthand forN (i, α, d). The marginal probabilities
are obtained via Gibbs sampling, that we describe in the following section.
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3.2.2 Parallelized Sampling

We use Gibbs sampling [29] to draw samples from p(y|x) that are needed for the training
and generation of 2D neuron candidates. To tackle the slow convergence properties of
Gibbs sampling, we restrict the interactions in the CRF to form a bipartite graph. For that,
we divide the image domain Ω into “odd” and “even” locations, following a checkerboard
pattern on the pixel grid, such that Ω = ΩO ∪ ΩE and ΩO ∩ ΩE = ∅. By modifying N to
find the closest neighbor in the given direction and distance of opposite parity, we obtain a
bipartite CRF. We write y(O) and y(E) to refer to the labeling of the pixels in ΩO and ΩE ,
respectively. It follows that

p(y(E)|y(O),x) =
∏

i∈ΩE

p(y(i)|y(O),x), (3.11)

and

p(y(O)|y(E),x) =
∏

i∈ΩO

p(y(i)|y(E),x), (3.12)

i.e., labels in one partition are conditionally independent given the labels in the other
half [33]. Samples y(i) ∼ p(y(i)|y(E)) for i ∈ ΩO and y(i) ∼ p(y(i)|y(O)) for i ∈ ΩW can be
drawn independently and in parallel. We exploit this property by sampling a whole section
in two half-steps, each of which carried out with our GPU implementation [23].

3.3 Results

We evaluate the performance of our 2D neuron candidate generation method on two stacks
of 20 EM images of size 1024×1024 from Drosophila melanogaster larva neuropil with 4.6nm
xy-resolution and 50nm section thickness [31]. These stacks have been selected to capture
well the typical variations found in EM images. The first stack was used to train the DNN
architecture proposed in [18] to predict the pixel labels (shown in Figure 3.3) that are used
as features x in the CRF. The second stack, for which we manually generated ground truth,
is used to compare different candidate generation methods. To investigate the effect of
different neighborhood sizes, we created three instances of our model with different distance
sets: model D1 (a baseline of our CRF) uses ∆ = {1}, D4 uses ∆ = {1, 5, 9, 15}, and D8

uses ∆ = {1, 3, 5, 7, 9, 15, 21, 31}. All models use the same labels (shown in Figure 3.3) and
the same set of rotations Φ = {0◦, 45◦, 90◦, 135◦}. From each model, we drew 20 samples
per section to generate the 2D neuron candidates. Each sample is the last labeling after 100
Gibbs iterations on the whole section, starting from a random initialization.

3.3.1 Error Measure

The errors made by current neuron reconstruction methods render a manual proof reading
necessary. Minimizing the time that has to be spent on correcting the result is therefore
a sensible objective. Ideally, the evaluation measure on automatic reconstruction methods
should reflect the time and effort needed to correct the errors made by an automatic method.
Therefore, we measure the error of a reconstruction in terms of the edit distance to the
ground truth, since this directly reflects the amount of time needed to fix it. Due to the
different types of errors in anisotropic reconstruction, we suggest to provide errors in four
categories: “FP” (false positives) are spuriously detected neuron slices in a section, “FN”
(false negatives) are missed neuron slices in a section, “FS” (false splits) missed links between
neuron slices across sections, and “FM” (false merges) are spurious links across sections.
A neuron slice is considered to be detected, if it overlaps to at least 50% with the ground
truth. Details about this error measure are given in Section 6.2.5 on page 71.
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(a) (b) (c) (d) (e) (f)

Figure 3.3: Examples of samples drawn from our CRF for ambiguous cases. The used labels are
membrane (four orientations , , , and junctions ), cell interior ( ), mitochondria ( ), glia ( ),
and synapse ( ). (a) shows the raw images, (b) the ground truth labelings, (c) the max-prediction
labeling, (d-f) a representative sample from D1, D4, and D8, respectively.

3.3.2 Comparison

We compare our model instances D1, D4, and D8 to the current state of the art in neuron
candidate generation: A series of graph-cuts (GraphCuts), applied on the membrane pre-
dictions of the DNN, as proposed in [26], and gap completion (GapComp) [52] as proposed
in [50]. As a baseline, we also generate candidates from component trees (CompTrees) [45],
extracted from the same predictions. We reconstructed neurons in the test stack for each
candidate generation method using the publicly available ILP tracker Sopnet [26]. The
trainable parts of this tracker have been trained and validated for each method individually
on the first 10 sections of the test stack. The test results on the last 10 sections are shown in
Figure 3.4. Model D4 provides by far the best result, improving the error rate by 30% com-
pared to the best competing approach (GraphCuts). Surprisingly, the larger neighborhood
of model D8 is inferior to D4.

2D neuron candidates generated with our and the compared methods are shown in
Figure 3.6. Each method is using the predictions of our trained DNN. No post-processing
was applied. Compared to the other methods, hypotheses generated with our method (D4

in the figure) appear smoother and propose a clearer segregation between neurons.
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GapComp [52]∑
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Figure 3.4: Reconstruction errors for different 2D neuron candidate generation methods (a). Results
are given as false positives (FP), false negatives (FN), false splits (FS), and false merges (FM), see
text for details. Our method D4 produces 30% less errors compared to the best competing approach
(GraphCuts). The importance of a rich neighborhood and oriented membranes in the proposed
model is shown in (b): Decreasing the neighborhood radius to one (D1) or ignoring membrane
orientations (D4 non-oriented) dramatically sacrifices reconstruction accuracy.

(a) (b) (c) (d) (e) (f)

Figure 3.5: Demonstration of the candidate generation capabilities of model D4 (for label legend
see caption of Figure 3.3). (a) shows the raw image, (b) the ground truth labeling and (c) the
prediction for the class membrane. Images (d-f) show three different samples drawn from D4.

3.3.3 Model Properties

To show the importance of oriented membrane labels, we trained and evaluated a version of
D4 with non-oriented membrane labels (right bars in Figure 3.4). Due to undersegmentation,
the model proposed only a few large candidates and thus missed a lot of neurons, which
is reflected in a high number of false negatives (FN) and false splits across sections (FS).
To investigate the effect of the bipartite restriction of our CRF, we also implemented a
non-bipartite version of model D4. The reconstruction errors differ by 1% in favour of the
bipartite version and may well be attributed to sampling noise.

3.3.4 Inference Time

Tested on a NVIDIA Quadro 4000, we were able to draw 100 complete samples of size
1024× 1024 from D4 using our GPU implementation in 4.4s. A single core CPU Gibbs
sampler implementation2 took 174s on a Intel Xeon CPU at 3.47 GHz to achieve the same,
resulting in a speed-up factor of 39.54.

2from OpenGm: http://hci.iwr.uni-heidelberg.de/opengm2/

http://hci.iwr.uni-heidelberg.de/opengm2/
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3.4 Discussion

We showed that replacing fixed sets of 2D neuron candidates with samples drawn from a
distribution increases the reconstruction accuracy. This scheme might not just be limited
to neuron reconstruction, but also be applied to other approaches that rely on the quality
of initial candidates, like super-pixel based algorithms for image segmentation.

In our case, an interesting side effect of our method is the rich labeling of the candidates:
Besides membrane locations, the sampled candidates also propose the locations of mitochon-
dria, synapses, and glia cells. These propositions are not only of biological relevance, but
could also be used to improve the reconstruction accuracy by, for instance, exploiting the
fact that mitochondria are surrounded by neuron and synapses are separating neurons.

An open question in our method is how many samples need to be drawn to obtain good
results with little computational overhead. An interesting solution might be to start with
few initial samples and draw more on demand for locations that are unlikely according
to higher level priors, like a sudden change in direction or an unexpected end of a neural
process.
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raw D4 GapComp GraphCuts MSER raw D4 GapComp GraphCuts MSER

raw D4 GapComp GraphCuts MSER raw D4 GapComp GraphCuts MSER

Figure 3.6: Qualitative comparison of the 2D neuron candidates of the used methods. Each block
shows five randomly selected neuron vs. background segmentation hypotheses (columns) for each
of the used methods (D4 being our method) on a sample patch of size 200× 200.
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Chapter 4

Structured Learning of
Assignment Costs1

4.1 Introduction

A complete automatic neuron reconstruction pipeline like the one we described in the pre-
vious chapters naturally has a lot of free parameters. Starting with the low-level image
processing, there are a number of local features that are combined in a non-linear way
to obtain per-pixel predictions. We achieved the best results by using the convolutional
neural network (CNN) of Ciresan et al. for that, which introduces thousands of weight pa-
rameters [18]. From the CNN predictions, 2D neuron candidates are extracted. Using the
sampling method introduced in Chapter 3 introduces another few hundred parameters for
the CRF. From these candidates, possible assignments across sections are enumerated. For
each of these assignments, costs have to be determined to rate their likelihood to be part of
the final reconstruction.

Given annotated ground truth, each of the mentioned parts can be naively trained with
dedicated algorithms. The CNN was trained by Ciresan et al. to minimize the classification
error on a set of labeled image patches. The parameters of our CRF are obtained via
maximum likelihood learning on fully labeled EM sections. Finally, we learn the assignment
costs from positive and negative assignment samples using a random forest classifier [11].

However, this part-wise learning of parameters is not optimal: The individual training
objectives may only poorly reflect the overall objective, which is to make less split and merge
errors in the final reconstruction. For example, a CNN trained to classify as many patches
correctly as possible does not necessarily do the best to avoid reconstruction errors. A few
mislabeled pixels might be responsible for a split or merge in the final result, even though
they contributed only little to the pixel-wise error rate. We hypothesize that the part-wise
learning does not exploit the full capacity of the classifiers in the pipeline to minimize the
final reconstruction error. Due to noise, ambiguous data, and only local information we
can assume that none of the classifiers is perfect. Given that, we might want to shift the
attention of the classifier towards critical cases. For instance, it might not be necessary to
learn that a certain assignment type has high costs, if it would never be selected by the
higher inference model anyway. Such a situation can arise if another conflicting assignment
is already very likely to be part of the final reconstruction.

For these reasons, it would be desirable to train all free parameters of the neuron re-
construction pipeline at once to minimize the final error. Unfortunately, it is not obvious

1The training of the deep neural network used for the experiments of this chapter has been carried out
by Dan C. Ciresan, Alessandro Giusti, and Luca M. Gambardella, members of Jürgen Schmidhuber’s group
at IDSIA, Lugano. Ground truth annotation and training data preparation was carried out together with
Stephan Gerhard and Julien Martel, PhD students at the Institute of Neuroinformatics, UZH/ETH Zürich.

37
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how to derive a learning signal for early parts of the pipeline based on errors in the result-
ing reconstruction. Already the training of a CNN on pixel classification error is suffering
from vanishing gradients and non-convexity. This situation gets even worse if the learning
signal depends on the pipeline outcome: There is no explicit functional relation between a
parameter in early parts of the pipeline and the final error.

We can, however, expect improvements for the training of late parts in the pipeline.
In particular, the learning of the costs for assignments can be made aware of the final
reconstruction error. In the following, we show how this can be done within the structured
learning framework[98]. In Section 4.2, we give an overview over this learning framework. We
provide an implementation of this framework for discrete energy based models on arbitrary
loss functions. Our implementation is explained in detail in Section 4.3. In Section 4.4 we
show how the training of the assignment costs of our neuron reconstruction pipeline can be
carried out with our implementation.

In Section Section 4.5, we investigate the effect of structured learning on the final error for
different candidate generation methods. The results with structured learning are superior to
learning the assignment costs using a random forest classifier (as described in Section 2.5),
a support vector machine, and optimizing for maximum overlap only (which we found to
work very well in practice so far). We also show that the outcome is robust to changes in
the regularizer weight (the only free parameter in the structured learning framework), thus
leaving effectively no free parameters in the last part of the neuron reconstruction pipeline.

4.2 Structured Learning

Structured learning addresses the problem of estimating the parameters of a mapping func-
tion f : X 7→ Y of some observations x ∈ X to a discrete response y ∈ Y [98]. Given
training samples (x(1),y(1)), . . . , (x(l),y(l)) ∈ X ×Y, the parameters are found to minimize
the empirical risk, which is defined in terms of an application specific cost function for re-
sponses that deviate from the desired training sample responses. This learning framework
is called structured to account for the fact that the y ∈ Y can represent application specific
structures in contrast to being a plain classifier. This way it is possible to train directly
on the desired output of a given application, for instance body part positions of a stickman
model fitted to an image [10,76,109].

More formally, the mapping f is assumed to be the minimizer of an energy based model
that scores pairs of observations and responses, i.e.,

f(x) = arg min
y∈Y

E(x,y). (4.1)

We assume that the energy E(x,y) is a linear combination of arbitrary real valued features
on the combined input and output space φi(x,y) : X × Y 7→ R, i.e.,

E(x,y) = 〈w, φ(x,y)〉 , (4.2)

where we write φ(x,y) to denote the vector of all features φi(x,y). Note that this is a very
general formulation and does not limit the expressiveness of the model. In particular, this
formulation is compatible to the energy term of the very broad class of exponential family
models, where the φi(x,y) have a natural interpretation as sufficient statistics [106].

In the following, we assume the presence of only a single training sample (x′,y′) ∈ X×Y,
since multiple training samples can be concatenated into one by concatenating X and Y
accordingly. Now, the optimal weight vector w∗ is found by minimizing the empirical risk
J(w,x′,y′), i.e.,

w∗ = arg min
w

J(w,x′,y′), (4.3)

where the empirical risk is

J(w,x′,y′) = Ω(w) + L(w,x′,y′), (4.4)
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with Ω(w) being a convex regularizer onw and L(w,x′,y′) the training sample loss. Finally,
the loss establishes the conceptual link to maximum margin problems [98]: It is the maximal
energy difference

δE(y′,y) = E(x′,y′)− E(x′,y) (4.5)

of a response y to the ground truth y′, modulated by an application specific cost ∆(y′,y).
More formally,

L(w,x′,y′) = max
y∈Y

Γ(y′,y)δE(y′,y) + ∆(y′,y), (4.6)

where ∆(y′,y) is left undefined and fulfills

∆(y′,y) ≥ 0 and ∆(y′,y′) = 0, (4.7)

and Γ(y′,y) serves as a placeholder to switch between the margin rescaling variant (if
Γ(y′,y) = 1) and the slack rescaling variant (if Γ(y′,y) = ∆(y′,y)) [97]. With this formu-
lation, the sample loss is the maximum over all possible responses y of the energy difference
of y to the ground truth y′, modulated either linearly or constantly with some costs ∆(y′,y)
for false responses. This cost function plays an important role in the structured learning
framework: Instead of just maximizing the energy margin between the ground truth y′ and
any other y ∈ Y \{y′}, the optimization takes into account how wrong a particular response
is, and raises its energy the more the higher the corresponding ∆(y′,y) is. Provided enough
training data, this minimizes the expected response cost over all possible observations x.

4.3 Bundle Method for Structured Risk Minimization

In the following, we describe our implementation of a bundle method to minimize the struc-
tured risk J(w,x′,y′) introduced in the previous section for general models with quadratic
regularizers.

For that, we assume without loss of generality2, that the set Y of responses is the set of
all binary vectors of length n subject to linear constraints

Y = {y ∈ {0, 1}n|Ay � b}, (4.8)

where we write a � b to say that a is element-wise smaller or equal to b. Again without
loss of generality3, we assume further that the energy E(x,y) is defined in terms of feature
vectors φi(x) : X 7→ Rm for each component yi of y, where the binary yi enable or disable
the contribution of feature vector φi(x) to the energy. More formally, we define the energy
to be of the form

E(x,y) =

n∑

i=1

〈w, φi(x)〉 yi = 〈w, φ(x)y〉 , (4.9)

where we write φ(x) to denote the matrix of all feature vectors φi(x) as columns. We refer
to models satisfying Eq. (4.8) and Eq. (4.9) as linear constrained binary models.

In our implementation, we restrict ∆(y′,y) to be linear in y as well, i.e.,

∆(y′,y) = 〈∆l,y〉+ ∆c, (4.10)

where ∆l ∈ Rn and ∆c ∈ R depend on y′. This restriction is not sacrificing expressiveness
of the cost function, since arbitrarily complex cost functions can be implemented by aug-
menting the vector y and introducing new constraints4. The resulting model will still be a
linear constrained binary model.

2Every discrete energy model can be transformed into an equivalent model with binary indicator variables
and linear constraints that ensure consistency between the indicator variables. See Appendix A.1 for the
exact procedure.

3Every energy formulation of the form presented in Eq. (4.2) can be rewritten as in Eq. (4.9) after the
transformation to binary indicator variables. See Appendix A.2 for the exact procedure.

4By treating the cost function as a factor graph, we can use the same procedure as described in Ap-
pendix A.1.
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Put together, the restrictions in Eq. (4.8), Eq. (4.9), and Eq. (4.10) allow us to perform
the maximization of the margin rescaling variant of the loss, i.e.,

L(w,x′,y′) = max
y∈Y

δE(y′,y) + ∆(y′,y), (4.11)

by solving an integer linear program (ILP), without losing generality of the models that can
be handled. As we will see soon, this maximization has to be carried out repeatedly to find
the optimal weights.

Our implementation uses a quadratic regularizer, i.e., Ω(w) = λ|w|2. In this case,
the empirical risk J(w,x′,y′) is piecewise quadratic and convex in w, despite the possible
flexibility that ∆(y′,y) allows. As we see in Figure 4.1, the reason for that is that L(w,x′,y′)
is the maximum over a set of hyperplanes. Thus, L(w,x′,y′) is convex in w and so is
J(w,x′,y′), which is just the sum of a quadratic regularizer and L(w,x′,y′). Theoretically,
the optimal set of weights could thus be found by solving the quadratic program

min
w,ξ

λ|w|2 + ξ, s.t. ∀y ∈ Y : 〈ay,w〉+ by ≤ ξ, (4.12)

where 〈ay,w〉+by = 0 defines the hyperplane corresponding to configuration y. In practice,
however, the enumeration of the exponentially many constraints (one for each configuration
y ∈ Y) is intractable.

To avoid enumeration of all those hyperplanes, we exploit the fact that around the min-
imum, L(w,x′,y′) can be described by only a few hyperplanes. We use a cutting plane
method to discover those hyperplanes. For that, we repeatedly solve Eq. (4.11) for differ-
ent weight vectors. Each found hyperplane is used to refine a lower bound J (w,x′,y′)
of J(w,x′,y′), which we minimize to obtain the next weight vector to sample. Our im-
plementation follows the framework of Bundle Methods for Regularized Risk Minimization
described in [97].

In Algorithm 1, Algorithm 2, and Algorithm 3 we provide details about the cutting plane
technique we use. Our generic implementation for linear constraint binary models is made
available in [24].

4.4 Application to Neuron Reconstruction

The application of the structured learning algorithm presented in the previous chapter to our
model for neuron reconstruction (described in detail in Chapter 2) is almost straightforward.
Our model is already a member of the class of linear constraint binary models, so that no
further transformation is necessary. The components of the vectors y are binary variables,
each indicating the selection and assignment of 2D neuron candidates across sections. The
set Y is the set of all consistent solutions, i.e., all solutions that fulfill the linear constraints
introduced in Section 2.3. It remains to construct feature vectors for each binary assignment
variable, find a way to obtain a training sample (x′,y′), and to model a sensible cost function.

4.4.1 Feature Vectors

We reformulate the objective presented in Section 2.4 to combine only the assignment fea-
tures linearly. More specifically, we replace the costs c obtained from a random forest
classifier that we used so far with dot products to obtain

E(x,y) = 〈c,y〉 (4.13)

with
ci = 〈w, φi(x)〉 , (4.14)

where φi(x) is the feature vector for assignment yi. The feature vector is unified across
the three different types of binary assignment variables (continuation, branch, and end)
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Figure 4.1: Visualization of the margin rescaling loss function L(w,x′,y′) with Γ(y′,y) = 1 on
a toy problem with a single real-valued feature for each y ∈ Y (shown in Figure (c)). Figure (a)
shows the loss for a given weight vector w = 1. L(w,x′,y′) is the maximum of the individual losses
over all y ∈ Y (green line). The individual losses are composed of an energy difference δE(y′,y) =
E(x′,y′) − E(x′,y) to the ground truth (shown as black dots) and the cost for misclassification
∆(y′,y) (shown as blue vertical lines). The goal of the learning procedure is to find feature weights
w that minimize L(w,x′,y′), i.e., the loss of the currently worst response ỹ. For that, responses
with high costs have to be pushed down by increasing their energy and thus decreasing the difference
δE(y′,y), regardless whether their energy is already higher then the ground truth energy. The
dependency between w and the energy difference δE(y′,y) is linear, with the coefficients being the
feature differences between y′ and y (see Eq. (4.9)). Thus, L(w,x′,y′) is piecewise linear, as shown
in Figure (b). Although L(w,x′,y′) is also convex, minimizing it is difficult because of the large
number of possible responses.
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Algorithm 1: Bundle method for structured risk minimization.

Input: regularizer weight λ, Tolerance of approximation, training sample (x′,y′)
Output: w∗ minimizing structured risk J(w,x′,y′)

t = 0;

/* initial weights */

w0 = 0;

/* initial bundle set */

B0 = ∅;
/* upper bound of minimum */

u = inf;

/* approximation gap */

ε = inf

/* iteratively refine lower bound */

while ε ≥ Tolerance do

t = t+ 1;

/* update bundle set */

(at, bt)← FindMaxHyperplane(wt−1,x′,y′);
Bt = Bt−1 ∪ {(at, bt)};
Jt = λ|w|2 + 〈at,wt−1〉+ bt;

/* find minimum position and value of lower bound */

(wt,Jt)← MinimizeBundleApproximation(λ, Bt);

/* compute gap */

u = min(u, Jt);
ε = u− Jt;

return wt
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Algorithm 2: FindMaxHyperplane

Input: current weights w, training sample (x′,y′)
Output: gradient and value (g, v) of L(w,x′,y′) at w

/* L(w,x′,y′) = maxy δE(y′,y) + ∆(y′,y) */

/* L(w,x′,y′) = maxy 〈wφ(x′),y′〉 − 〈wφ(x′),y〉+ 〈∆l,y〉+ ∆c */

f = wφ(x);
/* L(w,x′,y′) = maxy 〈f ,y′〉 − 〈f ,y〉+ 〈∆l,y〉+ ∆c */

d = 〈f ,y′〉+ ∆c;
/* L(w,x′,y′) = maxy d− 〈f ,y〉+ 〈∆l,y〉 */

l = ∆l − f ;
/* L(w,x′,y′) = maxy d+ 〈l,y〉 */

/* optimize with an ILP solver */

y∗ = arg maxy 〈l,y〉 , s.t. Ay � b;

/* compute gradient
∂L(w,x′,y′)

∂w at y∗ */

g = φ(x′)y′ − φ(x′)y∗;

/* compute value L(w,x′,y′) at y∗ */

v = d+ 〈l,y∗〉;
return (g, v);

Algorithm 3: MinimizeBundleApproximation

Input: regularizer weight λ, bundle set B
Output: minimum w∗ and minimal value J ∗ of lower bound

/* optimize with a QP solver */

w∗ ← arg min(w,ξ) λ|w|2 + ξ, s.t. 〈w,ai〉+ bi ≤ ξ ∀(ai, bi) ∈ B;

J ∗ = λ|w|2 + ξ;

return (w∗,J ∗)
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by concatenating the respective features. Features that are not available for a certain
assignment type (there is, for instance, no overlap for end assignments) are just set to
zero in the unified feature vectors of this assignment type.

4.4.2 Training Sample

The structured learning framework requires us to provide a training sample (x′,y′) with
y′ ∈ Y. In addition to the difficulties in obtaining unambiguous human generated ground
truth for the neuron reconstruction problem in the first place, the provision of y′ is not
trivial: We have to find a member of Y, i.e., the set of all possible reconstructions with
the found 2D neuron candidates, that is as close as possible to a human annotated ground
truth. First, we have to note that the extracted 2D neuron candidates can be imperfect
and thus there might not be a y ∈ Y that corresponds to the human annotated ground
truth. Second, we have to find a sensible criterion by which we measure the closeness of a
reconstruction to the ground truth. It is debatable5 what exactly this measure should be.
In conclusion, we have to accept that the training sample y′ will only represent a best-effort
reconstruction and not the ground truth.

We found the y′ with the maximal spatial overlap to the human annotated ground
truth to best capture our intuition of a best-effort solution. Since the overlap criterion
can be decomposed into local contributions for each assignment, we find y′ by solving a
reconstruction problem, where the assignment costs are replaced with the overlap to the
human annotated ground truth.

4.4.3 Cost Function

A proper choice of ∆(y′,y) is crucial for the success of the structured learning method.
Ideally, we would use the error measure that we use to evaluate the results of our auto-
matic reconstruction as ∆(y′,y). However, we have to make sure that the maximization in
Eq. (4.6) is still tractable.

As a compromise between tractability and specificity of the cost function, we chose to
use the Hamming distance, i.e., the L1-norm of the difference between the binary vectors y
and y′:

∆(y,y′) =
∑

i

|yi − y′i| (4.15)

=
∑

i:y′i=1

(1− yi) +
∑

i:y′i=0

yi (4.16)

= |y′|2 +
∑

i:y′i=1

−yi +
∑

i:y′i=0

yi (4.17)

= |y′|2 + 〈l,y〉 (4.18)

with li = 1−2y′i. The fact that the Hamming distance is linear in y allows us to merge it into
the energy difference term in the loss L(w,x′,y′). Thus, the objective and structure of the
maximization in Eq. (4.6) is very similar to the inference problem presented in Section 2.4,
from which we know that it is tractable in practice.

4.5 Results
6

In Figure 4.3 we show how the errors change for different regularizer values for the structured
learning experiments.

5In fact, we do debate it in Chapter 6.
6The SVM training for the models presented in this section has been carried out by Jonas Klein as part

of his master thesis at the Institute of Neuroinformatics, UZH/ETH Zürich.
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Figure 4.2: Comparison of different objective training methods for assignment costs on 10 sections
of the Drosophila melanogaster dataset. The best results are obtained by using a linear combination
of several features in the objective, with weights trained via structured learning to minimize the
Hamming distance to the training sample. The bars labeled “best-effort” show the minimal numbers
of errors possible with the given set of assignment candidates.

We compared the results of structured learning as described in the previous section
against a random forest (RF) classifier [11], a support vector machine (SVM) [20], and
a baseline model that maximizes the overlap of linked 2D neuron candidates. For that,
we used two stacks of ssTEM images. The first stack consists of 20 EM images of size
1024 × 1024 from Drosophila melanogaster larva neuropil with 4.6nm xy-resolution and
50nm section thickness [31], for which we have human annotated ground truth. For this
stack, all methods have been trained on the first five sections, validated on the second five
sections, and were evaluated on the last 10 sections. The second stack consists of 100 EM
images of size 1024× 1024 from with 6nm xy-resolution and 30nm section thickness7 from
mouse cortex. For this stack, we trained on the first ten images, validated parameters on
the second ten images, and evaluated the methods on the remaining 80 images.

4.5.1 2D Neuron Candidate Sets

A separate stack of 20 sections was used to train a CNN to identify membranes [18] in
the Drosophila melanogaster stack. For the mouse cortex stack, we used the available

7SNEMI3D challenge dataset, available at http://brainiac2.mit.edu/SNEMI3D.

http://brainiac2.mit.edu/SNEMI3D
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Figure 4.3: The effect of different regularizer weights in the structured learning experiments on
the final errors. For both 2D neuron candidate sets, the result is very robust to changes of the
regularizer weight, leaving basically no free parameter in the structured learning setup.

membrane predictions which have been produced by the same CNN architecture. From these
predictions, we extracted 2D neuron candidates from the component trees of the median-
filtered predictions. The component tree candidates have been generated as described in
Section 2.2, but without spatial smoothness, i.e., by just performing a sequence of thresholds.
For the Drosophila melanogaster stack we additionally generated candidates by sampling
a CRF as described in Chapter 3. For each of the candidate sets, we found a best-effort
reconstruction y′ as described in Section 4.4.2, that was used for all training methods.

4.5.2 Training, Validation, and Evaluation

The RF classifier has been trained on the feature vectors of positive and negative assignment
samples of the best-effort reconstruction y′ for the first five sections. Each assignment that
is part of y′ was taken as a positive sample, the remaining assignments as negative samples.
After training, we use the negative logarithm of the RF prediction (which is the probability
of being a correct assignment) as the cost for an assignment. The SVM classifier was trained
on the same feature vectors. For the reconstruction objective, we use the signed distance
to the learnt margin as the cost for an assignment. The structured learning was carried
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Figure 4.4: Comparison of different objective training methods for assignment costs on 80 sections
of the mouse cortex dataset. The best results are obtained by using a linear combination of several
features in the objective, with weights trained via structured learning to minimize the Hamming
distance to the training sample. The bars labeled “best-effort” show the minimal numbers of errors
possible with the given set of assignment candidates.

out to minimize the Hamming distance of the reconstruction to the best-effort solution, as
described in Section 4.4. The baseline model (overlap only) was not trained at all.

Since the RF and SVM classifiers are trained on only positive and negative assignment
samples, they do not have the scope they need to learn sensible priors for the different
assignment types (continuation, branch, and end). In particular, the costs obtained from
the RF classifier are always positive, thus giving no incentive to select any assignment at
all. To make comparison fair, we added those priors explicitly as constant costs for each
assignment type to the objective for the RF and SVM experiments. We found their values
via grid search on the respective validation datasets by minimizing the sum of errors made.
For the structured learning experiments, we validated the value of the regularizer weight in
the same way.

Both for the validation and evaluation, we use errors in terms of the anisotropic edit
distance, which counts false positives (FP, spuriously found 2D neuron slices), false negatives
(FN, missed 2D neuron slices), false splits (FS, missed links between neuron slices of adjacent
sections), and false merges (FM, spurious links between neuron slices of adjacent sections).
In our experiments, we considered 2D neuron slices with at least 50% overlap with the
ground truth as correctly found. Details on how to compute this error measure are given in
Section 6.2.5 on page 71.

In Figure 4.2 we present the errors on the Drosophila melanogaster stack after training of
each method. Additionally, we provide results for the baseline model that selects assignments
by just maximizing the overlap of linked 2D neuron candidates across adjacent sections, i.e.,
without any training. The reconstruction results of the best methods for component trees
and CRF are shown in Appendix C.1 and Appendix C.2, respectively. Finally, Figure 4.4
shows the evaluation on the mouse cortex stack.

4.6 Discussion

Amongst the investigated training methods, structured learning provides the best results
for both datasets (Drosophila melanogaster and mouse cortex) and the used 2D candidate
generation methods. On the Drosophila melanogaster dataset, the results are closer to the
best-effort solution by 12.9% (candidates from component trees) and 11% (candidates from
CRF), compared to the RF classifier, which is the second best training method. On the
mouse dataset, the results are even 62.1% closer to the best-effort solution, compared to the
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overlap-only baseline, which is the second best in this dataset. This demonstrates that even
a linear combination of the features can perform very well if trained on a sensible objective.

The reason why the Hamming distance is such a sensible training objective might lie
in the diversity of the 2D neuron candidates. Consider, for instance, the candidates ex-
tracted via component trees, following the method presented in Section 2.2. Every pair of
conflicting assignments generated from these 2D neuron candidates proposes a topologically
different reconstruction. In other words, there are no two assignment candidates that only
differ slightly in the membrane locations. It follows that any deviation from the best-effort
reconstruction results in a topologically different reconstruction. The Hamming distance
happens to count the number of topological deviations and is thus a sensible objective to
minimize.

A very appealing property of the structured learning formulation is its robustness to
changes of the regularizer weight. Thus, the structured learning formulation comes with
basically no free parameter. In practice, that means we can omit the tedious grid search on
hyper parameters while still getting superior performance compared to the other methods.



Chapter 5

Distributed Inference

5.1 Introduction

A key property of our model for neuron reconstruction is that a globally optimal solution for
a whole volume is found at once. Although we observe that the optimization problem can
be solved efficiently in linear time in praxis, scaling up to larger volumes is not trivial. An
adult fly brain, for example, will produce at least 100 terapixels of images of neural tissue.
From our experiments we know that even our smallest models need about 100 kilobyte per
megapixel to describe the optimization problem as an integer linear program (ILP)1.For the
whole fly brain, this means that just to represent the ILP we need at least 10 terabytes of
memory – not counting the ILP data structures needed to actually solve the optimization
problem. On current hardware, this is prohibitively large.

At the same time, we observe that the assignment variables in our model have a limited
region of influence. A decision made in one part of the volume is very unlikely to change
the decisions made in another part. This is in line with observations from the manual
reconstruction of neurons: In most cases, it is sufficient to consider a small and constant-sized
region around a reconstruction site to resolve ambiguities. There are only a few examples
where the knowledge of the shape of a complete neuron helps a human annotator to resolve
ambiguities, but these far-distance relations are not part of our model, yet. Intuitively, it
seems very likely that our inference problem can be decomposed and solved sequentially.

Motivated by this intuition, we investigate in this chapter2 how our model for neuron
reconstruction can be solved in a distributed way. In particular, we propose a decomposition
strategy into subproblems that iteratively refines the partial solutions of the subproblems
to guarantee optimality of the global problem.

5.1.1 Overview

We use the method of dual decomposition [92] to obtain constant size subproblems of the
original large problem. For that, we define overlapping regions on a factor graph repre-
sentation of our model. Each of the regions represents one subproblem and can be solved
independently of other subproblems. In general, the optimal solutions of neighboring sub-
problems (i.e., subproblems from overlapping regions) can disagree on the values of shared
variables. By passing messages between neighboring subproblems, the subproblems are en-
couraged to agree on the values of shared variables. If all subproblems agree on all shared
variables, the globally optimal solution was found. However, in the standard dual decom-

1Our smallest model produces ILP matrices with about 6000 non-zeros per megapixel of image data.
Assuming that every non-zero is represented by a double (8 bytes) and two unsigned integers (each 4 bytes),
we obtain a memory consumption for the description of the ILP of about 100 kilobyte per megapixel.

2The findings presented in this chapter are results from joint work with Tobias Pietzsch and Florian Jug
from the MPI-CBG in Dresden.
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position formulation these messages are not guaranteed to achieve agreement. We present a
strategy to modify the subproblems in a way that guarantees that every pair of neighboring
subproblems will always find an agreement. We show that if the subproblem neighborhood
graph is tree-shaped, our strategy will also find the global optimal solution to the original
problem.

In Section 5.2 we show how a general factor graph model can be decomposed into sub-
problems using the framework of dual decomposition. We show how an optimal set of
messages can be found to encourage agreement between neighboring subproblems and dis-
cuss the situation in which this strategy fails due to the duality gap. In Section 5.3 we
present our strategy to modify pairs of subproblems to close the duality gap between them
and show that this strategy achieves the globally optimal solution for tree-shaped neigh-
borhood graphs. We evaluate our strategy experimentally on in Section 5.4 and discuss its
usefulness for practical implementations in Section 5.5.

5.1.2 Related Work

Dual decomposition as a method to distribute approximate inference has extensively been
studied, for an overview see Sontag et al. [92]. Dual decomposition is a special case of
Lagrangian relaxation [30], where consistency between subproblems is first ensured with
the introduction of constraints that are then relaxed into Lagrangian multipliers. As such,
dual decomposition is mainly used to achieve approximate maximum a-posteriori (MAP)
solutions for large and combinatorially difficult Markov random fields.

Consequently, many publications address the problem of tightening these relaxations.
Recent advances have been made by decomposing the original problems into subproblems
that describe spanning trees on the original problem [56,107]. It was shown by Komodakis
et al. that they are instances of a more general dual decomposition framework on Markov
random fields that provably solves the dual relaxation corresponding to the chosen decom-
position [60]. In these works, the coefficients of the Lagrangian multipliers can be seen
as messages that are sent between neighboring subproblems. These messages change the
objective values of the subproblems, such that the net effect of all changes to the global op-
timization problem is zero. By optimizing the dual formulation of the decomposed problem,
an optimal set of messages can be found to encourage neighboring subproblems to agree
on shared variable values. However, if the decomposition contains cycles, there might not
exist a set of messages that leads to an agreement. In these cases, the conflicting variable
assignments are usually repaired using a heuristic to find an approximate solution to the
MAP problem [92].

Despite its main use to obtain good approximate MAP solutions, exiting progress has
been made in using the dual decomposition framework for optimal MAP inference. So-
called cluster-pursuit algorithms iteratively add higher order consistency constraints to the
problem decomposition to tighten the dual relaxation and thus to suppress the influence of
frustrated cycles [4, 59, 91]. Even though the number of additional constraints needed to
achieve a tight relaxation is in general exponential in the problem size, empirically it could
be shown to be tractable for a wide range of problems.

A remaining bottle-neck of dual decomposition approaches is the slow convergence rate
of the optimization in the dual to find the optimal set of messages. This issue is addressed
by smoothing the dual formulation [44] or by using bundle methods [48] that are well suited
to optimize the non-smooth dual objective. Recently, a multigrid-like approach was shown
to improve the performance of this optimization for computer vision problems [58].

In the field of automatic neuron reconstruction, problem decomposition has hardly been
a topic so far. A noteworthy exception is the neuron reconstruction pipeline by Kaynig et
al. [50], which decomposes large volumes of neural tissue into overlapping blocks. These
blocks are solved independently and the found neuron objects are merged or split in pairs
with neighboring blocks depending on the overlap of the objects in voxels.
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5.2 Dual Decomposition

In this section we show how the framework of dual decomposition can be used to decompose
a large inference problem into smaller subproblems. For that, we assume that the inference
problem is given in form of a graphical model that defines energies on a set of variables with
discrete domains. The optimization problem consists of finding variable values that minimize
this energy. This very general formulation allows us in particular to express optimization
problems on linear constraint binary models, as we obtain them from our model for neuron
reconstruction presented in Chapter 2.

5.2.1 Problem Definition

We start by defining the original and possibly large inference problem in terms of a graphical
model, where we distinguish between variable and factor nodes. This so-called factor graph
representation corresponds to a factorization of the energy that we wish to minimize [106].

Definition 5.2.1 (Factor Graph) Let a graphical model be given as a factor graph
G = (F, V,E, θ,D). F and V are strictly ordered sets of m factor nodes (or just factors)
and n variable nodes (or just variables), respectively:

F = {fi : 1 ≤ i ≤ m} and V = {vi : 1 ≤ i ≤ n}.

Factors and variables are connected with edges E ⊆ F × V to form a bipartite graph. To
each factor, we associate a function

θ = {θf : f ∈ F},

and to each variable a discrete and finite domain

D = {Dv : v ∈ V }.

We write Vf for the strictly ordered set of all variables that are connected to factor f
and Fv for the strictly ordered set of all factors connected to variable v. We denote an
assignment of variables to elements of their discrete domains as

x = {xv : v ∈ V, xv ∈ Dv}.

We write xf = {xv ∈ x : v ∈ Vf} for the partial assignment of all variables connected to
factor f . Consequently, we write θf (xf ) for the function value of θf under the assignment
xf . The energy G(x) associated to a graphical model G under an assignment x is the sum
over all factor functions under their partial assignments:

G(x) =
∑

f∈F
θf (xf ). (5.1)

The global optimization problem consists now of finding an assignment x that minimizes
the energy as defined by the factor graph.

Definition 5.2.2 (P1) The optimization problem P1 is defined as

min
x
G(x). (5.2)

We denote the minimal value of P1 as e∗ and the minimizer by x∗.
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5.2.2 Decomposition into Subproblems

There are two difficulties in optimizing P1. First, P1 is in general NP-hard. As such, there
might not exist an efficient optimization scheme at all. For many “real world” problems in
computer vision, and in particular for our model of neuron reconstruction, this is in practice
not a problem [49]. Second, the graphical model corresponding to P1 might be too large to
be dealt with at once. This case is the main motivation for the decomposition strategy that
we present in the following.

The general idea of the decomposition is to partition the original problem into subprob-
lems that are as large as possible, i.e., they can still be represented and solved efficiently
on available hardware. We define these subproblems as subsets of factors of the original
factor graph. Variables that are used in factors of different subproblems are said to be
shared. These variables play an important role in the decomposition: As we will show soon,
the subproblems have to agree on the optimal values of these variables in order to achieve
global optimality – without having the scope to look at the whole problem at once. We
show in the following how the subproblems can be encouraged to agree by following the
dual decomposition principle.

Definition 5.2.3 (Decomposition) A decomposition of G is a tuple (R,W ), where R
is a strictly ordered set of l possibly overlapping regions

R = {Ri : 1 ≤ i ≤ l, Ri ⊆ F}

and W is a set of factor weights

W = {wrf ∈ [0, 1] : r ∈ R, f ∈ r}.

We denote by Rf = {r ∈ R : f ∈ r} the subset of all regions containing a factor f and by
Rv =

⋃
f∈Fv Rf the subset of all regions whose factors are involving v. The factor weights

wrf for every factor f and all regions r ∈ Rf that contain this factor have to sum up to
one, i.e., ∑

r∈Rf
wrf = 1 ∀f ∈ F . (5.3)

We say that a decomposition spans the graphical model, if every factor appears in at least
one region, i.e., Rf is non-empty for all f ∈ F . Note, that a region r can contain factors
with zero weight, i.e., {f ∈ F : wrf > 0} ⊆ r for all r ∈ R.

The introduced factor weights for each region are important to guarantee that the corre-
sponding set of subproblems partitions the energy defined on the original graphical model.
We achieve this by replacing the functions associated to the factors in each region with
scaled versions.

Definition 5.2.4 (Subproblem) Given a decomposition (R,W ), the subproblem corre-
sponding to a region r ∈ R is a factor graph Gr = (V r, r, Er, θr, Dr) where

V r =
⋃

f∈r
Vf

and Er and Dr are corresponding subsets of the original E and D for V r. The factor
functions θr are scaled copies of the original functions, i.e.,

θr = {θrf = wrfθf : f ∈ r}.
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The optimization problem P1 on the original factor graph can now be rewritten in terms
of the subproblems of a decomposition (R,W ):

Definition 5.2.5 (P2) The subproblem optimization problem P2 is defined as

min
x

∑

r∈R

∑

f∈r
θrf (xf ). (5.4)

So far, the decomposition was only cosmetic and did not change the original optimization
problem.

Lemma 5.2.1 P1 is equal to P2.

The proof can be found in Appendix B.1. In order to decouple the subproblems, we
introduce local variable assignments xr = {xrv : v ∈ Rv} for every region r ∈ R. We write
xR = {xr : r ∈ R} to denote the vector of all local assignments. With additional constraints
we enforce consistency between the assignments for shared variables across regions:

Definition 5.2.6 (P3) The constraint optimization problem P3 is defined as

min
xR

∑

r∈R

∑

f∈r
θrf (xrf ) (5.5)

s.t. xrv = xr
′

v ∀v ∈ V ∀r, r′ ∈ Rv : r < r′. (5.6)

Lemma 5.2.2 P2 is equal to P3.

The proof can be found in Appendix B.2. Coming back to our initial assumption that
each subproblem can efficiently be solved on its own, we realize that P3 could be easily solved
as well if we could drop the consistency constraints across regions. Without these constraints,
the optimization in P3 would decompose into local optimizations within each subproblem.
We eliminate those constraints by using the method of Lagrangian relaxation [30]. For that,
we introduce Lagrangian multipliers

λ = {λr,r′v,x : v ∈ V, x ∈ Dv, r, r
′ ∈ R : r < r′} (5.7)

for each consistency constraint to obtain the new objective

L(λ,xR) =
∑

r∈R

∑

f∈r
θrf (xrf ) +

∑

v∈V

∑

r,r′∈Rv
r<r′

∑

x∈Dv
λr,r

′

v,x

(
1{xri=x} − 1{xr′i =x}

)
, (5.8)
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Figure 5.1: A simple example to illustrate the proposed decomposition of a factor graph (variables
are circles, factors are squares) into two regions (orange and blue). P1 is the original problem that
we wish to decompose. By duplicating and weighting of the factors according to wf for each region,
we obtain P2, which has the same optimal solution as P1. Finally, P3 is obtained by additionally
duplicating all variables that are shared across regions and enforcing consistency between them.
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where we rewrote the consistency constraints as linear equalities on the values3 of their
respective xi. These equalities are non-zero whenever two regions disagree on the value
of a joint variable. This implies that if the constraints in Eq. (5.6) hold, the minimum of
L(λ,xR) is achieved at the solution to P3, regardless of the λ.

Interestingly, for a given λ, the xR minimizing L(λ,xR) can be found by local optimiza-
tions. We denote this optimization problem by

L(λ) = min
xR

L(λ,xR), (5.9)

which is the dual formulation corresponding of the given decomposition. This dual is a lower
bound on the minimal energy e∗ of the original problem.

Theorem 5.2.3 For any given λ, L(λ) is a lower bound on the energy of the solution of
P1. Furthermore, if the xR at the optimum are consistent according to Eq. (5.6), they
represent the optimal solution to P1.

The proof can be found in Appendix B.3. Since we are interested in finding the minimal
energy solution to P1 we wish to maximise L(λ), knowing that if L(λ) is able to provide us
the solution at all, it can only be the case at the maximum. To see that this can be achieved
by local operations, we rewrite L(λ) as follows, where we write |v|r to denote the degree of
a variable in region r, i.e., the number of factors involving it:

L(λ) = min
xR

L(λ,xR) (5.10)

= min
xR

∑

r∈R

∑

f∈r
θrf (xrf ) +

∑

v∈V

∑

r,r′∈Rv
r<r′

∑

x∈Dv
λr,r

′

v,x

(
1{xri=x} − 1{xr′i =x}

)
(5.11)

= min
xR

∑

r∈R

∑

f∈r
θrf (xrf ) +

∑

v∈V

∑

r,r′∈Rv
r<r′

(∑

x∈Dv
λr,r

′

v,x 1{xri=x} −
∑

x∈Dv
λr,r

′

v,x 1{xr′i =x}

)
(5.12)

= min
xR

∑

r∈R

∑

f∈r
θrf (xrf ) +

∑

v∈V

∑

r,r′∈Rv
r<r′

(
λr,r

′

v,xrv
− λr,r

′

v,xr′v

)
(5.13)

= min
xR

∑

r∈R

∑

f∈r


θ

r
f (xrf ) +

∑

v∈Vf
|v|−1

r



∑

r′∈Rv
r′>r

λr,r
′

v,xrv
−
∑

r′∈Rv
r′<r

λr,r
′

v,xrv







︸ ︷︷ ︸
θ
r
f (xrf )

(5.14)

=
∑

r∈R
min
xr

∑

f∈r
θ
r

f (xrf ). (5.15)

This reformulation shows that we can think of the λ as changes to the factors of P3.
These changes are incorporated in a way that doesn’t change the overall energy for a given
assignment xR.

3We reformulated the consistency constraints such that we have one constraint for each value of each
variable, instead of one for each variable as we see it in Eq. (5.6). This is for technical purposes: Unless
there is a good reason to prefer a conflicting assignment which happens to be close to each other (e.g., one
region says that xA should be 1 and another one says it should be 2 is better then 1 vs. 3 – this is usually
not the case) we want every disagreement to be treated equally.
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Figure 5.2: Illustration of the L(λ) function (purple). L(λ) is the minimum of a set of hyperplanes,
one for each possible assignment xR. If the relaxation is tight (b), the hyperplane for x∗ bounds
the maximum of L(λ).

5.2.3 Optimizing the Decomposition Relaxation

Optimizing L(λ) can be interpreted as optimizing a relaxed version of problem P3, where
we don’t enforce consistency across regions explicitly.

Definition 5.2.7 (P3R) The optimization problem P3R is defined as

max
λ

L(λ). (5.16)

We define λ∗ to be the maximizer

λ∗ = arg max
λ

L(λ) (5.17)

of P3R, and xR∗ to be the assignment at the optimum:

xR∗ = arg max
xR

L(λ∗,xR). (5.18)

From the definition of L(λ) in Eq. (5.9), and also from its reformulation in Eq. (5.15),
we can see that it is convex and piecewise linear. It is the minimum over a set of functions
(one for each assignment xR), that are linear in λ (see Figure 5.2).

Intuitively, L(λ) can be optimized by a gradient method. However, there are some
difficulties to address: First, L(λ) is not differentiable everywhere, but this has almost no
practical importance. Second and more importantly, it is unclear how to set the step width
to efficiently arrive at the optimum.

These difficulties are well tackled by bundle methods [48, 97]. These methods maintain
a piecewise linear upper bound L(λ) on the objective L(λ) by iteratively sampling values
and subgradients from L(λ). A regularized version of the upper bound is then maximized
to propose the next sample position λt and tighten the gap estimate εt, i.e., the difference
between the largest function value seen so far and the maximum value of the bound. This
gap estimate allows to quantify the closeness to the optimal solution.
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5.2.4 Tightness of the Relaxation

If L(λ) is tight, it must be bound in its maximum by the hyperplane corresponding to the
assignment xR∗. Otherwise, it is blocked by a set of hyperplanes with a non-zero gradient,
each corresponding to an inconsistent assignment (see Figure 5.2 for an illustration).

An interesting question to ask is: under what conditions is a relaxation guaranteed to be
tight? It is difficult to answer this question exactly, but a link to linear programming (LP)
relaxation allows us to define at least a sufficient criterion for tight relaxations [88,107].

Corresponding LP Problem

Every problem decomposition following the dual decomposition principle has a correspond-
ing LP relaxation problem. For the construction of this LP relaxation, it is helpful to
collapse the variables and factors that are exclusively owned by a region into a single factor.
This emphasizes the fact that the subproblems of the regions are hiding the structure of
their internal factor graphs: For every configuration of the shared variables of a subproblem,
there is a unique minimal energy contribution, that we represent as a single factor on the
shared variables. See Figure 5.3 for an illustration.

The optimization problem of the collapsed problem consists now of finding values for the
shared variables that minimize the global energy. This optimization can be formulated as
an integer linear program on indicator variables I with costs φf,xf for each configuration of
variables of each factor (see Appendix A.1 for the exact procedure):

min
I

∑

f∈F

∑

xf

φf,xf If,xf

s.t.
∑

xf

If,xf = 1 ∀f ∈ F
∑

xf :xf (i)=z

If,xf −
∑

xg :xg(i)=z

Ig,xg = 0 ∀i ∈ V : ∀f, g ∈ Fi : ∀z ∈ Di

If,xf ∈ {0, 1} ∀f ∈ F : ∀xf .

In this formulation, the linear constraints ensure consistency between the indicators of fac-
tors that share variables. In some sense, they ensure that the marginalization of the integral
indicator variables is consistent. By relaxing the integrality condition on the indicators and
thus allowing the indicators to take real values, i.e.,

If,xf ∈ [0, 1] ∀f ∈ F : ∀xf ,

the LP relaxation is obtained. It is well known that the dual of the LP relaxation obtained
this way is equivalent to the objective of the dual decomposition, see for example Wainwright
et al. [107]. A direct consequence is that if the LP relaxation is tight, the corresponding dual
decomposition relaxation is tight as well. LP relaxations are provably tight for graphical
models that do not contain cycles. Brought back into the context of dual decomposition, this
implies that the dual is tight, if the following (sufficient but not necessary) two conditions
hold: (1) The decomposition is tree-shaped, that is, the neighborhood graph of overlapping
regions does not contain cycles, and (2) the subgraphs that are shared between overlap
regions do not contain cycles.

In the following, we will assume that the first condition, a tree-shaped decomposition,
is fulfilled. Whether this assumption can be made depends on the concrete application.
It remains to address the problem of possible cycles in the overlap between neighboring
regions.

5.3 Closing the Duality Gap

Assuming that the decomposition is tree-shaped, it remains to ensure that the subgraphs
that are shared between neighboring regions are cycle free. Naively, this can be done by
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Figure 5.3: Illustration of the region collapsing to obtain the linear program relaxation that corre-
sponds to a given dual decomposition scheme. In this example, a simple factor graph (top figure)
with variables represented as circles and factors represented as squares is decomposed into two re-
gions (orange and blue). Variables and factors that belong exclusively to a region can conceptually
be collapsed into a single factor (bottom figure). Possible cycles in the internal factor graph of
a subproblem are thus hidden from the structure of the decomposition and have no influence on
the theoretical guarantees on the tightness of the dual decomposition. On this collapsed model,
an integer linear program can be formulated to minimize the energy over all shared variables. The
dual of the LP relaxation of this ILP is provably the same as the objective function of the dual
decomposition. It follows that if the dual of the LP relaxation is tight, so is the dual decomposition
objective.

collapsing all the variables in the overlap into a single variable with as many states as there
are configurations in the overlap, similar to how we collapsed the variables that are owned
exclusively by a single region. However, in contrast to the collapsing of exclusive variables,
the collapsing of the overlap variables is not just a conceptual trick to obtain theoretical
guarantees: For this strategy to work, we would have to maintain very large factors and
tables of messages to be sent between neighboring regions. The number of configurations in
an overlap region grows exponentially with the number of variables in it.

Instead, we propose to follow a strategy inspired by cluster-pursuit algorithms [4,59,91].
We iteratively solve the dual L(λ) and investigate the result in the primal: If a consistent
labeling of the graph was found, we found the globally optimal solution. Otherwise, we are
left with a conflicting assignment of shared variables. We add additional binary variables
that indicate those conflict assignments and introduce new messages by augmenting λ for
the new variables. See Figure 5.4 for an illustration of one step of this strategy. By itera-
tively adding indicator variables for remaining conflicts, we widen the scope of the messages
that can be sent between the subproblems. In the worst case, this strategy will introduce
an indicator for every possible assignment of the variables in the overlap between two sub-
problems. This case is equivalent to collapsing all the variables in the overlap between two
subproblems into a single variable and deriving the messages (i.e., the Lagrangian multi-
pliers) for each value of this collapsed variable. Although we hope that this is in practice
not necessary, it shows that our strategy eventually eliminates cycles between neighboring
regions and thus will find a globally optimal solution. Pseudo-code of our strategy is shown
in Algorithm 4.
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Figure 5.4: Illustration of the proposed gap closing strategy for conflicting assignments (highlighted
in red). The upper figure shows two regions (represented by a single factor in orange and blue) with
shared variables v1 to v4 and their assignments after optimizing L(λ). Shared factors are omitted
for clarity. We add indicator variables I for both proposed assignments of the shared variables to
each region (lower figure). This way, we introduce additional messages that can be sent between
the regions to negotiate the conflict assignments. The updated problem is solved again and further
indicator variables are added until both regions agree on the assignment of the shared variables.
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Algorithm 4: Gap closing strategy for tree-shaped decompositions.

Input: original problem G, tree-shaped decomposition (R,W )
Output: x∗ minimizing G(x)

/* decompose problem into subproblems */

S = {Gr : r ∈ R}
while x∗ not found do

/* solve dual */

xR∗ = OptimizeDual(S)
if xR∗ is consistent then

/* we found the globally optimal solution */

x∗ ← xR∗

return x∗

foreach conflict x̄p, x̄q of shared variables between regions p, q ∈ R do

/* update Gp */

Gp ← AddIndicators(Gp, x̄p, x̄q)

/* update Gq */

Gq ← AddIndicators(Gq, x̄p, x̄q)

5.3.1 Conflict Detection

We are using a proximal bundle method similar to the one proposed by Kappes et al. [48] that
optimizes the dual L(λ) to arbitrary precision to obtain λ∗. The corresponding solutions
xR∗ of the subproblems can directly be read from the last update step of the bundle method.
From xR∗ we can easily read conflicting assignments of shared variables between neighboring
subproblems.

There is one technical difficulty that we need to address: As long as there is a duality gap,
we might end up in the optimum of the L(λ) that corresponds to a conflict assignment for
which we already added indicator variables. In this case, we would add redundant indicator
variables and are likely stuck in a loop.

This problem can be circumvented by analyzing the hyperplanes around the local op-
timum of L(λ). At least one of them is “blocking” our ascent to the x∗ hyperplane (see
Figure 5.2 for an illustration) and does not correspond to any of the previous conflict as-
signments for which we added indicator variables. We are not guaranteed to end up on this
hyperplane after optimizing L(λ), but only ε close to it. However, the sought hyperplane
is a member of the current set of bundles (otherwise, it would not block our way). There-
fore, it is sufficient to find a hyperplane in the current set of bundles that corresponds to
a conflict assignment for which no indicator variable was added before. There might be
several hyperplanes with this property in the current bundle set. In practice, we take the
hyperplane with the closest value at λ∗ to L(λ∗)

5.3.2 Auxiliary Indicator Variables

Let us assume that xR∗ does contain conflicts. In this case, we can identify pairs of regions
r1 and r2 with disagreements in the assignment of their shared variables V r1,r2 = V r1 ∩V r2 .
Let us denote the conflicting assignments of V r1,r2 as x̄1 and x̄2, respectively.

We add auxiliary binary indicator variables Ix̄1 and Ix̄2 to each of the two involved
subproblems for both conflicting assignments x̄1 and x̄2. With two additional factors we
ensure that the value of those indicator variables is one, if and only if the shared variables
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assume the respective assignments.

In practice, we exploit the fact that our subproblems are solved using integer linear
programs. For that, we transform the subproblems into linear constraint binary form, as
described in Appendix A.1. In this case, the addition of a binary indicator variable I (we
omit the subscript in the following for better readability) for an assignment x̄ of n variables
requires just two constraints. For the construction of those, let us assume for the moment
the existence of a linear quantity s that counts the number of variables that do not take
the desired label from x̄ under the current assignment x. We will show shortly how this
quantity can be constructed. The constraints that ensure that I is always properly set can
now be expressed as

−s− I ≤ −1 (5.19)

s+ nI ≤ n. (5.20)

The first constraint ensures that if the number of disagreements s is zero (i.e., the desired
assignment is selected) the indicator has to be one. The second constraints ensures that as
soon as the number of disagreements is larger than zero (i.e., the desired assignment is not
selected), the indicator has to be zero. The quantity s is indeed a linear expression of the
assignment x we wish to optimize over. To show that, we exploit the fact that our variables
have binary domains. Let V be the set of variables that x̄ assigns values to. The number
of disagreeing labels with respect to x is

s =
∑

v∈V
1{xv=x̄v} =

∑

v∈V :x̄v=0

xv +
∑

v∈V :x̄v=1

1− xv, (5.21)

which we can now plug into the above mentioned constraints.

5.4 Results

5.4.1 Toy Example

To illustrate our gap closing strategy, we first show results on a simple toy example. This
example consists of only two binary variables v1 and v2 in a factor graph with a frustrated
cycle (see Figure 5.5a): Two binary factors prefer the assignments of the variables to be
equal or unequal, respectively. The tie is broken by two unary factors that both prefer
the assignment of 0. The decomposition into two regions (Figure 5.5b) and the following
dual optimization are not able to find a consistent assignment for the shared variables
(Figure 5.5c), since the corresponding LP relaxation to the decomposition is not tight. By
adding indicator variables after the conflicting assignments have been identified, the global
optimal solution can be obtained anyway (Figure 5.5d). The progress of the bundle method
before and after the addition of indicator variables is shown in Figure 5.6.

5.4.2 Neuron Reconstruction

We evaluate the convergence properties of the proposed method in two simple setups. For
that, we take the neuron reconstruction model on component trees (presented in Section 4.5
on page 44) that was trained using the structured learning formulation described in Chap-
ter 4. We decompose and solve the according inference problem on a small test stack of
Drosophila melanogaster larva neuropile. For that, we first decompose the inference prob-
lem into two subproblems of different size and overlaps to investigate the efficiency of the
dual optimization. In a second setup, we decompose the inference problem into three sub-
problems of different size and overlaps to investigate the effect of more than two interacting
subproblems.
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Figure 5.5: Toy example to illustrate the gap closing strategy. The factor graph in (a) contains a
frustrated cycle, the optimal solution is v1 = v2 = 0 with a value of 0.8. After the decomposition in
(b), there is a duality gap: In the optimum of L(λ), the regions still prefer conflicting assignments,
as shown in (c), where we indicate the changes contributed by the λ as green factors. After adding
indicator variables I11 and I10 for v1 = 1, v2 = 1 and v1 = 1, v2 = 0, the L(λ) optimization is
augmented by two new dimensions and achieves agreement between the shared variables.
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Figure 5.6: Optimization of L(λ) for the toy example. After two iterations, the desired precision of
the initial L(λ) optimization was reached, but no consistent assignment was found. After adding
an indicator variable for the conflict assignments and restarting the optimization in iteration 3, the
duality gap could be closed and a consistent assignment was obtained.

Two Subproblems

We decomposed the inference problem of a stack of 20 EM images of size 1024 × 1024
from Drosophila melanogaster larva neuropil with 4.6nm xy-resolution and 50nm section
thickness [31] into two subproblems of different size and overlap. The parameters of the
proximal bundle method to optimize the dual L(λ) have been left at their default values,
which are a regularizer weight of 1.0, and an optimality threshold of ε = 10−5. Serious steps
are performed if the optimization improvement exceeds 10−3εt, where εt is the current gap
estimate between the bundle approximation L(λ) and L(λ). The progress of the bundle
method for the subproblem sizes of 5 and 10 images with overlaps of 1, 2, 3, and 4 images
are shown in Figure 5.7.

Interestingly, none of the pairs of subproblems suffered from a duality gap. After about
60 iterations for an overlap of one image, and about 200 iterations for an overlap of four
images, the bundle method found λ that resulted in a consistent assignment. We also
observe that the number of iterations needed to optimize L(λ) depends primarily on the
size of the overlap, suggesting that a smaller overlap is better.

Three Subproblems

In this setup, we decomposed the same inference problem used before into three subproblems
of different size and overlaps. The parameters of the proximal bundle are left unchanged.
The progress of the bundle method for the subproblem sizes of 5 and 6 images with overlaps
of 1 and 2 images are shown in Figure 5.8.

For the experiments with an overlap of one image, the globally optimal solution was not
obtained in the first round of the L(λ) optimization. After adding indicator variables for
the conflict assignment in the optimum, a second run found a consistent and hence globally
optimal assignment across all three regions. The close up in Figure 5.9 shows that the
first round of optimization ended up at almost the same energy as the second round with
additional indicator variables. Nevertheless, the indicator variables have been needed to
obtain a consistent assignment.
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Figure 5.7: Progress of the bundle method optimizer for pairs of subproblems with different sizes
(columns) and overlaps (rows). The subproblems have been generated for the model structured
learning on component trees, as presented in Section 4.5 on page 44. Each plot shows over the
number of iterations (x-axis) the current values of the dual L(λ) (blue) and its upper bound
approximation L(λ) (red) defined by the current set of hyperplanes. The maximal time needed to
solve the subproblems in each iteration are superimposed with a black plot (t). In all runs, global
optimality was achieved without adding indicator variables.
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Figure 5.8: Progress of the bundle method optimizer for a decomposition into three subproblems
with different sizes (columns) and overlaps (rows). The subproblems have been generated for the
model structured learning on component trees, as presented in Section 4.5 on page 44. Each plot
shows over the number of iterations (x-axis) the current values of the dual L(λ) (blue) and its
upper bound approximation L(λ) (red) defined by the current set of hyperplanes. The maximal
time needed to solve the subproblems in each iteration are superimposed with a black plot (t). For
the experiments with an overlap of one image (top row), indicator variables have been added and
the optimization was restarted (discontinuity in the plots). After that, the globally optimal solution
was found.
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Figure 5.9: Close up of plot for size = 5 images and overlap = 1 image in Figure 5.8.

5.5 Discussion

The proposed problem decomposition and optimization scheme guarantees global optimality,
as long as the decomposition graph is tree-shaped. It should be noted that this is a sufficient
criteria and loopy decomposition graphs might deliver optimal solutions as well. For large
subproblems, and in particular for the models presented in this thesis, frustrated cycles
between the subproblems are very unlikely. This is confirmed by our experiments, where
even between relatively small subproblems a globally optimal solution was found without the
need to add indicator variables. This implies that the dual relaxation of the corresponding
LP problem was tight, which in turn indicates that there have been no frustrated cycles in
the overlaps between the subproblems.

Hence, there are two modes of operation imaginable for the application of our decompo-
sition scheme to neuron reconstruction:

If the volume to process has only one very large dimension, subproblems could be formu-
lated to decompose this large dimension into a chain. The resulting optimization problem
could then be distributed for parallel or memory efficient computation. In this case, global
optimality is guaranteed.

If, on the other hand, the volume is too big to allow a decomposition along one dimension
only, a block-wise decomposition would need to be carried out. The resulting decomposition
graph would be loopy and we lose the optimality guarantee of the resulting optimization.
However, we would still be able to tell if a globally optimal solution was found, since a
consistent assignment xR∗ is a certificate for optimality. If there was indeed a duality gap,
we would be able to detect this as well. In an interactive neuron reconstruction system,
these cases could be reported to a user for manual inspection.

Finally, we would like to point out that we deliberately used the conjunctive in the
previous paragraphs. Even the fastest L(λ) optimizations in our experiments needed about
60 oracle calls, i.e., each subproblem had to be solved that many times. In the context
of large scale neuron reconstruction, this is a very high price to pay. It is questionable,
whether the globally optimal solution is worth this extra efforts, especially in the light
of the many reconstruction errors that current automatic methods still make. In fact, a
simple strategy that solves overlapping subproblems only once and merges the conflicting
assignments between them with a simple heuristic might just be as good.



Chapter 6

Error Measures for Neuron
Reconstruction

6.1 Introduction

In the last decade the automatic volumetric reconstruction of neurons from electron mi-
croscopy has become an acknowledged part of computer vision research. As such, the
reconstruction is an interesting computer vision problem on its own, assessing the ability of
our methods to deal with noisy signals and missing data in a stereotypical setup with strong
priors. The reconstruction of neurons can teach us valuable lessons about other similar
problems in computer vision.

But besides being a challenge for computer vision, the automatic neuron reconstruction
has a clear objective to meet biological needs. To serve as a tool to study the structure and
function of nervous systems, the reconstruction needs to provide accurate 3D shapes of the
neurons and has to be able to identify synaptic connections.

The reconstruction of the shape of neurons is important to identify individual neurons,
to study neuron types, and to formulate neuron models. For stereotypical neural systems
like Drosophila melanogaster , the neuron morphology can be used to identify neurons by
matching them to light-microscopy based neuron atlases [79]. For less stereotyped neural
systems, like the mammalian CNS, the morphology allows to determine a neuron’s type
and thus to formulate theories about their function [22]. For biophysically realistic neuron
simulation, volumetric information is needed to model action potential time dynamics, and
to understand and simulate information processing capabilities of single neurons [70].

The detection of synapses and the identification of synaptic partners is important to
analyze the function of neural circuits and to understand the effects of learning. The con-
nectivity information allows to test hypotheses about how individual neurons affect the
function of a neural circuit [22]. The size and number of synaptic connections can be used
to study the effects of learning [8].

6.1.1 Shape and Synapse Accuracy

From the use cases of neuron reconstruction, we can identify two requirements for automatic
reconstruction approaches: the shape accuracy and the synapse accuracy.

A high shape accuracy is achieved if the volumetric reconstruction of neurons follows
the true morphology within certain tolerance bounds on the cell boundary location. The
reasons for the tolerance in the boundary location are two-fold: First, the EM preparation
protocol can alter the volume of a neural process, such that it is hard to know what the true
size was [93]. Second, the location of membranes in EM images can be ambiguous, such that
it is hard to clearly identify the boundary of a neuron. In fact, it is commonly assumed that

67
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there is no unique “ground truth” for the boundary location [16]. More important than the
exact location of the cell boundary is the topological correctness. Missing or falsely added
branches can change the morphology of the neuron dramatically.

The synapse accuracy reflects the correct identification of neurons and their synaptic
connections, such that a connectivity graph can be obtained. For that, it is important to
identify pairs of pre- and postsynaptic sites and match them to the neurons they belong to.
A high shape accuracy is in general not a prerequisite of a high synapse accuracy, although
in many practical implementations this will be the case.

6.1.2 Ground Truth

It has been noted that finding a “ground truth” for neuron reconstruction is a challenging
task on its own [14, 99]. This is especially true for minor ambiguities like boundary shifts,
which do not change the resulting connectivity graph and only marginally change the shape
statistics of the neuron. However, we also note from our experience that in some situations –
namely in the presence of noise, and thin and densely packed structures – even human
experts fail to resolve ambiguities. In these cases, the annotators have to resort to assign
lower confidence values to their decisions. These values can help to remind annotators
to revisit an area later, when a larger reconstruction provides the context to resolve the
ambiguity.

The sizes of the volumes used for the training and testing of automated reconstruction
approaches do usually not provide the context needed to resolve all of the mentioned am-
biguous situations. As a consequence, we have to accept that a “ground truth” labeling is
most likely not free of errors.

Nevertheless, what we call the ground truth can be seen as a best-effort solution to the
reconstruction, given the available data. To train algorithms to imitate the experts who
created the labeling is still desirable, despite subtle errors in the labeling. This is especially
true since we observe that, currently, the number of errors made by algorithms is orders of
magnitudes higher than the number of unconfident decisions in the ground truth. Therefore,
for the purpose of the discussion in this paper, we assume the existence of a unique ground
truth.

6.1.3 Outline

The error measures used in current publications on automatic neuron reconstruction are the
Rand index (RI), variation of information (VOI), the anisotropic edit distance (AED), and
the warping error (WE). In the following section, we give a short survey of these measures.
We introduce a new error measure, the tolerant edit distance (TED) in Section 6.3. We also
discuss a potential measure to evaluate the synapse accuracy in Section 6.4 and highlight its
current limitations. We investigate the suitability of the TED to assess the shape accuracy
in Section 6.5 and compare it against the currently most used measures. In Section 6.6 we
discuss the properties of the TED in the light of automatic neuron reconstruction and its
specific needs.

6.2 Survey of Current Error Measures

In the computer vision literature, several approaches to asses the quality of contour detection
and segmentation algorithms can be found. Most of these measures have been designed to
capture the intuition of what humans consider to be similar results. In particular, these
measures are supposed to be robust to certain tolerated deviations, like small shifts of
contours. For the contour detection in the Berkeley segmentation dataset [74], for example,
the precision and recall of detected boundary pixels within a threshold distance to the ground
truth became the widely used standard [3, 75]. Contour error measures are, however, not
a good fit for segmentation comparison, since small errors in the detection of a contour
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can lead to the split or merge of label regions. Therefore, several alternatives have been
proposed, like the variation of information, the Rand index [82], as well as the probabilistic
Rand index [100] and the normalized probabilistic Rand index [101], and the segmentation
covering measure [3].

With the advent of automatic methods for neuron reconstruction, some of the segmen-
tation error measures were adopted to compare the quality of different approaches. The
error measures were chosen to represent what was called the topological errors in neuron
reconstruction. This follows the intuition that merging or splitting a neuron is a more severe
error than a boundary shift, even if the number of affected pixels is smaller.

In the remainder of this section, we give a short survey of the most popular error measures
used for neuron reconstruction. These error measures motivated the design of the tolerant
edit distance (TED) that we introduce in Section 6.3.

6.2.1 Notation

We assume that a neuron reconstruction can be represented as a label function

y : Ω 7→ Ky, (6.1)

where Ω ⊂ N is a discrete set of pixel locations in an EM volume of neural tissue and

Ky = {0, 1, 2, . . .} (6.2)

is a set of neuron identifiers used by the labeling y, where we use 0 to denote an optional
background label. We say that y imposes a partition Y of Ω into non-empty subsets Yk.
Formally, this partition is given by

Y = {Yk | Yk = {i ∈ Ω | y(i) = k}, Yk 6= ∅, k ∈ Ky}. (6.3)

Note that this formulation does not require regions with the same label to form connected
components in the volume. This way, we support labelings of anisotropic volumes with
registrations errors (i.e., the 2D images do not line up perfectly) or missing data.

6.2.2 Rand index

The Rand index (RI) directly compares two partitions X and Y in terms of the agreement
of pairs of elements in both partitions. Two partitions are said to agree on a pair (i, j) ∈ Ω2,
if both partitions assign the pair to the same subset, i.e.,

x(i) = x(j) and y(i) = y(j), (6.4)

or both partitions assign the pair to two different subsets, i.e.,

x(i) 6= x(j) and y(i) 6= y(j). (6.5)

Let a be the number of agreeing pairs and n =
(|Ω|

2

)
the number of all pairs in Ω. The

Rand index is then given by

RI(X,Y ) =
a

n
, (6.6)

i.e., the fraction of agreeing pairs on all possible pairs. Hence, the Rand index is 1 for two
equivalent partitions and 0 in the worst case where one partition contains only one subset
of size |Ω| and the other one |Ω| partitions of size one1. In practice, where we have one of
the partitions fixed as the ground truth, a Rand index of zero is therefore never reached.

1Proof by contradiction: Assume that one of the worst case partitions contains equal and unequal pairs,
then we can find a triple (i, j, l) such that i = j, i 6= l, j 6= l. In the other partition, to find no agreement,
we would need to have i 6= j, i = l, and j = l, which is not possible. Hence, the partitions can contain either
only unequal pairs or only equal pairs.
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6.2.3 Variation of Information

The variation of information (VOI) measures the similarity of two partitions X and Y
indirectly by considering two random variables A and B and their conditional probabilities.
A and B represent the chance of obtaining a certain label k in X and a label l in Y when
randomly and uniformly selecting a location i ∈ Ω. Thus,

p(A = k) =
|Xk|
|Ω| and p(B = l) =

|Yl|
|Ω| , (6.7)

and their conditional distributions are

p(A = k|B = l) =
|Xk ∩ Yl|
|Yl|

and p(B = l|A = k) =
|Xk ∩ Yl|
|Xk|

. (6.8)

Now, the VOI of these two random variables is the sum of the two conditional entropies of
one variable given the other:

VOI(A,B) = H(A|B) +H(B|A). (6.9)

The conditional entropy H(A|B) gives the number of bits needed to determine the value
of A, if B is already known; and vice versa for H(B|A). More formally,

H(A|B) =
∑

l

p(B = l)H(A|B = l) (6.10)

=
∑

l

p(B = l)
∑

k

−p(A = k|B = l) log(p(A = k|B = l)). (6.11)

Intuitively, the two summands of the VOI give a measure for the split or merge error
of a reconstruction in comparison to the ground truth. Assume that A corresponds to the
labels of the ground truth, and B of the reconstruction. If a ground truth neuron with label
k was accidentally split into two neurons in the reconstruction, the number of bits needed
to determine B for all locations where A = k will be bigger than zero and at most one.
Conversely, if two ground truth neurons got accidentally merged into a single neuron with
label l, the number of bits needed to determine A for all locations where B = l is bigger than
zero. An example of this measure for the split of a single region can be seen in Figure 6.1.

6.2.4 Warping Error

The warping error by Jain et al. aims to measure the difference between a ground truth and
a reconstruction in terms of their topological differences [40]. As such, it is the first error
measure for neuron reconstruction that deals with the delicate question up to which point
boundary shifts are not considered as errors.

The ground truth and the reconstruction are assumed to be given as foreground vs.
background labelings, such that each connected component of the foreground color repre-
sents a neuron. This implies that two neurons have to be separated by an at least one pixel
wide background sheet. This is in contrast to our definition of a labeling (see Section 6.2.1),
where the identity of a neuron is maintained by the label instead of the connectedness.

The warping error is the minimal Hamming distance between two binary labelings x
and y over a set of possible warpings of y. A warping is a sequence of topology-preserving
relabelings of single locations i ∈ M ⊆ Ω. This set M is called the mask and encodes the
tolerable deviation between the ground truth labeling and the reconstruction: Labels within
M can be changed, as long as the topology of the involved connected components does not
change. In particular, this allows the shift of object boundaries within M , so that a slightly
mislabeled boundary does not contribute to the final error measure. More formally, the
warping error between two labelings x and y is

W (x, y) = min
y′/y

∑

i∈Ω

(x(i)− y′(i))2, (6.12)
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(a) VOI for one split as a function of the split
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(b) VOI for two splits as a function of one of
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Figure 6.1: VOI shown on an example of splitting one region X1 into two regions Y1 and Y2 (a)
and three regions Y1, Y2, and Y3 (b). The plots show the effect of moving (a) the split position and
(b) one of the split positions along the whole Y . It can clearly be seen that the VOI does depend
on the split position. Furthermore, there are several situations where splitting into three regions
gives a lower VOI then the worst case VOI for splitting into two regions (dotted line).

where y′ / y denotes a warping y′ of a labeling y.

The mask M is defined as the set of all image locations that are within a threshold
Euclidean distance to the background label of the ground truth. Thus, reconstructed neurons
are allowed to grow and shrink by a certain amount, unless they touch or split.

Since finding the exact warping error by solving Eq. (6.12) is not trivial, Jain et al.
propose to follow an efficient greedy optimization strategy. Of all possible relabelings of
single locations in y that would reduce the Hamming distance, one of them is performed
randomly until no further improvements can be made.

6.2.5 Anisotropic Edit Distance

The anisotropic edit distance (AED) that we introduced in [26] counts the errors of a
reconstruction in terms of the edit distance to the ground truth. Four different types of
errors that are specific to anisotropic neuron reconstruction are counted: missed and spurious
neuron slices within a section, and missed and spurious links between the neuron slices across
sections (see Figure 6.2 for an illustration).

The central concept of this error measure is the matching of neuron slices (i.e., 2D neuron
cross-sections) in each section between the reconstruction and the ground truth. Neuron
slices can either be matched one-to-one (if they are similar), or not at all. Let SR be the
set of all neuron slices of the reconstruction in all sections, and SG the corresponding set of
slices in the ground truth. A matching m = (V,E) of the neuron slices is a bipartite graph
with

V = SR ∪ SG (6.13)

E ⊂ SR × SG, (6.14)

where the order of nodes is at most one to ensure that each neuron slice is matched at most
once.

For any given matching m of neuron slices, we evaluate the AED in the following way:
Every not matched neuron slice in the reconstruction is a false positive (FP), every not
matched neuron slice in the ground truth is a false negative (FN). Let dm : V 7→ {0, 1} be
the degree of a slice v ∈ V under a mapping m, i.e., it is one if the slice v was matched and
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Figure 6.2: Visualization of four possible error types in the anisotropic edit distance (AED). An
example reconstruction is shown in orange, the ground truth is shown in blue. Reconstruction
slices (i.e., 2D neuron cross-sections) are matched with the ground truth based on a threshold on
their overlap ratio. Ground truth slices that have not been matched are counted as false negatives
(FN), reconstruction slices that have not been matched are counted as false positives (FP). Links
connecting slices across sections are matched between the reconstruction and ground truth, if the
involved slices match. Ground truth links that have not been matched are counted as false splits
(FS), reconstruction links that have not been matched are counted as false merges (FM). If there
are multiple ways to match slices between the reconstruction and ground truth, the matching that
minimizes the total number of errors is chosen.

zero otherwise. The FP and FN errors can now be expressed as

FP(m) =
∑

v∈SR
1− dm(v) (6.15)

FN(m) =
∑

v∈SG
1− dm(v). (6.16)

Further, we match the links (i.e., the connections between the neuron slices of two subse-
quent sections) between the ground truth and the reconstruction. Two links are said to
match, if both of the involved slices match. Every not matched link in the reconstruction
is a false merge (FM), every not matched link in the ground truth is a false split (FS). Let
LR ⊂ SR × SR be the set of links in the reconstruction, and LG the corresponding set of
links in the ground truth. The FS and FM errors can now be expressed as

FS(m) =
∑

(s,t)∈LR
1−

∑

(s′,t′)∈LG
1{(s,s′)∈E}1{(t,t′)∈E} (6.17)

FM(m) =
∑

(s,t)∈LG
1−

∑

(s′,t′)∈LR
1{(s,s′)∈E}1{(t,t′)∈E}, (6.18)

where 1α returns 1 if α is true, otherwise 0.
Since this procedure is sensitive to the matching m of the neuron slices, we select an

optimal matching that minimizes the total number of errors in the following way: First,
all possible neuron slice matchings between the ground truth and the reconstruction are
enumerated for each section individually. For that, only neuron slices that share at least a
certain percentage k of the union of their pixels are considered as match candidates. This
gives a set Mz

k of possible matchings for each section z. Each matching mz ∈Mz
k proposes

a number of FP(mz) and FN(mz) errors for this particular section. Similarly, each pair

(mz,mz+1) ∈Mz
k ×Mz+1

k

of matchings of consecutive sections z and z + 1 proposes a number of FS(mz ∪mz+1) and
FM(mz ∪mz+1) errors.
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Let n be the number of sections in the stack, and x and y the reconstruction and ground
truth labeling, from which the sets of neuron slices SR, SG and the sets of links LR, LG are
extracted. We denote the set of all possible matchings for the whole stack as

Mk = M1
k × . . .×Mn

k .

The AED is now the minimal number of total errors for a similarity threshold k, and can
be found by the following minimization:

AEDk(x, y) = min
m∈Mk

n∑

z=1

FP(mz)+FN(mz)+

n∑

z=2

FS(mz−1∪mz)+FM(mz−1∪mz). (6.19)

We find the matching minimizing the AED in a forward-backward like scheme, similar to
inference on a Markov chain, where each node represents the possible matchings of a section.
If the similarity threshold k is smaller or equal to 50%, there is only one possible matching
per section. In this case, there is no need to perform an optimization.

6.3 Tolerant Edit Distance

The tolerant edit distance (TED) is a generalization of the warping error described in
Section 6.2.4 and is based on two observations: (1) Certain types of errors like boundary
shifts or holes in the reconstructed neurons are tolerable to some extent. Which errors are
tolerable and to what extent is application dependent and should be left as a parameter
of the measure. (2) The errors made by current automatic reconstruction methods render
manual proofreading necessary. Minimizing the time that has to be spent on fixing the
errors is therefore a sensible objective.

The TED measures the difference between two labelings x and y as defined in Sec-
tion 6.2.1 in terms of the minimal number of splits and merges (and in the presence of a
background label also false positives and false negatives) over a set of possible relabelings
of y. How y is allowed to be relabeled is defined on a tolerance criterion, e.g., the maximal
displacement of an object boundary.

Let a tolerance function T be a binary indicator on two labeling functions y and y′:

T (y, y′) =

{
1 if y is similar to y′,
0 otherwise.

(6.20)

Further, let Y be the set of all labeling functions y′ : Ω 7→ Ky, i.e., all possible labelings
of Ω using the labels of y, and let Y+(y) = {y′ ∈ Y | T (y, y′) = 1} be the set of all tolerated
relabelings of y.

For two labelings x and y, let M(x, y) be the matching matrix, i.e., a matrix that counts
how many times a label k from x coincides with a label l from y. Formally,

M(x, y)kl =
∑

i

1{x(i)=k∧y(i)=l}, (6.21)

where 1α returns 1, if α is true, and 0 otherwise. Each row k in M(x, y) that contains
more than one non-zero entry indicates a split of label k from x into several labels from
y. Analogously, each column l with more than one non-zero entry indicates a merging of
several labels from x into label l from y. Hence, the number of split and merge errors is
given by

splits(x, y) =
∑

k∈Kx




∑

l∈Ky
1{M(x,y)kl>0}


− 1


 (6.22)

and

merges(x, y) =
∑

l∈Ky

([ ∑

k∈Kx
1{M(x,y)kl>0}

]
− 1

)
. (6.23)
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The TED is now the minimal number of split and merge errors over all tolerable rela-
belings of y:

TED(x, y) = min
y′∈Y+(y)

splits(x, y′) + merges(x, y′). (6.24)

6.3.1 Optimization Problem for Local Tolerance Functions

In the following, we show how the TED can be computed by solving an integer linear
program, if the tolerance function is local. We say that a tolerance function is local, if
for two given labelings y and y′ we can determine its value by considering each location
i ∈ Ω independently2. An example for a local tolerance function is the boundary shift with
threshold θ: To determine whether a label k can be assigned to a location i, it is sufficient
to figure out whether label k appears on other locations j within a distance of θ around i.
More generally, local tolerance functions allow each location to be relabeled from a set of
labels Ai ⊆ Ky, including the original label y(i). Choosing from any of these labels yields a
tolerated relabeling. See Figure 6.3 for an example. Formally, the local tolerance function
is

T (y, y′) =
∏

i∈Ω

1{y′(i)∈Ai} (6.25)

for a set of relabel possibilities A = {Ai|i ∈ Ω}.
In contrast to the warping error, the tolerable relabelings defined this way do not preserve

the connectedness of regions in general. This is not needed, here, since the identity defining
criterion is not connectedness, but the label of the region.

To find the sought labeling y′ that minimizes the sum of errors, we introduce one binary
indicator variable vi=l for each location i ∈ Ω and each possible label l ∈ Ai it can assume.
We formulate the following constraints to ensure that exactly one of the labels gets chosen
for each location and that each original label has to appear at least once:

∑

l∈Ai
vi=l = 1 ∀i ∈ Ω, (6.26)

∑

i∈Ω

vi=l ≥ 1 ∀l ∈ Ky. (6.27)

Further, we introduce binary variables akl that indicate the joint assignment of label k from
x and label l from y′ at at least one location. With the following constraints we make sure
that akl = 1 if and only if there is at least one location i ∈ Ω such that x(i) = k and
y′(i) = l:

akl − vi=l ≥ 0 ∀k ∈ Kx,∀l ∈ Ky,∀i ∈ Ω : x(i) = k, (6.28)
∑

i∈Ω:x(i)=k

vi=l − akl ≥ 0 ∀k ∈ Kx,∀l ∈ Ky. (6.29)

For each label k from x, we can now introduce an integer sk, counting the number of
times this label is split in y′. This is the number of times k was matched with any other
label minus one (see Eq. (6.22)):

sk −
∑

l∈Ky
akl = −1 ∀k ∈ Kx. (6.30)

Similarly, we introduce variables ml, counting the number of merges caused by label l from
y′:

ml −
∑

k∈Kx
akl = −1 ∀l ∈ Ky. (6.31)

2In practice, it is not necessary to consider each voxel i ∈ Ω separately. By intersecting the ground truth
and the reconstruction regions, a set of super-voxels can be identified and used to replace Ω (see Figure 6.3
for an example). This is both more efficient and allows for more elaborate tolerance criteria. Therefore, we
assume an Ω of some general locations in the following.
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(a) ground truth (b) reconstruction (c) tolerable relabellings (d) best relabelling

merge

split

Figure 6.3: Illustration of the tolerant edit distance (TED) between a ground truth labeling (a)
and a reconstruction labeling (b). (c) According to a local tolerance criterion, the reconstruction is
allowed to be relabeled to match the ground truth as closely as possible. For that, regions obtained
by intersecting the ground truth and reconstruction are considered: For each of these regions, the
tolerance function allows a set of alternative labels (indicated by colored pins) that would change
the labeling only within certain bounds. This can be, for instance, a boundary shift criterion,
allowing relabelings that correspond to boundary shifts up to a certain distance. Regions without a
pin can not be relabeled according to the tolerance function and have to keep their reconstruction
label. All other regions can choose between their original label or any of the pin labels. (d) From
all the possible ways to relabel the reconstruction, the relabeling minimizing the number of split
and merge errors compared to the ground truth is chosen by solving an integer linear program.

The final split and merge numbers s and m are just the sums of the label-wise split and
merges:

s−
∑

k∈Kx
sk = 0 and (6.32)

m−
∑

l∈Ky
ml = 0. (6.33)

The TED is now the optimal objective value of the following optimization problem:

min
v

m+ s (6.34)

s.t. Eq. (6.26) - Eq. (6.33). (6.35)

6.4 Synapse Error

Let us assume for a moment that the desired outcome of a neuron reconstruction approach
is only the connectivity structure between neurons in terms of synapses, referred to as the
connectome [34,68]. Such a connectivity structure could be obtained by methods that indi-
cate the presence of synapses and their pre- and post-synaptic partner locations. Together
with a labeling function x for neuron identities in the volume, this would allow us to match
pre- and post-synaptic locations that belong to the same neuron.

The connectivity structure can be represented by a labeled directed graph G = (V,E, s)
where V is the set of all neurons, E ⊆ V × V is a set of ordered tuples indicating the
existence of pre- to post-synaptic connections between pairs of neurons, and s : E 7→ N is a
labeling function on the edges indicating the number of synaptic connections.

Given a ground truth labeling x and a reconstruction y together with corresponding
synapse annotations yields two connectivity graphs Gx and Gy. The synapse error (SE) can
now be defined as the minimal graph edit distance [28] between Gy and Gx. For that, we
allow to add and remove vertices (neurons), add and remove edges (synaptic connectivity),
and alter the edge labelings (number of synaptic connections). Although finding the minimal
number of edit steps to match graphs is in general NP-hard, polynomial time approximations
can be found by relaxing an integer linear program formulation [47].
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It is, however, questionable if such an error measure would make sense in practice. First,
the location and morphology of the involved neurons are not considered. From a biological
perspective, it is desirable to get the morphology together with the connectivity information
of neural circuits. How well an automatic reconstruction reflects both is not expressed by this
measure. Second, we assume the availability of ground truth large enough to contain several
connected neurons to make the error measure meaningful. Although there are current efforts
to create datasets of that size in the form of skeleton reconstructions [32], these datasets
take a long time to be created by hand and their size might make the evaluation of the
synapse error and the training to minimize the synapse error intractable. Finally, current
methods for the automatic reconstruction of neurons provide a shape accuracy that is orders
of magnitudes below the human performance. Hence, we would expect a lot of errors in the
connectivity graph. In those situations, the minimal edit distance will be expensive to be
computed and also loses its meaning.

In summary, the synapse error as defined above is limited to cases where only the connec-
tivity structure of neurons is of interest and not their identity or morphology. For computer
vision based approaches, this is usually not the case. There are other interesting directions
like the sequencing of the connectome via virus injections [111], but these methods do not
allow to extract a ground truth for comparison. We believe that the neuron identities and
morphologies should be considered as well to assess the quality of computer vision based
approaches in terms of the connectivity structure. This could be achieved by altering the
synapse error formulation above to constraint the possible edit steps to structures that
are spatially close and similar. However, current methods do not predict synaptic connec-
tions, their shape accuracy is not sufficient, and we do not have ground truth datasets large
enough to get reliable estimates of the synapse error. We have to conclude that with current
methods we are not ready to evaluate the errors on the connectivity structure.

6.5 Experiments

In this section, we review several error measures with respect to their ability to quantify the
shape accuracy of the reconstruction. First, we show how different error measures respond
to the shift of an object boundary on artificial data. In a second setup, we take a human
generated volumetric ground truth labeling that we modify in several ways: we grow the
membrane label, and we split and merge neurons at randomly picked locations. The modified
ground truth is considered as a possible reconstruction and is compared against the original
ground truth. Finally, we take the best automatic reconstruction result obtained with the
method described in Chapter 4 and investigate how the TED changes for different tolerance
criteria.

We restrict our analysis to error measures that can be used both for isotropic and
anisotropic volumes, i.e., the Rand index (RI), variation of information (VOI), and the
tolerant edit distance (TED).

6.5.1 Shift of Object Boundary

To compare the behaviour of different error measures in the case of object boundary dis-
placements, we created a simple artificial 1D labeling consisting of two regions. We show
the errors of reconstructions obtained by shifting the object boundary in Figure 6.4.

6.5.2 Shape Accuracy on Modified Ground Truth

We use ground truth of a volume [31] consisting of 20 sections of size 1024×1024 pixels, each
voxel representing about 4×4×40nm. We evaluated the error measures RI, VOI, and TED
in three experiments: “grow”, “split”, and “merge”. For the “grow” experiment, we dilated
the neuron labels by 10nm. For the “splits” experiment, we randomly picked 10 locations in
the volume and manually removed the closest link of a neuron to the previous section. For
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Figure 6.4: Comparison of Rand index (RI), variation of information (VOI), and tolerant edit
distance (TED) as functions of object boundary displacements. Given a ground truth labeling
X, the error measures are plotted as functions of the split position between two objects in a
reconstruction Y . The TED is given as the sum of the possible errors, which is one split and one
merge error unless the reconstruction object boundary is within the tolerated distance (0.025 in
this example) to the true object boundary. VOI is in bits (lower is better) and 1-RI is 1 minus the
ratio of agreeing pairs over all pairs (lower is better).

the “merges” experiment, we randomly picked 10 locations in the volume where a neural
process ended and introduced a link to the closest neuron in the direction of the end. The
results comparing the Rand index (RI), variation of information (VOI), and the tolerant edit
distance (TED) with a boundary shift tolerance criterion of 20nm are shown in Figure 6.5.
In this particular setup, the TED is the only measure that is able to disambiguate between
minor boundary shifts and real morphological errors.

6.5.3 Influence of Tolerance Criteria for TED

The tolerant edit distance is by design sensitive to the given tolerance criteria. In Figure 6.6
we investigate how the TED changes for different boundary shift tolerances on the recon-
struction result of our method, as described in Chapter 4. By tolerating shifts up to 40nm
(corresponding to 10 × 10 × 1 pixels in the x-, y-, and z-direction), the TED reveals that
our reconstruction suffers mainly from false negatives (i.e., missed neural processes) and
split neurons, which matches our observations. Further increasing the threshold shows that
indeed the biggest errors are caused by false negatives and splits.

6.6 Discussion

In general, it is difficult to say what a good error measure for neuron reconstruction is. It
depends on the concrete application and its accuracy requirements. However, we can safely
say that being concious of the assumptions behind different error measures is important to
interpret the results.

A key property of the TED is its explicitness. A user can directly state what exactly
should be counted as an error. The boundary shift criterion that we used in the experiments
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(a) original ground truth (b) grown by 10nm

z + 1

(c) original ground truth

z + 1

(d) example split

experiment RAND VOI
TED

S M FP FN

grow 0.964 1.098 0 0 0 0
10 splits 0.999 0.035 10 0 0 0

10 merges 0.999 0.048 0 10 0 0

(e) Error measure results for different ground truth modifications.

Figure 6.5: Comparison of error measures for different modifications of a human generated ground
truth (a). In experiment “grow”, the labels of the ground truth have been dilated by 10nm (b).
For the “split” and “merge” experiments, ten random locations have been chosen where the ground
truth neurons have been manually split or merged, respectively. An example split of a neuron (c)
is shown in (d). Results are shown in (e). RI is the ratio of agreeing label pairs over all label
pairs (higher is better), VOI is in bits (lower is better), and TED counts the errors as splits (S),
merges (M), false positives (FP), and false negatives (FN). Both RI and VOI assign better scores to
the split and merge experiments then to the grow experiment. The TED boundary shift tolerance
was set to 20nm. With this setup, the TED counts only the true morphological errors (columns S
and M).
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Figure 6.6: The tolerant edit distance (TED) on an automatically generated reconstruction as a
function of the tolerated boundary shift. It can be seen that most of the errors occur within the
range of about 40nm. Depending on the biological needs, those errors might be tolerable.

in Section 6.5 is an example of such an error measure. But with our formulation it is also
possible to count errors as deviations from non-volumetric skeletons in the ground truth.
This is of special interest, since this kind of ground truth can quickly be produced and thus
allows the evaluation of our algorithms on large volumes [85].

A consequence of the explicitness of the TED is that errors can be localized in the volume.
This is an important feedback for the design of better neuron reconstruction approaches or
the refinement of the tolerance criteria. It also eases the important communication with
neuroscientists. Instead of having to report a number in bits (VOI) or pairs of agreeing
pixels (RI), we can directly answer how many relevant errors we made, where they are, and
what they look like.

Counting errors directly also allows us to provide time-to-fix estimates by assigning each
error type an expected time needed to repair it. Although this seems very useful, we have
to note that without a list of low confidence decisions made by an automatic reconstruction
approach, a user would spend more time trying to find the errors in an automatically
reconstructed volume than on fixing them. This highlights a very important need in our
field: Unless the reconstruction approaches are perfect, we need a confidence measure that
prioritizes locations that a user should check for errors. Combined with an explicit error
measure like the TED, this would allow us to compute the expected time needed to fix all
errors – a value that undoubtedly would be of great use. Minimizing this value should be
the real objective of automatic neuron reconstruction approaches.

An interesting direction for future work is the question how the TED can be used to
train neuron reconstruction approaches. The structured learning framework (see Chapter 4)
provides a powerful tool to train on almost arbitrary cost functions and has already been
used successfully to train on VOI [64]. For the structured learning, we have to repeatedly
find a reconstruction that has in some sense the highest cost. Although the minimization
that is needed to compute the TED can be carried out efficiently, the situation changes when
we have to optimize over all possible reconstructions at the same time. It seems necessary
to approximate the TED in those cases, either by first- or second-order approximations or
by using a lower bound that can be obtained by ignoring all split and merge contributions
of regions that are allowed to be relabeled.
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Appendix A

Discrete Energy Models

A.1 Conversion to Linear Constraint Binary Model

We assume that a discrete energy model is given as a factor graph G = (V, F,E) with factor
nodes F and variable nodes denoted by integers V = {1, . . . , n} with discrete domains
D = {D1, . . . , Dn}. Variable nodes and factor nodes are connected by edges E ⊆ V × F
to form a bipartite graph. We write Vf for the strictly ordered set of all variable nodes
connected to factor node f , and Fi for all factor nodes connected to variable node i. An
assignment of variable nodes to discrete values is represented by a vector y = (y1, . . . , yn)
where yi represents the value of variable node i. We write Y = D1 × . . . × Dn to denote
the set of all possible assignments. Similarly, we write yf = (yi : i ∈ Vf ) for the partial
assignment of variable nodes connected to a factor node f and Yf for its domain. As a
shorthand, we write y(i) and yf (i) to refer to the value of variable i under assignments y
or yf , respectively. A partial assignment yf is said to be compatible with an assignment y,
denoted by yf ⊆ y, if and only if yf (i) = y(i),∀i ∈ Vf . To each factor f ∈ F we assign a
real valued function φf : Yf 7→ R that depends on the partial assignment yf ∈ Yf . Usually,
these functions correspond to some features extracted from observations that we do not
model explicitly, here. We can think of the functions φf to be the logarithms of the true
factor functions that ought to be multiplied. With this trick, we can write the logarithm of
the product encoded by the factor graph as the sum

E(y) =
∑

f∈F
φf (yf ), (A.1)

which we refer to as energy of y.

Each discrete factor graph model defined this way can be transformed into an equivalent
constraint binary model in three steps: (1) introduce binary indicator variables for each
possible assignment yf of the variables nodes Vf of each factor f ∈ F , (2) add exclusivity
constraints to ensure that at most one of the indicators of a factor is selected at a time,
and (3) add consistency constraints to ensure that the indicator variables of different factors
agree on the assignment of shared variables.

Let I = (If,yf : f ∈ F ) be binary indicator variables for each particular assignment yf
of the variable nodes Vf used by any factor f , i.e., If,yf = 1 if and only if yf ⊆ y. Let us
further define constants φf,yf := φf (yf ). Eq. (A.1) can now be rewritten as

E(y) =
∑

f∈F

∑

yf

φf,yf If,yf . (A.2)
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To reformulate this energy as a function on I, we have to introduce two sets of constraints:

∑

yf

If,yf = 1 ∀f ∈ F (A.3)

∑

yf :yf (i)=z

If,yf −
∑

yg:yg(i)=z

Ig,yg = 0 ∀i ∈ V : ∀f, g ∈ Fi : ∀z ∈ Di. (A.4)

The first set ensures that at most one indicator variable for each yf is selected at a time.
The second set of constraints ensures mutual agreement on assignments of variables that
are shared between any pair of factors f and g. Let I be the set of all I that fulfill Eq. (A.3)
and Eq. (A.4). It can now be seen that the original energy Eq. (A.1) is equivalent to

E(I) =
∑

f∈F

∑

yf

φf,yf If,yf (A.5)

for all I ∈ I. In particular,
min
y∈Y

E(y) = min
I∈I

E(I). (A.6)

A.2 Feature Linearization

We are considering a linearly parameterized discrete energy model, where we assume that
each factor function φf can be scaled by a real valued weight wf . More formally, we extend
the definition of a discrete energy given in Eq. (A.1) by a weight vector w as follows:

E(w,y) = 〈w, φ(y)〉 =
∑

f∈F
wfφf (yf ). (A.7)

We want to show that this energy can be rewritten to yield a formulation that is linear in
some discrete variables y′ that replace the original variables y, i.e.,

E(y) = 〈w, φ(y)〉 =
〈
w,φ′y′

〉
=
〈
wφ′,y′

〉
. (A.8)

For that, we first transform Eq. (A.7) into linear constraint binary form, as shown in Ap-
pendix A.1, to obtain an equivalent energy formulation E(w, I) on indicator variables I.

E(w, I) =
∑

f∈F

∑

yf

(wfφf,yf )If,yf . (A.9)

We further introduce a feature matrix φ′, which is a block diagonal matrix with |F | rows
and |I| columns. We index the rows of this matrix with f ∈ F and the columns with tuples
(f,yf ) to correspond to the indicator variable that they represent. By defining

φ′f ′,(f,yf ) =

{
φf,yf iff ′ = f
0 otherwise

(A.10)

and y′ = I, we see that
E(w, I) =

〈
wφ′,y′

〉
. (A.11)



Appendix B

Problem Decomposition

B.1 Equivalence of P1 and P2

We want to show that P1 (Definition 5.2 on page 51) is equal to P2 (Definition 5.2.5 on
page 53).

Proof: We show equivalence of the energy functions for P1 and P2. The indicator function
1α returns one if α is true, zero otherwise.

∑

f∈F
θf (xf ) =

∑

f∈F
θf (xf )

∑

r∈Rf
wrf (B.1)

=
∑

f∈F

∑

r∈Rf
wrfθf (xf ) (B.2)

=
∑

f∈F

∑

r∈R
1{f∈r}θ

r
f (xf ) (B.3)

=
∑

r∈R

∑

f∈F
1{f∈r}θ

r
f (xf ) (B.4)

=
∑

r∈R

∑

f∈r
θrf (xf ) (B.5)

B.2 Equivalence of P2 and P3

We want to show that P2 (Definition 5.2.5 on page 53) is equal to P3 (Definition 5.2.6 on
page 53).

Proof: Let X be all possible assignments of the variables of P2, and XR all possible assign-
ments of the variables of P3. Let us further denote all assignments xR ∈ XR that satisfy
the constraints of P3 by XR∗. These constraints ensure that there is a bijective mapping
m : XR∗ 7→ X between valid xR and x:

m(xR) = {xv = xrv : v ∈ V, r ∈ Rv}. (B.6)

P3 can now be rewritten as

min
xR∈XR∗

∑

r∈R

∑

f∈r
θrf (xrf ) = min

x∈m[XR∗]

∑

r∈R

∑

f∈r
θf (xf ) (B.7)

= min
x∈X

∑

r∈R

∑

f∈r
θf (xf ) (B.8)

which shows equivalence between P2 and P3.
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B.3 Lower Bound

We want to show that L(λ) (Eq. (5.9) on page 55) is a lower bound on the energy defined in
P1 (Definition 5.2 on page 51) and that any consistent solution xR obtained by maximizing
L(λ) is an optimal solution to P1.

Proof: First, we show that L(λ) is a lower bound on the minimal energy of P1. It follows
that any consistent solution we obtain by maximizing L(λ) is a solution to P1.

From Lemma 5.2.1 and Lemma 5.2.2 we know that P3 is equal to P1. Minimizing the en-
ergy of P3 subject to the consistency constraints is equivalent to the following optimization:

min
xR

max
λ

L(λ,xR). (B.9)

This can easily be verified by looking at the definition of L(λ,xR): Whenever one of the
constraints in P3 does not hold, the corresponding Lagrangian term in Eq. (5.8) becomes
non-zero. This allows the maximization over the λ to increase its value to infinity, such that
the minimization over xR would not pick this configuration. If, however, the constraints
are fulfilled, the Lagrangian terms drop out and reveal the same objective as the one in P3.
Hence, the maximization in Eq. (B.9) is either the true energy of an assignment xR, if the
consistency constraints are fulfilled; or infinite, if they are not fulfilled. We obtain a lower
bound on Eq. (B.9) by exchanging the minimization and maximization:

min
xR

max
λ

L(λ,xR) ≥ max
λ

min
xR

L(λ,xR)
︸ ︷︷ ︸

L(λ)

. (B.10)

We see that the maximal value of L(λ) is smaller or equal to the minimal energy of P1.
Hence, we can conclude

L(λ) ≤ e∗ ∀λ. (B.11)

Knowing that L(λ) is a lower bound on e∗, we can further conclude that any consistent
solution xR∗ at the maximum of L(λ) can be mapped to the solution x∗ of P1.



Appendix C

Reconstruction Results

C.1 Candidates from Component Tree

The following images show the automatic reconstruction result after structured learning of
the assignment costs for 2D neuron candidates from component trees on the last 10 sections
of the evaluation stack. Details about the setup can be found in Section 4.5.
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z = 10

z = 11

reconstruction result after structured learning,
2D neuron candidates from component trees
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z = 12
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reconstruction result after structured learning,
2D neuron candidates from component trees
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z = 14
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reconstruction result after structured learning,
2D neuron candidates from component trees
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reconstruction result after structured learning,
2D neuron candidates from component trees
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z = 18

z = 19

reconstruction result after structured learning,
2D neuron candidates from component trees
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C.2 Candidates from CRF

The following images show the automatic reconstruction result after structured learning of
the assignment costs for 2D neuron candidates from the CRF described in Chapter 3 on the
last 10 sections of the evaluation stack. Details about the setup can be found in Section 4.5.
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reconstruction result after structured learning,
2D neuron candidates from CRF
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reconstruction result after structured learning,
2D neuron candidates from CRF
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z = 14

z = 15

reconstruction result after structured learning,
2D neuron candidates from CRF
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z = 16

z = 17

reconstruction result after structured learning,
2D neuron candidates from CRF
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z = 18

z = 19

reconstruction result after structured learning,
2D neuron candidates from CRF
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