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We analyze and compare five deep-learning neural architectures to manage the prob-

lem of irony and sarcasm detection for the Italian language. We briefly analyze the

model architectures to choose the best compromise between performances and complex-
ity. The obtained results show the effectiveness of such systems to handle the problem

by achieving 93% of F1-Score in the best case. As a case study, we also illustrate a

possible embedding of the neural systems in a cloud computing infrastructure to exploit
the computational advantage of using such an approach in tackling big data.
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1. INTRODUCTION

With the growth of Web 2.0 and the development of social media, sentiment analysis has

played a growing and increasingly important role. The sentiment expressed in comments,

reviews, feedback, and so on can provide valuable reference points for many different purposes

ranging from marketing to political issues.

Sentiment analysis is a research field which has been deeply studied in the past. Its main

objective is to analyse people’s opinions, sentiments, attitudes and emotions conveyed by writ-

ten texts. In fact, through microblogs (e.g., Twitter) users can express their opinions over

many different topics, make suggestions, and communicate positive or negative sentiments

regarding products of every-day life. The relevance of sentiment analysis has heightened

simultaneously with the growth of active web users, who writing their thoughts allows inves-

tigating the people common opinion concerning the different type of subjects such as politics

and commercials. Another relevant problem in this context is represented by fake news (e.g.,
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[8]) that can arise in such posts. While this problem is interesting at now, it is not central in

our research, thus left as future work.

The sentiment can usually be divided into positive and negative. From this perspective,

it can be seen as a classification task with three values: positive, negative, or neutral.

The huge amount of data has made impractical the handmade analysis of the texts, there-

fore researchers have been focused their attention on developing efficient methodologies to

make automatic this task. Rudimentary tools analyse the text literally meeting difficulties

when the real meaning of the text is hidden by means of linguistic devices such us irony and

sarcasm. The classical definition of such figures of speech is ”saying the opposite of what

you mean” [7]. There is a little difference between irony and sarcasm since the latter is usu-

ally used for taunting or humiliating someone of something, thus it can be considered as a

sub-class of irony.

Irony and sarcasm are two complex linguistic phenomena that are present in everyday life

interaction[16]. Sarcasm and irony are very similar; however, sarcasm has a specific target

who is the object of the sarcastic statement, while irony does not have such a target [25].

On the other hand, they are difficult to tackle from the computational perspective for

automated text understanding and human-machine interaction.

Both the situation and the speaker’s mental state, like attitude, knowledge, and inten-

tions, play a key role in irony and sarcasm detection: they should be taken into account

to understand sarcastic content in a sentence [29] and they could be useful to improve the

effectiveness of conversational agents provided of associative and intuitive capabilities [38].

Moreover, sarcasm detection in written texts is an even more difficult task even for humans

[39], since the tone of the voice usually suggests the sarcastic intent, which is lost in written

texts.

Thus, the automatic identification of both irony and sarcasm has become a critical task

to tackle because it affects the performances of systems that provide sentiment analysis.

In this paper, we tackle the problem of irony-sarcasm detection by exploiting Deep Learn-

ing (DL) methodologies. Our study is focused on the Italian language since, to the best of

our knowledge, there are only a few works available through the relevance of the topic. We

compare many DL systems by combining architectures such as Recurrent Neural Network

(RNN), Bi-direction RNN, Convolutional Neural Network (CNN) and Attention mechanism.

In details, we started exploiting a DL system [35] created for dealing with the sarcasm de-

tection task and then we changed the network architecture by subtracting layers in order to

evaluate the degree of influence of such components to the system performances. The pre-

sented systems are trained by exploiting a corpus composed of ironic and non-ironic examples

extracted respectively from Spinoza and from seven famous newspapers, Twitter accounts.

The experiments are computed by exploiting repeatedly the K-Fold cross-validation method-

ology to make balanced the dataset. Results show high suitability of such systems to face the

problem by achieving 93% of F1-Score in the best case.

The paper is structured as follows. In section 1 a case of study on possible embedding

in a cloud computing infrastructure is illustrated; in section 2the literature related to the

subject is briefly reviewed; in section 3the core modules (i.e pre-processing and the model)

and parameters which characterize the presented systems are introduced; section 4 and section

5 respectively describe the methodology exploited to test our systems and the analysis of the
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results. Finally, conclusions and future perspectives are given in section 6.

2. CASE STUDY: FRAMEWORK IMPLEMENTATION ON TOP OF CLOUD

COMPUTING INFRASTRUCTURES

The system can find a natural field of application in a big data context. This can be ac-

complished by integrating the system within the core layer of popular big data processing

platforms, such as Hadoop, Spark, etc., thus building effective, ad-hoc big data architectures

for supporting sarcasm detection though a neural approach.

Figure 1 shows a reference architecture meant to pursue this goal. The proposed architec-

ture can be mapped as a traditional multi-layer software solution, where the following layers

can be identified:

Data Source Layer : this layer contains the big data sources that produce the input to be

provided to one or more instances of the proposed system. Among the data sources we can

mention documents repositories, social networks, web sites and blogs: they are just example

sources of realistic application scenarios where the architecture can be effectively used;

Cloud-Based Prediction Layer : in this layer, the classifier systems are deployed on top

of a Cloud environment, in order to exploit the versatility of modern Cloud computing in-

frastructures as well as big data processing platforms. A classifier instance is replicated on

every Cloud node as to enforce distributed and parallel processing paradigms. A graph is the

outcome of each node of this layer, where each node is the chunk text associated with the label

“sarcastic” or “non-sarcastic” and two nodes are linked by an edge if a semantic similarity,

computed through a sub-symbolic score function, is above a given threshold experimentally

fixed.

Data Staging Layer : this layer identifies the software layer where common and established

big data processing platforms are used to stage big data repositories. Furthermore, it gives

the proper big data services to support the whole analytics architecture. At this layer, the

underlying big data processing platform not only supports the collection of big data sources

and proper prediction via the classifier system (thanks to a core integration with the Cloud

computing infrastructure) and a semantic similarity between text items, but it also supports

the next layer of the architecture where proper big data analytics tasks are delivered;

Big Data Analytics Layer : this layer contains the software components that are dedicated

to completely support big data analytics tasks over the irony/sarcasm prediction data pro-

duced by the respective layer. Here, several solutions can be explored, including visual big

data analytics and so forth.

The proposed Cloud-based architecture makes it possible to realize more efficient applica-

tions, capable to be applied on very large datasets, taking advantage of the Cloud computing

paradigm. To this end, the most critical aspect consists in how to make “Cloud-able” the

classification technique. Thanks to the Cloud support, the system can thus achieve higher

degree of scalability over big data that populate real-life applications, which is a relevant

feature to take into consideration.

The content of each source is filtered according to a given semantic query and the textual

data is then processed by a node containing a specific neural network trained for recognizing

sarcasm or irony arising from the analyzed text. Each network can be trained, or updated,

independently from the other networks present in the other nodes. The results obtained
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as a classification outcome are then forwarded and analyzed through the use of the cloud

infrastructure, in order to realize, for example a decision support system or a recommendation

system.

A schema of the whole approach is depicted in Figure 1

Fig. 1. A schema of the possible implementation of the system embedded in a cloud computing

infrastructure.

3. RELATED WORK

The increasing opportunities for accessing technological facilities have led to an enrichment of

the web textual contents due to the growth of internet users. Every day, billions of different

types of texts are published on the Internet, and the advent of social media has made this

process more affordable [17] [36]. In the last years, researchers have investigated the usefulness

of internet data by harvesting online resources to build datasets. Such data has been used

for creating models capable of accomplishing different tasks resulting in systems capable of

achieving high performances.

One of the first attempts to sarcasm detection by using web data is described in [37].

Authors exploit data from Twitter, and Amazon reviews demonstrate the effectiveness of

automatically-crawled data to tackle the task. Most of the following approaches have in

common the use of the Twitter platform since it is possible to exploit hashtags to filter

messages with a specific ironic or sarcastic content. Twitter allows users to write a short

text of a maximum of 280 characters, which can be enriched using hashtags, which helps to

specialize in the intent of the message (e.g., irony, sarcasm, critique, approval).

First achieved results on the sarcasm detection by means of Twitter data have shown the

difficulty of the task even for human people. In [22] it has been created a corpus with 2700

tweets labeled in a balanced way as sarcastic, positive sentiment and negative sentiment. It

experimented the capability of human being for sarcasm detection by presenting part of such

corpus to a group of human judges. The results showed both low agreement and low accuracy
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in the classification task by proving the complexity of the task. Furthermore, in [30], a set of

tweets representative of a sarcastic situation (i.e, express a positive sentiment in a negative

situation) and tagged as #sarcastic have been presented to a group of people omitting the

hashtag. It was found that less than half of the tweets were classified as sarcastic by human

judges, giving an additional proof of the task difficulty. In [32], a study on the effort of the

sarcasm detection reveals that the task is easier for documents because the analysis of the

context provides further information which simplifies the task.

The automatic detection of sarcasm has been tackled by exploiting different approaches.

In [28] has been proposed a methodology based on both the combination of a set of rules for

sarcasm identification and hashtags. Experiments concerned a corpus composed of general-

topic tweets resulting in a precision of 96.41% . In [4] it has been studied how the inclusion

of the author description and the user features could affect the system performances. Ex-

periments showed a positive contribution to the augmented data by obtaining a significant

improvement in accuracy. In [16], Latent Semantic Analysis (LSA) and the Truncated Singu-

lar Value Decomposition (T-SVD) have been utilized for classifying sarcasm using a Support

Vector Machine (SVM). The system was tested for five different corpora reporting a precision

up to 71%. The problem has been widely examined as a sub-task of the sentiment analysis,

which has been deeply studied in the past. In [2] was developed an ML model for the sen-

timent analysis of tweets regarding football employing three classifiers: SVM, multinomial

Navies Bayes and random forest. In [31], support vector regression is utilized for predicting

vehicle sales using the analysis of Twitter data and stock market values. In [6] it is proposed

a multi-class sentiment analysis system which aims to identify precisely the sentiment within

the tweet by associating labels representing all the existing sentiments.

The relevant results achieved by Deep Learning on Natural Language Processing (NLP)

have inspired researchers to use such methodologies for tackling the subject task. In [20], a

specific type of neural network based on convolutional and recurrent layers have been proven

to achieve high performances in classification task overcoming recursive SVM. Such work

has contributed to built the model presented in [35] for improving sentiment analysis and

sarcasm detection. In [19], a pre-trained DL model is used to extract sentiment, emotion, and

personality features for developing a sarcasm detection system. For what concerns the Italian

language, most of the work has been tackled the automatic detection of irony, which is a

linguistic device close to the sarcasm one. It is possible to assume that sarcasm is a sub-class

of irony. In [5], features such as frequency of words, synonyms, the ambiguity of a word, parts

of speech are used to train a Decision Tree algorithm for the irony detection. EVALITA-2018

has challenged researchers to develop an automatic system for a) detecting autonomously the

irony and b) for detecting sarcasm as sub-class of irony. In [21], a bidirectional recurrent

neural network based on Gated Recurrent Unit and convolutional layers have been presented

for the competition. It achieves a 61% of F1-Score for the task a) while a 46.5% for the second

task.
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4. AN INNOVATIVE METHODOLOGY FOR SUPPORTING SENTIMENT

MINING AND ANALYSIS BASED ON DEEP LEARNING NEURALE AR-

CHITECTURES

4.1. Preprocessing

The preprocessing phase is an essential phase of every ML-based system whose main task is to

make the input suitable for the analysis by the model. Such a task takes place by transforming

the input data in order to structure it coherently with the model features, preserving as much

as possible the original amount of information, and cutting off biased elements.

In the NLP, a common way to organize the input text is as a sequence of tokens: a token

can be thought as a base unit of the text and the policy to select them may affect the system

performances. An efficient tokenization procedure should identify as tokens exclusively parts

of the input which are rich in information in order to allow the system to achieve its objective.

In this case, we have chosen to select words and punctuation symbols as tokens. This choice

allows us to have a complete representation of the input text taking into account also its

syntactical structure.

After the tokenization, a proper padding operation has been performed to make uniform

the length of the tweet to the average length (i.e 15 tokens). Then the input data is represented

in a vectorial form by meeting the specifications of the core model. Such representation is

turned out by exploiting a pre-trained version of an efficient embedding tool called FastText

[24] a library for the efficient learning of word representations and sentence classification.

For each input phrase, every token is mapped to a 300-dimensional space by organizing it

as a sequence of multidimensional vectors. Finally, for each input phrase, the output of the

preprocessing phase is a matrix of dimension L x N , L is the number of tokens, and N is the

embedding dimension (i.e., 300).

4.2. Main Model

The main model (from now on BILSTM+CONV) exploited to tackle the problem is similar

to the one introduced in [35]. It is a Deep Neural Network that mixes both the Recurrent and

Convolutional architectures and the Attention mechanism. The peculiarity of the model is to

take into account a specific set of computed punctuation-based features that have been proven

helping to improve the system performances. Such features (i.e., Number of exclamation

marks (!) in the tweet, Number of question marks (?) in the tweet, Number of periods (.) in

the tweet, Number of capital letters in the tweet, Number of uses of or in the tweet) often

indicate a figurative text and symbolic clued which help to recognize if the tweet is sarcastic.

The matrices of real numbers outputted by the Preprocessing phase are given as input to

the input layer of the Model architecture. This layer organize the data in order to allow the

analysis by the next layer that is based on a Long Short Term Memory (LSTM) units [23].

LSTM is an RNN that has been created to overcome the weakness of the classical RNN

systems. Researchers have developed the LSTM formulation to face a well-known problem

named vanish gradient [23], which brings the network training to an impasse. The LSTM unit

examines a sequence element by element. It changes its internal state (hidden state) based

on what it has already analyzed, the final output may be either a single vector representing
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the final network state or a vector of hidden states assumed during the computation time T :

Y = [h1, h2, . . . , ht], t ∈ T .

The formulation of a LSTM unit, named memory unit, is described in by the following

equations:

ft = σ(Wfxt+Ufht−1+bf ) (1)
it = σ(Wixt+Uiht−1+bi)

ot = σ(Woxt+Uoht−1+bo)

ct = tanh(Wcxt+Ucht−1+bc)

st = ft�st−1+it�ct
ht = tanh(st)�ot

where ft, it, ot are respectively the input, forget and output gates, the � is the element-

wise multiplication, the bf , bi, bo, bc are bias vectors, while tanh is the hyperbolic tangent and

σ is the sigmoid function.

The Bidirectional LSTM layer (BiLSTM) combines the hidden states of two different

LSTM layers, the first one which analyses the sequence in a straightforwardly (from the

beginning to the end) and the second one which examines the sequence in a reverse manner

(from the end to the beginning). In our case, the output of such layer is the concatenation of

the hidden states assumed by the layer for each time step t ∈ T :

Y = [h1,f , h2,f−1, h3,f−2, . . . , hf,1] (2)

where hi,j , i, j ∈ T , is the concatenation of the hidden state at time i of the straightforward

examination, and the hidden state at time j of the reverse analysis, f is the last time step.

The output of BiLSTM is given as input to the Attention layer, which exploits the sequence

vectors Y for discovering the relevance of the input sequence elements. The Attention output

(context-vector), is computed as a weighted sum of the attention weights and the output

vectors Y . The mathematical formulation is introduced in [18], and it is inspired by [3, 40].

The context-vector is then concatenated to the computed auxiliary features in order to create

a one-dimensional vector C which contains the analysis of the BiLSTM layer extended by

Pragmatic features.

The last part of the model is characterized by a series of Convolutional layers (convNet)

which aims to learn the features exploitable for the classification of the input data using a

Dense layer.

The vector resulting from the concatenation of context-vector and the auxiliary features

is provided as input to the convNet. Each trained involving filter is convolved with C over a

single dimension in order to compute the local features for each possible word by exploiting a

non-linear activation function. Each convolutional layer output is given as input to the next

one except for the last output, for which is applied a max-pooling operation.

Finally, the max-pooling output becomes the input of a Dense layer activated by the

softmax function, which gives as output the probability that the input text belongs to either

the sarcastic or non-sarcastic class.

A complete schema of the model architecture is given in Figure 2.

4.3. Secondary Models
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The main model has been compared with a set of DL systems inspired by the main one but

removing specific DL layers to carry on performance analysis. We have created four alternative

architectures at different degrees of complexityaby investigating, beyond the contribution of

layers, the setting that allows the network to infer the input space as best as possible. The

architectures we propose examine only tokens as described in section 4.1without considering

additional features. We avoided to use auxiliary features in secondary models because we

want to investigate how different types of DL models can tackle such a task by leveraging

only on words and punctuation symbols, formulating the research question if the auxiliary

features are valuable. A description of secondary models is given below.

S-LSTM: S-LSTM stands for simple LSTM, and it is a DL architecture composed of two

layers. The first one is an RNN composed of LSTM neural units that deals with examin-

ing the input sequence by outputting a vector computed based on both element and their

arrangements. The final output of such layer is derived by exploiting the internal feedback

loops of the LSTM that allow the network to consider both long-term (i.e among long distance

elements) and short-term (i.e among short distance elements) relationships. The second layer

is a fully connected neural network composed of two neurons activated by softmax function.

The softmax function, applied to the output of the network, maps its value in a range be-

tween 0-1 in order to its sum is the unit. This means that the network’s final output is the

probability that the input text belongs to one of the two classes.

ATT-LSTM: ATT-LSTM stands for attentional LSTM. This architecture is comparable

to the S-LSTM one, in fact, it differs only for the Attention mechanism added after the LSTM

layer. The attention layer computes attention weights that support the network to weigh the

input sequence elements efficiently to perform the subject task. In this case, the attention

mechanism is the same exploited for the main model (see sec. ), and it leverages only the

recurrent neural network’s internal states [18]. ATT-LSTM is an architecture utilized in the

past for tackling several task such as autonomous text complexity evaluation for Italian and

English language [34][33].

BI-LSTM: BI-LSTM stands for bidirectional LSTM. It is composed of two layers; the

first one is a Bidirectional LSTM, composed of two LSTM layers that relate elements of the

input sequence respectively in a forward and a backward way. Examining the input sequence

in these opposite directions allows increasing the amount of input information available to

analyze. Moreover, it supports the recurrent neural network to track information regarding

the past and the future that otherwise would be harder to remember by the network. The

Bidirectional LSTM outputs two vectors that have to be merged by choosing a merging policy,

in this case, we have chosen to concatenate them. The computed output will be then passed

as input to a dense layer composed of two neurons and activated by using softmax function.

BI-ATT-LSTM: BI-ATT-LSTM stands for bidirectional attentional LSTM and it is a BI-

LSTM enriched by an attention layer. This network architecture is the most powerful within

the secondary models capable of inferring the input space accurately though it might cause

overfitting. The rationale of the BI-ATT-LSTM is to relate the methodology of BI-LSTM

layer to support the network to overcome its memory limits with the attention mechanism

that weight the internal state taken by the LSTMs during the sequence analysis. It has been

used in the past to tackle problems of different application domains [18] and its training should

acomplexity is related to the number of stacked layers and the number of parameters to be learned.
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be carried on carefully to allow the network to well generalize the solution for the given task.

Fig. 2. Visual representation of the Model architecture. From the top down: the input Layer,
the Bidirectional LSTM layer, Attention layer, the concatenation of the auxiliary features to the

context-vector, a series of Convolutional layers, Max pooling, Dense layer activated by the softmax

function and the output layer. The
⊕

is the concatenation operation.

4.4. Parameters

The parameters of the main DL system have been computed empirically and by taking inspi-

ration from [35]. The secondary models parameters are set to the same values of the main

model ones.

In particular, the BiLSTM has a number of LSTM cells equal to 500. The weights of the

network are initialized randomly by using a Gaussian distribution of the random values to be

generated. A standard deviation of 0.01 has been set. The dropout regularization technique

will allow the recurrent network to remove 20% of the weights, while, for the convolutional

layers 40%. For the optimization, we use Adam with a learning rate of 0.0001.

For the sake of simplicity, they are listed in table .

5. EXPERIMENTAL ASSESSMENT AND RESULTS

5.1. Corpus

Although the automatic identification of the irony for the Italian language is a relevant task,

it is a new research area that has barely been studied in the past. The lacking attention to the

topic has led to the slow growth of the research field, which is characterized by few available

resources for developing and testing classification systems. To accomplish the task, we exploit

a dataset created for the automatic identification of irony for the Italian language presented

in [5]. It is a collection of ironic texts (3,185) harvested from both the Spinoza blog and
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Table 1. List of the model parameters.

Embedding size 300
LSTM neurons 500

Batch size 10
Convolutional layers 3

Kernel size 3
Convolutional activation function ReLU

Dropout BiLSTM 0.2
Dropout ConvNet 0.4

Optimization algorithm Adam
Learning rate 0.0001

Dense layer neurons 350

the twitter account of spinozait. Spinozabis a popular blog which main content is satire on

politics that is widely approval as ironic resource. As counterpart, the corpus contains 22.295

non-ironic tweets retrieved from the account of seven popular daily newspapers: Corriere

della Sera, Gazzetta dello Sport, Il Messaggero, Repubblica, Il Resto del Carlino, Il Sole 24

ore, and La Stampa. The choice of utilizing the newspaper tweets as negative examples is

due to the similarity of topics tackled by both Spinoza and the newspapers, which are mainly

politics and news. Furthermore, Spinoza uses a writing style close to the one used by the

newspapers.

5.2. Experiments

The testing phase aims at measuring the performance of the network to associate input texts

to the relative classes. It has taken into account two main problems: the unbalancing of the

dataset and the low number of tweets available for training and testing systems. Although

the number of positive examples (3,185) is much less than the negative ones (22.295), we

have decided to exploit the whole dataset. To do so, we ran experiments repeatedly by

coupling positive examples with subsets of negative examples. In details, let C be the amount

of positive examples, we repeat experiments by pairing the first C negative example to the

C positive example. We create a second subset of data by pairing the second C negative

examples to the entire set of positive example. After i steps, we create the subset by taking

negative elements from the position i ∗C to i ∗C +C − 1 and pairing such data to the entire

set of positive examples.

For tackling the low number of available texts, we have relied on the well-known cross-

validation methodology named K-Fold, which has been proven capable of generalizing the

knowledge acquired by the system when the data is insufficient. K-Fold method partitions

the dataset in K subsets. Alternately, each sub-set is taken as test-set and the rest of the

data is utilized to train the model. For each trained model, its performance are computed on

the testset. Finally, the measures are averaged.

In this case, for each pair negative examples-positive examples, a 10-Fold is applied, and

Precision, Recall, Accuracy, and F1-Score measures are computed. Partial results are averaged

over the executed runs.

bwww.spinoza.it
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We have set the model parameters as described in Section 4.4, and the models performances

are evaluated for a variable number of epochs: 1-50. The best achieved results are shown in

table 2.

Table 2. Averaged systems results over runs.

Model Name Epochs Accuracy Recall Precision F1-Score
BILSTM+CONV 37 0.932 0.940 0.926 0.933

S-LSTM 37 0.626 0.630 0.452 0.512
ATT-LSTM 48 0.931 0.937 0.926 0.931
BI-LSTM 40 0.928 0.933 0.923 0.929

BI-ATT-LSTM 38 0.932 0.936 0.929 0.932

5.3. Discussion

The results shown in table 2 highlight overall good performances achieved by the systems.

Almost all the tested models reach comparable values of Accuracy and F1-Score. The BIL-

STM+CONV neural network has been introduced to tackle specifically the sarcasm detection,

and it is the most complex system we have used since it incorporates all the DL architectures

described in the paper, furthermore, it examines auxiliary features computed ad-hoc. Despite

its complexity, experiments evidence that it achieves the same accuracy value of other sys-

tems and a slightly better value of F1-Score. Its best competitor is the BI-ATT-LSTM, which

achieves the closest values of accuracy and F1-Score but relying on a simpler architecture.

The latter does not exploit the CNN, and it uses only a dense layer. Except for the S-LSTM,

which achieves the worst performances, other systems are capable of achieving results near

to the highest ones by increasing the number of training epochs. While the BI-ATT-LSTM

and the BILSTM+CONV need of only 37 epochs of training, the BI-LSTM and ATT-LSTM

have to be trained respectively for 40 and 48 epochs.

Results show that considering in the tweets the number of exclamation marks, the number

of question marks, the number of periods, the number of capital letters, the number of uses

of or do not affect the performance of the network. Indeed, although such the auxiliary fea-

tures are taken into account by the BILSTM+CONV model only, the compared architectures

achieve the same results by exploiting only words and punctuation marks. The results are

comparable not only by considering the F1-Score, but in all the computed measures. In other

words, we can affirm that their performance are almost indistinguishable.

In the Italian context, we can conclude that the experimentation that leverages on Spinoza

corpus and tweets taken from a bunch of newspapers, confirms that auxiliary features do not

support the classification of ironic-sarcastic texts.

Under the computational effort perspective, the compared performances shown in Table 2

suggest to do choose as favourite model the ATT-LSTM one. Indeed, despite a greater num-

ber of epochs needed to achieved the best results, its architecture is less complex. Choosing

a lighter architecture allows us to think applications that can be embedded in mobile de-

vices avoiding to use a main workstation and classical rest-based services. Such applications

might support users by bridging the developed irony-sarcasm detection DL system with other

applications, such us the ones related to social medias. In this way, sarcams-irony might be

recognized automatically by offering a real time support to who has troubles in comprehending
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such a linguistic devices.

In [5], a decision tree has been trained, and experiments have been conducted by exploiting

the 10-Fold methodology. Although there are minors differences between the methodologies of

system testing, the results are still comparable. The authors of [5], compute Recall, Precision,

F1-Scores by exploiting a 10-Fold methodology as well. The comparison shows a +22% value

of F1-Score achieved by our best model.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we have analyzed and compared five deep learning methodologies for identifying

irony and sarcasm autonomously. An accurate testing phase has been turned out to compare

such systems. It shows that almost all the systems are capable of achieving high performances,

and it evidences the contribution of DL layers for tackling this problem. Results suggest that

the combination of Bidirectional LSTM, Attention mechanism and a fully connected layer

is a good compromise between complexity and performances, while a simple model such as

an S-LSTM is not enough to tackle the problem. Future works will consider applying these

results for the text complexity evaluation, to contribute to the enrichment of the automatic

text complexity evaluation system by improving state of art results [26][27]. Another line of

research consists in taking into account data approximation paradigms (e.g., [11, 15, 14, 13,

12, 10, 9, 1]), which may turn useful in dealing with the complexity of emerging big data

environments.
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