
LangProp: A code optimization framework 
using Large Language Models applied to driving
Shu Ishida, Gianluca Corrado, George Fedoseev, Hudson Yeo, Lloyd Russell, Jamie Shotton, João F. Henriques, Anthony Hu research@wayve.ai

Training symbolic systems with LangProp

• LangProp iteratively optimizes code with LLMs to maximize an objective. 

• Analogy from classical ML training: LLM = optimizer; code = parameters. 

• Code is run on a dataset, reranked by scores, and updated with an LLM. 

• LangProp supports both supervised and reinforcement learning.

LangProp successfully solved Sudoku and 
CartPole, as well as generated driving code
with comparable or superior performance 
to human-implemented expert systems
in the CARLA driving benchmark. 
LangProp can generate interpretable and
transparent policies that can be verified 
and improved, driven by metrics and data. 

Results

Experiments

Training pipeline of the LangProp driving agent LangProp policy update mechanism 
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