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ABSTRACT
Detecting beneficial feature interactions is essential in recommender

systems, and existing approaches achieve this by examining all the

possible feature interactions. However, the cost of examining all

the possible higher-order feature interactions is prohibitive (ex-

ponentially growing with the order increasing). Hence existing

approaches only detect limited order (e.g., combinations of up to

four features) beneficial feature interactions, which may miss bene-

ficial feature interactions with orders higher than the limitation. In

this paper, we propose a hypergraph neural network based model

namedHIRS. HIRS is the first work that directly generates beneficial

feature interactions of arbitrary orders and makes recommendation

predictions accordingly. The number of generated feature inter-

actions can be specified to be much smaller than the number of

all the possible interactions and hence, our model admits a much

lower running time. To achieve an effective algorithm, we exploit

three properties of beneficial feature interactions, and propose deep-

infomax-based methods to guide the interaction generation. Our

experimental results show that HIRS outperforms state-of-the-art

algorithms by up to 5% in terms of recommendation accuracy.

CCS CONCEPTS
• Information systems → Recommender systems; • Mathe-
matics of computing → Hypergraphs; • Computing method-
ologies → Feature selection.

KEYWORDS
Recommender Systems, Feature Interactions, Graph Neural Net-

works, Mutual Information Maximization
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1 INTRODUCTION
Features interactions (e.g., co-occurrence of user/item attributes)

are essential in providing accurate recommendation predictions

[3]. Pairwise feature interactions, as the most basic feature interac-

tion form, have been utilized in many studies [14, 21, 34]. Recently,

researchers found that more sophisticated forms of feature inter-

actions (i.e., high-order interactions) help achieve more accurate

recommendation predictions [23, 25]. For example, if we observe

that male teenagers like Nolan’s sci-fi movies, the interactions

(order-4) between user gender, user age, movie director, and movie

genre provide useful information for recommendation that pairwise

feature interactions cannot.

Since the number of all the possible feature interactions grows

exponentially as the order increases, considering all the possible

high-order feature interactions is prohibitive due to the high com-

plexity. Meanwhile, considering the feature interactions irrelevant

to the recommendation result may introduce noise and decrease the

prediction accuracy [26, 40]. Therefore, a practical solution to con-

sider high-order feature interactions is to detect a small set of most

beneficial feature interactions and perform predictions based on

the beneficial ones [44]. A set of feature interactions is considered

most beneficial if learning from them results in a more accurate

prediction than learning from other sets [33]. However, existing

interaction detection methods have to examine all the possible fea-

ture interactions to find the most beneficial feature interactions

[25, 33]. This leaves the complexity issue unsolved and they resort

to detecting only limited order (e.g., combinations of up to four

features) beneficial feature interactions (Figure 1 left). Hence, it is
still an urgent yet challenging problem to efficiently detect arbitrary

order beneficial feature interactions.

In this work, we propose a method that can efficiently detect ben-

eficial feature interactions of arbitrary orders. Our method learns a

neural network that directly generates the beneficial feature interac-

tions (Figure 1 right). The number of generated feature interactions

can be specified to be much smaller than the number of all the
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Figure 1: Left: existing studies detect beneficial feature interactions
within limited orders by examining all the possible feature inter-
actions. Right: we detect arbitrary order beneficial feature inter-
actions by directly generating them with our deep-infomax-based
methods (s-Infomax and Infomin).

possible interactions and hence, our method admits a much lower

running time. Then, we achieve recommendation predictions based

on the generated feature interactions. Specifically, we propose a hy-

pergraph neural network based model called Hypergraph Infomax

Recommender System (HIRS). HIRS learns a hypergraph representa-

tion for each data sample, with each feature in the data represented

as a node and each beneficial feature interaction represented as

a hyperedge. The beneficial feature interaction generation is con-

ducted via hyperedge matrix prediction, and the recommendation

prediction is conducted via hypergraph classification.

To achieve an effective beneficial feature interaction generation,

we exploit three properties of beneficial feature interactions based

on information theory:

• Sufficiency: all beneficial feature interactions together contain as

much relevant information about the true output as possible.

• Low redundancy: each beneficial feature interaction contains as

less irrelevant information about the true output as possible.

• Disentanglement: any two beneficial feature interactions contain

as less duplicated relevant information about the true output as

possible.

Based on these properties, we leverage Deep Infomax [15] and pro-

pose supervised mutual information maximization (s-Infomax) and

mutual information minimization (Infomin) methods, together with

an 𝐿0 activation regularization, to guide the interaction generation.

To effectively learn from the generated beneficial feature inter-

actions for recommendation, we leverage the arbitrary-order cor-

relation reasoning ability of hypergraph neural networks [9]. We

propose an interaction-based hypergraph neural network (IHGNN)

to perform recommendation prediction based on the generated

interactions via hypergraph classification.

We summarize our contributions as follows:

• We propose a hypergraph neural network based model named

HIRS.
1
. HIRS is the first work that directly generates a set of

beneficial feature interactions of arbitrary orders via hyperedge

prediction and then performs recommendation prediction via

hypergraph classification.

• We define three properties of beneficial feature interactions to

guide the proposed s-Infomax and Infomin methods for beneficial

feature interaction generation.We further propose an interaction-

based hypergraph neural network (IHGNN), which effectively

learns from the generated interactions for recommendation.

1
The implementation of our model can be found at https://github.com/ruizhang-

ai/HIRS_Hypergraph_Infomax_Recommender_System.git.

• Experimental results show that HIRS outperforms state-of-the-

art feature interaction based models for recommendation. The

further evaluations prove our model’s ability in beneficial feature

interaction generation.

2 RELATEDWORK
2.1 Feature Interaction based Recommendation
Pairwise feature interactions have been widely used for recommen-

dation, such as factorization machine (FM) based models [14, 28, 32]

and graph neural network based models [21, 33]. Higher-order fea-

ture interactions provide more information about the true output

but have not been largely explored due to its high complexity. A

multilayer perceptron (MLP) can implicitly model any order feature

interactions for recommendation [6, 12, 16], but implicit modeling

is ineffective in learning feature interactions [2]. Lian et al. [23]

explicitly model all feature interactions under a limited order (e.g.,

up to four orders). Besides modeling all feature interactions, there

are studies that detect a set of beneficial feature interactions for

recommendation [25, 33]. However, they have to examine all the

possible feature interactions, which leaves the complexity issue

unsolved. Different from existing studies, we directly generate ben-

eficial feature interactions without examining all the possible ones.

2.2 Graph Neural Networks
Graph Neural Networks (GNNs) are powerful in correlation reason-

ing between entities [43, 45]. They have been applied in various

research domains such as molecular prediction [11], object relation

learning [4], and user-item interaction modeling [36, 39]. Recently,

GNNs show the power of feature interaction learning for recommen-

dation [21, 22, 33]. However, existing studies only capture pairwise

feature interactions in a graph since each edge can only link to two

nodes. We are the first to capture arbitrary order feature interac-

tions and propose a Hypergraph Neural Network [9] based model

to learn arbitrary order feature interactions uniformly.

2.3 Mutual Information Maximization
Mutual information maximization is a critical technique in unsu-

pervised representation learning [24]. Deep Infomax (DIM, Hjelm

et al. [15]) leverages a deep neural network-based method [1] to

maximize the mutual information between an image’s local and

global representations. A graph-based DIM is proposed to maxi-

mize the mutual information between node representations and

graph representations [37]. For the first time, our work applies DIM

on hypergraph that maximizes the mutual information between

hyperedge representations and graph representations. Contrastive

learning is close to DIM but maximizes the mutual information

between the two views of the same variable [5]. Tian et al. [35]

define properties of good views in contrastive learning. They hy-

pothesize that each view contains all the information of an input

variable about the output. We define the properties of beneficial

feature interactions hypothesizing that each interaction only con-

tains part of the information about the output. Khosla et al. [17]

extend contrastive learning to a supervised setting. Our s-Infomax

is similar to [17] but applies the supervised learning between local

and global representations.

https://github.com/ruizhang-ai/HIRS_Hypergraph_Infomax_Recommender_System.git
https://github.com/ruizhang-ai/HIRS_Hypergraph_Infomax_Recommender_System.git


3 PRELIMINARIES
3.1 Hypergraph Neural Networks
Different from the edges in a typical graph, each edge in a hyper-

graph (i.e., hyperedge) can link to an arbitrary number of nodes. A

hypergraph 𝐺𝐻 = ⟨V, E⟩ contains a node set V = {𝑖}𝑚
𝑖=1

, where

𝑚 is the number of nodes. Each node 𝑖 is represented as a vector

𝒗𝑖 ∈ R𝑑 of 𝑑 dimensions (e.g., node embedding). The hyperedge set

E = {𝒆 𝑗 }𝑘𝑗=1
contains 𝑘 edges. Each edge 𝒆 𝑗 is an𝑚-dimensional

binary vector (𝑒 𝑗𝑖 ∈ {0, 1}), where 𝑒 𝑗𝑖 = 1 if the 𝑗𝑡ℎ edge links to

node 𝑖 , and 𝑒 𝑗𝑖 = 0 otherwise. We represent all the node vectors in

a graph as a node representation matrix 𝑽 ∈ R𝑚×𝑑
and the edge

set as an incidence matrix 𝑬 ∈ {0, 1}𝑚×𝑘
.

In general, Hypergraph Neural Network (HGNN, Feng et al.

[9]) first generates a representation 𝒉 𝑗 for each hyperedge 𝑗 by

aggregating the linked node vectors. Then, each node vector is

updated by aggregating the edge representations linked to the node

(called node patch representation). The procedure is:

𝒉 𝑗 = 𝜙 ({𝑽𝑖 |𝑬𝑖 𝑗 = 1}𝑖∈V ), 𝒗 ′𝑖 = 𝜓 ({𝒉 𝑗 |𝑬𝑖 𝑗 = 1}𝒆 𝑗 ∈E ), (1)

where 𝜙 (·) and𝜓 (·) are aggregation functions (e.g., element-wise

mean), and 𝒗 ′
𝑖
is the patch representation of node 𝑖 . The graph

representation 𝒄 ∈ R𝑑 can be generated by further aggregating the

node patch representations:

𝒄 = 𝜂 ({𝒗 ′𝑖 }𝑖∈V ), (2)

where 𝜂 (·) is an aggregation function similar to 𝜙 (·) and𝜓 (·).

3.2 Deep Infomax
Given two random variables 𝐴 and 𝐵, Mutual Information Neural

Estimation (MINE, Belghazi et al. [1]) estimates the mutual infor-

mation 𝐼 (𝐴;𝐵) by training a discriminator that distinguishes the

samples from their joint distribution J and from their marginal

distributionM. Specifically, MINE uses Donsker-Varadhan repre-

sentation (DV, Donsker and Varadhan [8]) of KL-divergence as the

lower bound to the mutual information:

𝐼 (𝐴;𝐵) = 𝐷𝐾𝐿 (J | |M) ⩾ 𝐼𝐷𝑉𝜔 (𝐴;𝐵)

= EJ [𝑇𝜔 (𝑎,𝑏) ] − logEM [𝑒𝑇𝜔 (𝑎,𝑏) ],
(3)

where 𝑎 and 𝑏 are the samples of 𝐴 and 𝐵, respectively, and 𝑇𝜔 is a

classifier with parameters 𝜔 .

In Deep Infomax [15] that aims to maximize a mutual informa-

tion, the exact mutual information value is not important. There-

fore, 𝐼𝐷𝑉𝜔 (𝐴;𝐵) can be conveniently maximized by optimizing a

GAN-like objective function [20, 37]:

L = EJ [log𝑇𝜔 (𝑎,𝑏) ] + EM [log(1 −𝑇𝜔 (𝑎,𝑏)) ] . (4)

This objective function can be optimized by training the discrim-

inator 𝑇𝜔 through a Binary Cross Entropy (BCE) loss [37].

4 PROBLEM STATEMENT
Denote by J the universe of features. A feature-value pair is a name-

value pair, denoted by (𝑜,𝑤), where 𝑜 is the name of the feature and

𝑤 is the value of this feature. For example, (𝑀𝑎𝑙𝑒, 1) and (𝐹𝑒𝑚𝑎𝑙𝑒, 1)
mean the categorical features of Male and Female, respectively,

where𝑀𝑎𝑙𝑒 ∈ J and 𝐹𝑒𝑚𝑎𝑙𝑒 ∈ J are considered as two different

features, and value 1 means the feature is in the data sample. Let

D : X ×Y be an input-output domain and 𝐷 = {(𝒙𝑛, 𝑦𝑛)}𝑁𝑖=1
is a

set of 𝑁 input-output training pairs sampled from D.

• 𝒙𝑛 = {(𝑜,𝑤)}𝑜∈𝐽𝑛 is called a data sample consisting of a set of

features, where 𝐽𝑛 ⊆ J .

• 𝑦𝑛 ∈ {0, 1} is the implicit feedback (e.g., purchased, clicked) of

the user on the item.

Feature Interaction based Recommendation. Given (𝒙𝑛, 𝑦𝑛),
a recommendation model that explicitly considers feature inter-

actions first selects (either predefined or detected) 𝑘𝑛 feature in-

teractions 𝑰𝑛 = {𝑞𝑖 }𝑘𝑛𝑖=1
, where 𝑞𝑖 ⊆ J𝑛 indicates an interaction

between the features in 𝑞𝑖 . Then, a predictive model 𝐹 (𝒙𝑛, 𝑰𝑛) = 𝑦′𝑛
is designed with a middle state 𝑯 = {𝒉𝑖 }𝑘𝑛𝑖=1

, where 𝒉𝑖 ∈ R𝑑 is the

high-level representation of 𝑞𝑖 , and 𝑦
′
𝑛 is the prediction of 𝑦𝑛 .

5 OUR PROPOSED METHOD
In this section, we first give an overview of our proposed method.

Then, we demonstrate HIRS in detail and the empirical risk min-

imization function of HIRS. Finally, we provide analyses of our

proposed model, including i) our proposed hypergraph neural net-

work IHGNN can be easily generated to existing methods for fea-

ture interaction modeling; and ii) the interaction generation cost of

HIRS.

5.1 Model Overview
We start by introducing data representationwith hypergraphs. Then

we describe the overall structure of HIRS.

5.1.1 Data Representation with Hypergraphs. We focus on one

input-output pair considering 𝑘 arbitrary order feature interactions.

Existing GNN-based models can only represent pairwise feature

interactions [33]. We propose a hypergraph form data representa-

tion that is more general in representing arbitrary order feature

interactions. A hypergraph is an extension of a standard graph that

each edge, i.e., hyperedge, can link to an arbitrary number of nodes.

We treat each data sample as a hypergraph, with each node being a

feature that occurred in the data sample. Each hyperedge represents

an interaction between all the linked features. Formally, for the

feature set of each data sample input 𝒙 = {(𝑜𝑖 ,𝑤𝑖 )}𝑚𝑖=1
, it can be

represented as a hypergraph 𝐺𝐻 ⟨V, E⟩. The node set V = 𝒙 . The
hyperedge set E consists of 𝑘 feature interactions (to be detected)

that are most beneficial to the prediction accuracy (i.e., beneficial

feature interactions). E can be represented as a hyperedge incidence

matrix 𝑬 ∈ {0, 1}𝑚×𝑘
.

5.1.2 The Overall Structure of HIRS. HIRS contains two compo-

nents: the first component performs recommendations predictions,

and the second component performs s-Infomax and Infomin meth-

ods based on the three properties of beneficial feature interac-

tions. The recommendation prediction component of HIRS con-

tains two modules: one is a hyperedge prediction module that per-

forms interaction generation; and the other is the IHGNN module

that performs interaction learning. The recommendation predic-

tion component takes a hypergraph without hyperedge as input,

i.e.,𝐺𝐻 ⟨V, ∅⟩. A hyperedge prediction function 𝑓𝑔𝑒𝑛 (V) leverages
the node information to generate 𝑘 beneficial feature interactions

as the edge set E ′
. Then, IHGNN models the hypergraph with



the generated edge set 𝐺𝐻 ⟨V, E ′⟩ and outputs the recommenda-

tion prediction 𝑦′. The function combining the two modules is

𝑓𝑟 (V; 𝝆) = 𝑓𝐼𝐻𝐺𝑁𝑁 (𝐺𝐻 ⟨V, 𝑓𝑔𝑒𝑛 (V)⟩), where 𝝆 are all the param-

eters in 𝑓𝑔𝑒𝑛 and 𝑓𝐼𝐻𝐺𝑁𝑁 . While training, the other component

containing s-Infomax and Infomin is conducted on the hyperedge

representations (𝒉) and the graph representation (𝒄) in 𝑓𝑟 , together

with an 𝐿0 activation regularization on the predicted hyperedges,

to ensure the effectiveness of the interaction generation. Figure 2

demonstrates an overview of HIRS. In the following subsections,

we describe these two components in detail.

5.2 The Recommendation Prediction
Component

The recommendation prediction component (or RPC in short) of

HIRS generates beneficial feature interactions via hyperedge pre-

diction and then performs recommendation via IHGNN.

5.2.1 Hyperedge Prediction. The hyperedge prediction module

𝑓𝑔𝑒𝑛 (V) generates hyperedges E ′
as beneficial feature interactions

in an incidence matrix format 𝑬 ′ ∈ {0, 1}𝑚×𝑘
. 𝑬 ′

𝑖 𝑗
equals 1 if the 𝑖𝑡ℎ

feature is in the 𝑗𝑡ℎ beneficial feature interaction, and 0 otherwise.

Specifically, each node is first mapped into a node vector of 𝑑

dimensions for hyperedge prediction: 𝑽𝑒
𝑖
= 𝑒𝑚𝑏𝑒 (𝑜𝑖 ) ·𝑤𝑖 , where

𝑒𝑚𝑏𝑒 (·) maps a feature into a 𝑑-dimensional embedding
2
. Then, for

each node, we concatenate the vector containing the information

of the node itself, and the vector summarizing the information of

all other nodes in the hypergraph. The concatenated vector will be

sent to an MLP to obtain a 𝑘-dimensional vector 𝒖𝑖 :

𝒖𝑖 = 𝑀𝐿𝑃 ( [𝑽𝑒𝑖 ,
∑︁

𝑗≠𝑖
𝑽𝑒𝑗 ]), (5)

where [·] is the concatenation operator.

Finally, we map 𝒖𝑖 into binary values indicating the predicted

hyperedge values 𝑬 ′
𝑖
= B(𝒖𝑖 ), where B is a Bernoulli distribution.

The predicted incidence matrix 𝑬 ′ ∈ {0, 1}𝑚×𝑘
is the concatenation

of 𝑬 ′
𝑖
of all the𝑚 nodes.

However, directly representing 𝑬 ′
by binary values results in a

non-differentiable problem while training with gradient descent

methods [29]. Therefore, we replace the Bernoulli distribution with

the hard concrete distribution [27], which is differentiable and can

approximate binary values. Specifically, 𝒖𝑖 is transferred into the

hyperedge values of hard concrete distribution:

𝑧 ∼ U(0, 1), 𝑠𝑖 𝑗 = 𝑆𝑖𝑔 ( (log𝑧 − log(1 − 𝑧) + log(𝑢𝑖 𝑗 ))/𝜏),
𝑠𝑖 𝑗 = 𝑠𝑖 𝑗 (𝛿 − 𝛾 ) + 𝛾, 𝑬 ′

𝑖 𝑗 =𝑚𝑖𝑛 (1,𝑚𝑎𝑥 (0, 𝑠𝑖 𝑗 )),
(6)

where 𝑧 is a uniform distribution, 𝑆𝑖𝑔 is the Sigmoid function, 𝜏 is

a temperature value and (𝛾, 𝛿) is an interval with 𝛾 < 0, 𝛿 > 0. We

set 𝛾 = −0.1, 𝛿 = 1.1, 𝜏 = 0.66 following Shi et al. [29].

5.2.2 IHGNN. With the generated edge set E ′
(𝑬 ′

in incidence

matrix form), we propose an interaction-based hypergraph neural

network (IHGNN) to learn 𝐺𝐻 ⟨V, E ′⟩.
First, we map each node in V into a node vector for IHGNN:

𝑽
𝑔

𝑖
= 𝑒𝑚𝑏𝑔 (𝑜𝑖 ) · 𝑤𝑖 . Then, different from HGNN [9] that models

2𝑒𝑚𝑏𝑒 ( ·) ensures a feature has the same embedding in different hypergraphs, and

the embedding will be updated while training.

each hyperedge by linearly aggregating the node vectors, we use

an MLP (a non-linear method) to model each hyperedge:

𝒉 𝑗 = 𝑓𝐸 (𝑠𝑢𝑚({𝑽𝑔
𝑖
|𝑬 ′
𝑖 𝑗 = 1}𝑖∈V )) (7)

where 𝑓𝐸 is an MLP, 𝑠𝑢𝑚(·) is an element-wise sum and 𝒉 𝑗 ∈ R𝑑 is

a high-level representation of edge 𝑗 .

The non-linearly modeling ensures IHGNN correctly and ef-

fectively models the generated interactions founded by statistical

interactions [33], which is theoretically justified in Appendix B.

Then, each node representation is updated via aggregating the rep-

resentations of the corresponding (linked) hyperedges by a function

𝜓 (·) (e.g., element-wise mean). The hypergraph representation 𝒄
is obtained via further aggregating all the updated node represen-

tations by a function 𝜙 (·) that is similar to𝜓 (·). Finally, we use a
readout function 𝑔(·) to map 𝒄 to a scalar value as the hypergraph

classification result. The IHGNN function 𝑓𝐼𝐻𝐺𝑁𝑁 is:

𝑓𝐼𝐻𝐺𝑁𝑁 (𝐺𝐻 ⟨V, E′⟩) = 𝑔 (𝜙 ( {𝜓 ( {𝒉 𝑗 |𝑬 ′
𝑖 𝑗 = 1} 𝑗∈E ) }𝑖∈V )) . (8)

Inspired by Su et al. [33], we leverage an 𝐿0 activation regular-

ization to help detect beneficial feature interactions via sparsifying

the generated hyperedge matrix 𝑬 ′
. However, the 𝐿0 activation

regularization solely may not lead to a successful interaction detec-

tion of arbitrary orders. For example, it may lead to the generated

incidence matrix containing only one edge that links to all nodes

and the other 𝑘 − 1 edges being empty. As a result, all interaction

information assembles in one hyperedge, which is not a beneficial

feature interaction. Therefore, we exploit three properties of bene-

ficial feature interactions in the next section to guide the beneficial

feature interaction generation.

5.3 The s-Infomax and Infomin Component
We first define three properties of beneficial feature interactions

(i.e., beneficial properties). Then we describe how we achieve the

beneficial properties by s-Infomax and Infomin methods.

5.3.1 Beneficial Properties. We formally define the three benefi-

cial properties that beneficial feature interactions in a data sample

should try to achieve:

Sufficiency: The representations of all beneficial feature interactions
together contain as much information of the input about the true

output as possible. In information theory, ideally, we aim to reach:

𝐼 ((𝒉1,𝒉2, ...,𝒉𝑘 );𝑦) = 𝐼 (𝒙 ;𝑦), (9)

where 𝐼 (·) is the mutual information.

Low Redundancy: Each beneficial feature interaction representation
should contain as less irrelevant information about the true output

as possible. Ideally, we aim to reach:∑︁𝑘

𝑖=1

𝐻 (𝒉𝑖 |𝑦) = 0, (10)

where 𝐻 (𝒉𝑖 |𝑦) is the entropy of 𝒉𝑖 conditioned on 𝑦.

Disentanglement: The representations of any two beneficial feature

interactions contain as less duplicated information about the true

output as possible. Ideally, we aim to reach:∑︁
𝑖≠𝑗

𝐼 (𝒉𝑖 ;𝒉 𝑗 ;𝑦) = 0. (11)

Figure 3 shows the relations between feature interactions and

the true output according to the three properties.



Figure 2: An Overview of HIRS. The part above the red dotted line is the recommendation prediction component (RPC). The part below the
red dotted line is the s-Infomax and Infomin component and the 𝐿0 activation regularization, which is only conducted during training.

Figure 3: The Venn diagram of the three properties. The green part
is the information that our generated interactions to retain, and the
gray part is to discard.

We aim to generate hyperedges that can simultaneously achieve

the three properties. In HIRS, all the hyperedge representations

{𝒉1,𝒉2, ...,𝒉𝑘 } are generated by a function with features 𝒙 as the

input, and the output 𝑦 is predicted through the hyperedge repre-

sentations, which forms a Markov chain 𝒙 → {𝒉1,𝒉2, ...,𝒉𝑘 } → 𝑦.

Therefore, 𝐼 (𝒙 ;𝑦) ⩾ 𝐼 ((𝒉1,𝒉2, ...,𝒉𝑘 );𝑦). To achieve the sufficiency

property, we just need to maximize 𝐼 ((𝒉1,𝒉2, ...,𝒉𝑘 );𝑦) to approach
the optimal situation.

Due to the non-negativity of entropy and mutual information,∑𝑘
𝑖=1

𝐻 (𝒉𝑖 |𝑦) ⩾ 0 and

∑
𝑖≠𝑗 𝐼 (𝒉𝑖 ;𝒉 𝑗 ;𝑦) ⩾ 0. To achieve the low

redundancy and the disentanglement properties, therefore, we min-

imize

∑𝑘
𝑖=1

𝐻 (𝒉𝑖 |𝑦) and
∑
𝑖≠𝑗 𝐼 (𝒉𝑖 ;𝒉 𝑗 ;𝑦).

Combining all the goals together, the objective function is:

max 𝐼 ( (𝒉1,𝒉2, ...,𝒉𝑘 ) ; 𝑦) − 𝛼

𝑘∑︁
𝑖=1

𝐻 (𝒉𝑖 |𝑦) − 𝛽
∑︁
𝑖≠𝑗

𝐼 (𝒉𝑖 ;𝒉 𝑗 ; 𝑦), (12)

where 𝛼 and 𝛽 are scalar weights balancing the three properties.

5.3.2 s-Infomax and Infomin. Due to the difficulty of directly op-

timizing Equation (12) [15], we propose supervised mutual infor-

mation maximization (s-Infomax) and mutual information mini-

mization (Infomin) methods based on Deep Infomax (DIM, Hjelm

et al. [15]) as the approximation of Equation (12). The s-Infomax

method maximizes the mutual information between each edge

representation and the label representation, i.e., max 𝐼 (𝒉𝑖 ;𝑦). The
Infomin method minimizes the mutual information between every

pair of edge representations in a hypergraph, i.e., min 𝐼 (𝒉𝑖 ;𝒉 𝑗 ). The
approximation of Equation (12) is:

max

∑︁𝑘

𝑖=1

𝐼 (𝒉𝑖 ; 𝑦) − 𝜎
∑︁

𝑖≠𝑗
𝐼 (𝒉𝑖 ;𝒉 𝑗 ), (13)

where 𝜎 is a scalar weight.

We prove that Equation (12) reaches the optimal value when

Equation (13) reaches the optimal value in Proposition 1. We detail

the proof in Appendix A.

Proposition 1. Consider an input-output pair (𝒙, 𝑦), where 𝒙 is
a set of features, a function maps 𝒙 to 𝑦 in a Markov chain 𝒙 →
{𝒉1,𝒉2, ...,𝒉𝑘 } → 𝑦, where {𝒉1,𝒉2, ...,𝒉𝑘 } is a set of middle states
mapped from 𝒙 , if the {𝒉1,𝒉2, ...,𝒉𝑘 } makes Equation (13) reach the
optimal value, it also makes Equation (12) reach the optimal value.

Proposition 1 ensures that by optimizing Equation (13), we ap-

proximately optimize Equation (12) so that generate feature inter-

actions that fit the three properties.

5.3.3 The Implementation. One difficulty of applying s-Infomax

is that the label space only has two states, i.e., 0 and 1, which are

discrete and are too small to provide enough output information

[17]. Hence, we use the hypergraph representations to represent

the label space, extending the two states into a continuous high-

dimensional space. Following DIM, we sample the joint distribution
of 𝐼 (𝒉𝑖 ;𝑦) as the pair of 𝒉𝑖 and a random hypergraph representa-

tion 𝒄+ from training samples having the same label 𝑦. Then, we

sample the marginal distribution as 𝒉𝑖 and a random hypergraph

representation 𝒄− from training samples having the opposite label

𝑦. We use a GAN-based objective function for s-Infomax:

max

∑︁
𝑖
𝐼 (𝒉𝑖 ; 𝑦) =max

1

𝑘

∑︁
𝑖
(log𝐷𝜃 (𝒉𝑖 , 𝒄+)

+ (1 − log𝐷𝜃 (𝒉𝑖 , 𝒄−))),
(14)

where 𝐷𝜃 ∈ R2×𝑑 → R is a discriminator that distinguishes the

joint distribution and the marginal distribution.

In Infomin, we minimize the mutual information between differ-

ent hyperedge representations in a hypergraph. We set the sampled

joint distribution as (𝒉𝑖 ,𝒉 𝑗 ) that 𝑖 ≠ 𝑗 , and the marginal distribu-

tion as (𝒉𝑖 ,𝒉𝑖 ). To avoid the overfitting issue that the discriminator

in Infomin may trivially compare whether two input vectors are

the same, inspired by Gao et al. [10], we use a dropout function 𝑓𝑎
to prevent each pair of input vectors from being the same.

To ensure efficiency, we get one sample from the joint distribu-

tion and one sample from the marginal distribution for each node.

The objective function for Infomin is also a GAN-based objective

function but swaps the joint and marginal distributions:

min

∑︁
𝑖≠𝑗

𝐼 (𝒉𝑖 ;𝒉 𝑗 ) =max

1

𝑘

∑︁
𝑖

(log𝐷𝜔 (𝑓𝑎 (𝒉𝑖 ) 𝑓𝑎 (𝒉𝑖 ))

+(1 − log𝐷𝜔 (𝑓𝑎 (𝒉𝑖 ), 𝑓𝑎 (𝒉 𝑗 )))) .
(15)



Equation (14) and Equation (15) can be efficiently optimized

by training the discriminators 𝐷𝜃 and 𝐷𝜔 through Binary Cross-

entropy (BCE) loss [37].

Note that the main difference between s-Infomax and Infomin

in implementation is the choice of the joint distribution and the

marginal distribution that a discriminator to distinguish. The distri-

butions chosen in Infomin are intuitive: wewant any two hyperedge

representations in a hypergraph to be as different as possible (i.e.,

have minimum mutual information).

5.4 The Empirical Risk Minimization Function
The empirical risk minimization function of HIRS contains the loss

function of recommendation predictions, an 𝐿0 activation regular-

ization, the loss functions of the s-Infomax discriminator and the

Infomin discriminator:

R(𝜽 ,𝝎, 𝝆) = 1

𝑁

𝑁∑︁
𝑛=1

(L(𝑓𝑟 ( (𝐺𝐻 )𝑛 ;𝝆), 𝑦𝑛) + 𝜆1



𝑬 ′
𝑛




0

+ 𝜆2L𝐷 (𝐷𝜃 ) + 𝜆3L𝐷 (𝐷𝜔 )),
𝝆∗, 𝜽 ∗,𝝎∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝜽 ,𝝎,𝝆R(𝜽 ,𝝎, 𝝆),

(16)

where (𝐺𝐻 )𝑛 = (𝐺𝐻 ⟨V, ∅⟩)𝑛 , 𝜆1, 𝜆2 and 𝜆3 are weight factors,L(·)
and L𝐷 (·) are both BCE loss, and 𝝆∗, 𝜽 ∗, 𝝎∗

are final parameters.

Following Shi et al. [29], the 𝐿0 activation regularization can be

calculated as:



𝑬 ′
𝑛




0
=
∑
𝑖, 𝑗 𝑆𝑖𝑔(log𝑢𝑖 𝑗 − 𝜏 log

−𝛾
𝛿
) .

5.5 Generalizing IHGNN to Existing Methods
We show that some existing methods can be represented as an

IHGNN in specific settings.

5.5.1 𝐿0-SIGN as IHGNN. A hypergraph is an extension of a stan-

dard graph. Therefore, GNN-based recommender systems such as

𝐿0-SIGN [33] and Fi-GNN [21] can be easily applied by IHGNN

by changing the edge matrix into the incidence matrix form and

replacing the corresponding feature interaction modeling functions,

e.g., dot product by an MLP for 𝐿0-SIGN.

5.5.2 FM as IHGNN. FM [28] models every pairwise feature inter-

action by dot product and sums up all the modeling results. We can

regard each pairwise feature interaction in FM as a hyperedge link-

ing to two nodes, which forms the E𝐹𝑀
that contains all pairwise

node combinations, including all self-loops as the point-wise terms

in FM. In addition, FM-based extensions can also be achieved based

on the above derivation. For example, NFM [14] can be achieved by

replacing the dot product and the 𝜙 by an element-wise production

and an MLP, respectively.

5.5.3 DeepFM as IHGNN. DeepFM [12] merges the prediction of

FM and the prediction of an MLP modeling all the features. We can

regard DeepFM as IHGNN by adding a hyperedge linking to all

nodes in addition to E𝐹𝑀
. Since DeepFM uses different interaction

modeling functions in FM and theMLP, the hyperedges are modeled

differently according to the edge degree.

5.6 Interaction Generation Cost Analysis
HIRS generates 𝑘 beneficial feature interactions through the hy-

peredge prediction module 𝑓𝑔𝑒𝑛 , which has the time complexity

of 𝑂 (𝑚𝑘𝑑) for a data sample of 𝑚 features, where 𝑑 is the em-

bedding dimension. The s-Infomax and the Infomin methods help

Dataset #Data #Users #Items #Features
MovieLens 1M 1,149,238 5,950 3,514 6,974

Book-Crossing 1,050,834 4,873 53,168 43,244

MovieLens 25M 31,147,118 162,541 62,423 226,122

Table 1: Dataset Statistics.

the interaction generation and both have the complexity of 𝑂 (𝑘𝑑).
In addition, the IHGNN module models the generated feature in-

teractions for recommendation with a 𝑂 (𝑚𝑘𝑑 +𝑚𝑑) complexity.

Therefore, the time complexity of HIRS is 𝑂 (𝑚𝑘𝑑). Existing stud-
ies model or examine all the possible interactions by enumerating

them𝑂 (2𝑚𝑑) [25] or stacking pairwise interaction modeling layers

𝑂 (𝑚3𝑑) [30, 38] when considering arbitrary orders. Since 𝑘 can be

set to be a much smaller number (e.g., 40) than𝑚2
(e.g., 196 when

𝑚 = 14), HIRS achieves a more efficient interaction modeling. We

do not include the complexity of the neural network modules in

HIRS and the baselines as they are all linear to 𝑑 . The running time

of HIRS and the baselines are detailed in Appendix D.

6 EXPERIMENTAL ANALYSIS
In this section, we evaluate the following aspects of our proposed

model: (i) the recommendation prediction accuracy of HIRS; (ii) the

beneficial feature interactions generation ability of HIRS; (iii) the

impact of different components and hyperparameters of HIRS.

6.1 Experimental Setting
6.1.1 Datasets and Baselines. We evaluate HIRS on three real-

world datasets in recommender systems: MovieLens 1M [13], Book-

crossing [46], and MovieLens 25M [13]. We summarize the statistics

of the datasets in Table 1. Note that although MovieLens 1M and

MovieLens 25M are both movie recommendation datasets, they

are actually deployed with different features, e.g., MovieLens 25M

contains the tag features, while MovieLens 1M does not. In this way,

we can evaluate the effectiveness and the robustness of our model

when different kinds of features are available in similar scenarios.

We compare HIRS with state-of-the-art models considering fea-

ture interactions for recommendation. They are FM [19], AFM [42],

NFM [14], Fi-GNN [21], 𝐿0-SIGN [33], AutoInt [30], DeepFM [12],

xDeepFM [23], DCNv2 [38], AutoFIS [25], AFN [7]. More details

about the datasets and the baselines are in Appendix C.

6.1.2 Experimental Setup. In the experiments, we use element-

wise mean as the linear aggregation function for both𝜓 (·) and 𝜙 (·).
𝑔(·) is a linear regression function. The MLPs for 𝑓𝑔𝑒𝑛 (·) and 𝑓𝐸
consist of a fully connected layer of size 64 with a ReLU activation.

Both 𝐷𝜃 and 𝐷𝜔 are Bilinear models. The dropout probability of 𝑓𝑎
is 0.1. The node embedding size for interaction modeling and edge

prediction is 64. The hyperedge number 𝑘 is 40. We set 𝜆1 = 0.02,

𝜆2 = 1, 𝜆3 = 0.1, and Adam [18] as the optimization algorithm. We

randomly split each dataset into training, validation, and test sets

with a proportion of 70%, 15%, and 15%, respectively. We evaluate

the performance of HIRS and the baseline models using the popular

ranking metrics Recall@10, Recall@20, NDCG@10, and NDCG@20.

6.2 Model Performance
Table 2 shows the performance of our model and the baseline mod-

els. The results are the average of 10 runs. The best results are in



HO BD MovieLens 1M Book-Crossing MovieLens 25M
R@10 R@20 N@10 N@20 R@10 R@20 N@10 N@20 R@10 R@20 N@10 N@20

FM 0.8527 0.8996 0.8521 0.8845 0.7802 0.8834 0.8123 0.8539 0.8331 0.8972 0.9535 0.8791

AFM 0.8738 0.9176 0.8734 0.8994 0.8084 0.8892 0.8473 0.8779 0.8484 0.9082 0.8618 0.8845

NFM 0.8979 0.9318 0.8925 0.9084 0.8625 0.9174 0.8492 0.8843 0.8604 0.9170 0.8620 0.8903

Fi-GNN 0.9060 0.9341 0.9091 0.9226 0.8818 0.9262 0.8689 0.8861 0.8692 0.9124 0.8667 0.8905

𝐿0-SIGN

√
0.9092 0.9386 0.9176 0.9268 0.8817 0.9266 0.8723 0.8914 0.8729 0.9261 0.8704 0.8915

AutoInt

√
0.8991 0.9318 0.9077 0.9118 0.8739 0.9263 0.8636 0.8894 0.8707 0.9233 0.8692 0.8899

DeepFM

√
0.8975 0.9308 0.9074 0.9128 0.8765 0.9245 0.8648 0.8800 0.8667 0.9213 0.8650 0.8883

xDeepFM

√
0.9049 0.9342 0.9134 0.9114 0.8791 0.9249 0.8692 0.8826 0.8673 0.9226 0.8696 0.8902

DCNv2

√
0.9014 0.9311 0.9079 0.9104 0.8773 0.9234 0.8671 0.8858 0.8678 0.9214 0.8667 0.8890

AutoFIS

√ √
0.9028 0.9317 0.9096 0.9208 0.8804 0.9227 0.8706 0.8887 0.8702 0.9228 0.8712 0.8922

AFN

√ √
0.9032 0.9333 0.9112 0.9232 0.8821 0.9285 0.8710 0.8917 0.8743 0.9271 0.8737 0.8938

HIRS

√ √
0.9545 0.9663 0.9464 0.9500 0.9279 0.9584 0.9081 0.9211 0.9223 0.9545 0.8846 0.9011

Improv. 4.98% 2.95% 3.13% 2.50% 5.19% 3.22% 4.10% 3.30% 5.49% 2.96% 1.26% 0.81%

p-value 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 1.4% 3.7%

Table 2: Comparing the prediction performance of HIRS with the baselines. HO and BD indicate whether the model can consider high-order
feature interactions and perform beneficial feature interaction detection, respectively. R@j refers to Recall, and N@j refers to NDCG.
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Figure 4: Comparing the distribution of the orders of the generated
feature interactions from HIRS, HIRS without s-Infomax and In-
fomin, and HIRS without 𝐿0 regularization for MovieLens 1M.

bold, and the best baseline results are underlined. The rows Improv
(standing for Improvements) and p-value show the improvement

and statistical significance test results (through Wilcoxon signed-

rank test [41]) of HIRS to the best baseline results, respectively.

We observe that: (i) Our model outperforms all the baselines on

the three datasets (up to 5.49%), and the significance test results

are all lower than the threshold of 5%, which show that the im-

provements are significant. (ii) For the models that only consider

pairwise feature interactions, GNN-based models (e.g., Fi-GNN

and 𝐿0-SIGN) perform better than other baselines (e.g., NFM). This

shows the ability of GNNs in interaction modeling. (iii) Models

considering higher-order feature interactions (e.g., xDeepFM and

AFN) perform better than those only consider pairwise interac-

tions (e.g., NFM and Fi-GNN). Thus, considering high-order feature

interactions is beneficial for providing better prediction accuracy.

(iv) Detecting beneficial feature interactions is vital in removing

noise interactions and improving prediction accuracy (e.g., 𝐿0-SIGN

v.s. Fi-GNN). (v) Our model combines GNN-based interaction mod-

eling, higher-order interaction modeling, and beneficial feature

interaction detection, and achieves the best performance.

6.3 Effectiveness of the Beneficial Properties
To ensure our model can detect beneficial feature interactions that

fit the beneficial properties (sufficiency, low-redundancy, and dis-

entanglement), we propose the s-Infomax and Infomin module and
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Figure 5: Comparing the performance of HIRS, HIRS without s-
Infomax and Infomin, and HIRS without 𝐿0 regularization.

the 𝐿0 activation regularization. This section, we evaluate the in-

fluence of them on the beneficial feature interaction detection and

the prediction accuracy.

We run two variants of HIRS: (i) without s-Infomax and Infomin

(w/o MI ), and (ii) without the 𝐿0 activation regularization (w/o 𝐿0).

Figure 4 shows the distribution of the generated feature interactions

on three settings (the full model and the two variants). We observe

that when using the variant w/o MI, most of the generated hyper-

edges are empty (order 0), and a few hyperedges connect to most

features (order 12-14). It proves the importance of the three prop-

erties on arbitrary order beneficial interaction generation. When

using the variant w/o 𝐿0, most of the generated interactions have

relative higher orders than using our full model. This proves that

𝐿0 regularization helps ease the issue of mixed interaction in each

hyperedge. Next, we show the prediction accuracies of the two

variants and the full model in Figure 5. We show the results of

Recall@10 and NDCG@10. Similar conclusions can be drawn from

Recall@20 and NDCG@20 (the same as the remaining experiments).

We can see that both w/o MI and w/o 𝐿0 reduce the prediction accu-

racy. This proves that our full model successfully generates more

beneficial feature interactions than the two variants and hence

gains the best performance.

6.4 Ablation Study on RPC Modules
We evaluate the impact of two key functions, the hyperedge detec-

tion function 𝑓𝑔𝑒𝑛 and the non-linear interaction modeling function
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Figure 6: Comparing the recommendation performance of HIRS,
HIRS without hyperedge prediction, HIRS without non-linear in-
teraction modeling, and HIRS without both.
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Figure 7: Comparing the recommendation performance of HIRS
with different hyperedge numbers.
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Figure 8: Comparing the performance of different weight values of
the 𝐿0 activation regularization, s-Infomax, and Infomin for Movie-
Lens 1M.

𝑓𝐸 , in the two modules (the hyperedge prediction module and the

IHGNN module) of the recommendation prediction component

(RPC), respectively. To evaluate the impact of 𝑓𝑔𝑒𝑛 , we remove 𝑓𝑔𝑒𝑛
and use a fully connected matrix as the hyperedge matrix, i.e.,

𝑬 ′ = 1. We name this variant as w/o HP. To evaluate 𝑓𝐸 in HIRS,

we replace 𝑓𝐸 by a linear function, which simply remove the ReLU

activation in 𝑓𝐸 . We name this variant as w/o NM.

We summarize the results in Figure 6. The variantw/oHP achieves
an inferior performance. In this situation, the hyperedge does not

indicate a feature interaction, but all the features. Therefore, the in-

teraction modeling function does not model beneficial feature inter-

actions but the mix of all the feature information, which inevitably

contains the noise information that decreases the prediction accu-

racy. The variant w/o NM also achieves an inferior performance.

This is because the non-linear interaction modeling helps correctly

model the generated feature interactions and hence improves the

accuracy. This is consistent with the claim in Su et al. [33]. We also

show the results of the variant with both modifications (w/o Both).
The worst performance it achieves is not surprising since the whole

model under this setting can be regarded as a linear mapping from

feature embeddings to the final prediction.

6.5 Parameter Study
We evaluate the impact of the number of feature interactions (𝑘),

the weight values for 𝐿0 activation regularization (𝜆1), s-Infomax

(𝜆2), and Infomin (𝜆3) in Equation (16) on the prediction accuracy.

Figure 7 shows the performance of HIRS using different numbers of

edges (𝑘). The prediction accuracy increases when the 𝑘 increases

from 5 to 40, but flattens over 40. This is because that when the

edge number is small, some of the beneficial feature interactions

are discarded or mixed in one hyperedge. However, the number of

edge slots is enough to contain beneficial feature interactions when

𝑘 > 40. Next, we evaluate different 𝜆1, 𝜆2, 𝜆3 values in Equation

(16) on the MovieLens 1m dataset. As shown in Figure 8, every

weight has a sweat point that leads to the best performance. For

the 𝐿0 regularization weight (𝜆1), it balances the sparsity and the

useful information retraining of the beneficial feature interactions.

s-Infomax and Infomin balance the three properties. The sufficiency

and the low redundancy are achieved by s-Infomax, and the disen-

tanglement is achieved by Infomin. For example, a high s-Infomax

weight ensures sufficiency and low redundancy, but may harm the

disentanglement. Only when the three properties achieve simulta-

neously we can successfully generate beneficial feature interactions,

and leverage them for accurate recommendations.

6.6 Case Study on the Detected Interactions
We do a case study to visualize the detected feature interactions.

Figure 9 shows the detected feature interactions (in an incidence

matrix) of a data sample in the MovieLens 1M dataset, where empty

ones were removed. Each column is a feature interaction with

corresponding features colored. We sort the feature interactions

by order and set them with different colors based on their order,

e.g., dark blue for second order feature interactions and purple

for 13 order feature interactions (the number of colored cells in

each column indicates the order of the corresponding interaction).

From the figure, we observe that: (i) Feature interactions provide

potential explanations for the recommendation prediction results.

For example, interaction 13 shows the interaction between age and

comedy genre, which indicates that users aged 25-35 may prefer

comedy movies. (ii) Features such as gender and age participate in

many feature interactions, which shows the importance of these

features in the prediction. (iii) User id (e.g., User_212) and movie id

(e.g., Naked Gun) usually appears in high order feature interactions

(e.g., interaction 30-34). This indicates that the id features can be

used to infer complex preferences or properties. (iv) There are a few

duplicated feature interactions, e.g., interactions 13 and 17. It means

that these interactions are important. Having them duplicated adds

the weights of these interactions in recommendation predictions.

Due to the space limitation, we present some experimental results

for the Book-Crossing dataset and the MovieLens 25M dataset in

Appendix E, which are consistent with demonstrated results in the

above sections.

7 CONCLUSION
We proposed a method for detecting arbitrary order beneficial fea-

ture interactions for recommendation. The method represents each

data sample as a hypergraph and uses a hypergraph neural network-

based model named HIRS for recommendation. HIRS achieves su-

perior results by directly generating beneficial feature interactions

via hyperedge prediction and performing recommendation predic-

tions via hypergraph classification. We define three properties of

beneficial feature interactions, and propose s-Infomax and Infomin



Figure 9: The detected feature interactions (in an incidence matrix)
of a data sample in the MovieLens 1M dataset. Feature interactions
are sorted by their orders and columns with the same color repre-
sent the interactions of the same order.

methods for effective interaction generation. In the future work,

we will explore the possibility to automatically determine the best

edge number, and to extend s-Infomax and Infomin methods to

other domains such as anomaly detection.
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A PROOF OF PROPOSITION 1
Proposition 1. Consider an input-output pair (𝒙, 𝑦), where 𝒙 is
a set of features, a function maps 𝒙 to 𝑦 in a Markov chain 𝒙 →
{𝒉1,𝒉2, ...,𝒉𝑘 } → 𝑦, where {𝒉1,𝒉2, ...,𝒉𝑘 } is a set of middle states
mapped from 𝒙 , if the {𝒉1,𝒉2, ...,𝒉𝑘 } makes Equation (13) reach the
optimal value, it also makes Equation (12) reach the optimal value.

Proof. Due to the non-negativity of mutual information, we

have 𝐼 (𝒉𝑖 ;𝒉 𝑗 ) ⩾ 0.

∑
𝑖≠𝑗 𝐼 (𝒉𝑖 ;𝒉 𝑗 ) reaches the smallest value when

𝐼 (𝒉𝑖 ;𝒉 𝑗 ) = 0 for all 𝑖 ≠ 𝑗 . That is, each pair of hyperedge represen-

tations are independent. Therefore, we have

𝐼 ( (𝒉1,𝒉2, ...,𝒉𝑘 ) ; 𝑦) =
𝑘∑︁
𝑖=1

𝐼 (𝒉𝑖 ; 𝑦) . (17)

It means that when

∑
𝑖≠𝑗 𝐼 (𝒉𝑖 ;𝒉 𝑗 ) reaches the smallest value,

maximizing

∑𝑘
𝑖=1

𝐼 (𝒉𝑖 ;𝑦) equals to maximizing 𝐼 ((𝒉1,𝒉2, ...,𝒉𝑘 );𝑦).
Next, since

0 ⩽ 𝐼 (𝒉𝑖 ;𝒉 𝑗 ; 𝑦) ⩽ 𝐼 (𝒉𝑖 ;𝒉 𝑗 ), (18)∑
𝑖≠𝑗 𝐼 (𝒉𝑖 ;𝒉 𝑗 ;𝑦) = 0 when

∑
𝑖≠𝑗 𝐼 (𝒉𝑖 ;𝒉 𝑗 ) = 0.

Finally, since 𝐼 (𝒉𝑖 ;𝑦) = 𝐻 (𝒉𝑖 ) − 𝐻 (𝒉𝑖 |𝑦), maximizing 𝐼 (𝒉𝑖 ;𝑦)
tries to reduce 𝐻 (𝒉𝑖 |𝑦) and in the optimal situation, 𝐻 (𝒉𝑖 |𝑦) = 0.

In summary, when the formulation in Equation (13) reaches

the optimal situation, we have maximized 𝐼 ((𝒉1,𝒉2, ...,𝒉𝑘 );𝑦), and
have 𝐼 (𝒉𝑖 ;𝒉 𝑗 ;𝑦) = 0 and 𝐻 (𝒉𝑖 |𝑦) = 0, which make Equation (12)

reach the optimal situation. □

B IHGNN SATISFYING THE STATISTICAL
INTERACTION PRINCIPLE

We first give the definition of high-order statistical interaction

following Sorokina et al. [31].

Definition 1. (Statistical Interaction) Consider a function 𝑓 (·)
with input variables 𝒙 = {𝑥1, 𝑥2, ..., 𝑥𝑚}. Then, a set of variables
I ⊆ 𝒙 is a statistical interaction of function 𝑓 (·) if and only if there
does not exist a set of functions 𝑓\𝑖 (·), where 𝑥𝑖 ∈ I and 𝑓\𝑖 (·) is
not a function of 𝑥𝑖 , such that

𝑓 (𝒙) =
∑︁
𝑥𝑖 ∈I

𝑓\𝑖 (𝑥1, 𝑥𝑖−1, 𝑥𝑖+1, ..., 𝑥𝑚) (19)

Then, we prove that IGHNN models a set of features as a statis-

tical interaction if they form a hyperedge in the input hypergraph

in Proposition 2.

Proposition 2. Consider an input-output pair (𝒙, 𝑦). Let 𝐺 ⟨V, ∅⟩
be the input of HIRS, where V = 𝒙 , the IHGNN function (Equation
(8)) flags a statistical interaction among all the features in 𝑞 ⊆ V
if 𝑞 = {𝑎𝑖 |𝑬 ′

𝑖𝑘
= 1}𝑖∈V , where 𝑬 ′

𝑘
is a hyperedge predicted by 𝑓𝑔𝑒𝑛

(Equation (5)).

Proof. We prove by contradiction: assume there is a𝑞 = {𝑐𝑖 |𝑬 ′
𝑖𝑘

=

1}𝑖∈V but the IHGNN function does not flag a statistical interaction

on all the features in 𝑞.

In HIRS, the edge modeling function 𝑓𝐸 is a neural network,

which is a non-linear function. Without losing generality, we set

both the aggregation function 𝜙 and𝜓 as the element-wise mean

function and 𝑔 is a linear regression function. Therefore, we can

regard 𝑓𝐼𝐺𝐻𝑁𝑁 as:

𝑓𝐼𝐻𝐺𝑁𝑁 (𝐺𝐻 ⟨V, E′⟩) =
∑︁
𝑗∈E′

𝛼 𝑗 𝑓𝐸 (𝑠𝑢𝑚 ( {𝑽𝑔
𝑖
|𝑬 ′
𝑖 𝑗 = 1}𝑖∈V )), (20)

where 𝛼 𝑗 are some scalar values.

According to Definition 1, if 𝑓𝐼𝐻𝐺𝑁𝑁 does not flag a statistical

interaction on all the features in 𝑞, we can rewrite Equation (20) as

a linear combination of a set of functions that each function does

not rely on at least one of the features in 𝑞. That is:

𝑓𝐼𝐻𝐺𝑁𝑁 (𝐺𝐻 ⟨V, E′⟩) =
∑︁
𝑖∈𝑞

𝑓\𝑖 ( {𝑽
𝑔

𝑗
} 𝑗∈V\{𝑖}), (21)

However, since all features in 𝑞 form a hyperedge in E ′
, Equation

(20) contains a component 𝑓𝐸 (𝑠𝑢𝑚({𝑽𝑔
𝑖
|𝑖 ∈ 𝑞}𝑖∈V )), which non-

linearly models all features in 𝑞. This component does not belong to

any part of the right hand side of Equation (21). Therefore, Equation

(21) does not hold, which is a contradiction of the assumption. □

Note that according to the definition of statistical interaction, if

𝑓𝐼𝐻𝐺𝑁𝑁 flags a statistical interaction on all features in 𝑞, 𝑓𝐼𝐻𝐺𝑁𝑁

flags a statistical interaction on any 𝑞𝑠 ⊆ 𝑞. This is the reason

that we use Infomin to force each hyperedge to contain different

feature interactions and prevent multiple feature interactions from

merging into one hyperedge.

C DATASETS AND BASELINES
Datasets. We study three real-world datasets to evaluate our

model:MovieLens 1M [13] contains users’ ratings onmovies. Each

data sample contains a user and a movie with their correspond-

ing attributes as features. We further collect movies’ other features,

such as directors and casts from IMDB to enrich the datasets. Book-
crossing [46] contains users’ implicit and explicit ratings of books.

Each data sample contains a user and a book with their correspond-

ing features. The reprocessed words in the book titles are also

regarded as features of the book. MovieLens 25M [13] contains

movie attribute information and the tags (e.g., gunfight, dragon)

that users gave to the movies. We regard the attributes genres, years,

and the 10 most relevant tags for movie as features.

We transfer the explicit ratings to implicit feedback. We regard

the ratings greater than 3 as positive ratings for MovieLens 1M and

MovieLens 25M, and regard all rated explicit ratings as positive

ratings for Book-crossing due to its sparsity. Then, we randomly

select the same number of negative samples equal to the number

of positive samples for each user.

Baselines. We compare our model with eleven state-of-the-art

models that consider feature interactions, including:

FM [19] models every pairwise feature interactions by dot prod-

uct and sum up all the modeling results as the prediction.AFM [42]

calculates an attention value for each feature interaction on top of

FM. NFM [14] models each pairwise feature interaction and aggre-

gates all the modeling results by an MLP. Fi-GNN [21] represents

each data sample as a feature graph and models all pairwise interac-

tions in a self-attention based GNN. 𝐿0-SIGN [33] represents each

data sample as a feature graph. It detects beneficial pairwise feature

interactions and uses a GNN to model the detected ones for rec-

ommendation. AutoInt [30] explicitly models all pairwise feature

interactions using a multi-head self-attentive neural network and

aggregate all the modeling results as the prediction. DeepFM [12]

combines the results of an MLP that implicitly models high-order



Method Order
2 3 4 5 ... 13 14

AutoInt 5.48 6.26 10.96 12.59 ... 23.34 24.27

DCNv2 9.40 14.09 18.79 22.71 ... 46.19 50.11

xDeepFM 18.79 39.93 59.51 78.30 ... 229.42 248.21

HIRS (𝑘=40) 15.16

HIRS (𝑘=20) 11.38

Table 3: Comparing the time (in seconds) of differentmodels for one
epoch on the MovieLens 1M dataset. All the models are run on the
samemachine equipped with a CPU: Intel(R) Core(TM) i7-9700K@
3.60GHz, and a GPU: GeForce RTX 2080Ti.

feature interactions and a FM that models pairwise feature interac-

tions. xDeepFM [23] is an extension of DeepFM that models high-

order feature interactions in explicit way. DCNv2 [38] leverages

deep and cross network to implicitly and explicitly model feature

interactions. AutoFIS [25] detects limited high-order beneficial

feature interactions by setting a gate for each feature interaction.

AFN [7] leverages logarithmic neural network to learn high-order

feature interactions adaptively from data. For all baselines, we use

the same MLP settings in all baselines (if use) as our interaction

modeling function in HIRS for a fair comparison. In terms of he

highest order for baselines that explicit model high-order feature

interactions, we follow the order settings in their original papers.

D RUNNING TIME ANALYSIS
We have theoretically analyzed the efficiency advantage of HIRS

over other baselines that explicitly consider high-order feature in-

teractions. In this section, we experimentally evaluate the running

time of HIRS and these baselines. Specifically, we run HIRS and

baselines on the MovieLens 1M dataset and record the time con-

suming they used in each epoch while training. For the baselines,

we record the running time of setting different order limitations.

We then compare with HIRS that consider arbitrary order feature

interactions. Table 3 demonstrates the time consuming results. Note

that since the running environment of our model and baseline mod-

els are not exact the same, the time comparison results reported

are not completely accurate. For example, some baseline models

directly call packages for compiling, which is more time efficient.

However, we can still gain useful information from the results.

From the table, we can see that the running time of our model

approximately equals to baseline models modeling low order fea-

ture interactions, which is consistent with our theoretical analysis

in Section 5.6. Meanwhile, the running time for baseline models

increase with the highest order increasing, while HIRS has constant

running time. The results proves the efficiency of our model in mod-

eling arbitrary order feature interactions, while baseline models

have much higher running time when considering up to arbitrary

orders (order 14). In addition, when we detect fewer feature interac-

tions for each data sample, e.g., 𝑘 = 20, the running time is further

decreased comparing to that of 𝑘 = 40.

E ADDITIONAL EXPERIMENTAL RESULTS
In this section, we list additional results (in Figures 11-12) that are

not shown in our paper due to the space limit. These results have

consistent trends to the results reported in the paper, which provide

further evidence on the robustness of our model.
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Figure 10: Left: Additional results for Figure 5 on theMovieLens 25M
dataset.Right: Additional results for Figure 6 on theMovieLens 25M
dataset.
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Figure 11: Additional results for Figure 4. Comparing the distribu-
tion of the generated feature interaction orders from HIRS, HIRS
without s-Infomax and Infomin, and HIRS without 𝐿0 regulariza-
tion on the Book-Crossing and the MovieLens 25M datasets.
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Figure 12: Additional results for Figure 8. Comparing the perfor-
mance of different weight values of 𝐿0 activation regularization, s-
Infomax, and Infomin on the Book-Crossing and the MovieLens
25M dataset.
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