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Prompt: Several giant wooly mammoths approach treading through a snowy meadow, their long

wooly fur lightly blows in the wind as they walk, snow covered trees and dramatic snow capped...
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Can we make them personal?
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l PMG for Recommendation: multimodal — image w/ LLM

B PMG: Personalized Multimodal Generation with LLM

Converts user behaviors (conversations, clicks, etc) into
natural language

Extract user preference descriptions, both hard and soft
preference embeddings

Preference conditioned multimodal generation

Improves 8% in terms of personalization measure
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l PMG for Recommendation: multimodal — image w/ LLM

User behaviors
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l PMG for Recommendation: multimodal — image w/ LLM
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Figure 3: Model designed to train soft preference embeddings.
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User Behavior Prompt

EP = concatenate(Enm, Ei)
ipv.fn = 11{5‘ + €,
My = {IHEF(EP, Mpy).

The loss is calculated as MSE loss of Mg and M:

loss = MSE(Mg, My).
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PMG for Recommendation: multimodal — image w/ LLM
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Finally, our objective is to optimize the weighted sum of dj, and d;.

z=a-logdp +(1—a)-logd;.

shirt

(b) wp : wp=1:3 (€) wp : wp=2:2

(€) wp:wr=4:0

Figure 7: Generated poster of movie Titanic with different weights of conditions. w), is the weight of preference conditions, which
prefer disaster movie. w; is the weight of target item conditions, which consider it as a romantic movie. When w;, : w; = 1:3 it
achieves the highest z score and the generated poster is a combination of romance and disaster.
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l PMG for Recommendation: multimodal — image w/ LLM

B Data

1)

2)

3)

Generating personalized images of products whose original images are missing according to
the historically clicked products of the user. POG dataset, a multimodal dataset of fashion
clothes. We selected 2,000 users and 16,100 items for experiments.

Generating personalized posters of movies according to historical watched movies of user.
MovieLens Latest Datasets, 9,000 movies, 600 users, and 100,000 rating interactions.

Generating emoticons in instant messaging according to current conversation and historically
used emoticons of the user. We do not train soft preference embeddings and only use
keywords to generate images.

Movie Posters Scenario  Clothes Scenario

PMG 2.587 2.001
Textual Inversion 1.952 1.725
No personalization 1.462 1.495

Human evaluation score, range (1, 2, 3)
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l PMG for Preference Questions: multimodal — multimodal w/ V-LM

B Multi-task Multimodal generation, answering different types of questions

Recommendation User History

.I
What's the next item / — \ i 3
that the user will like?

Preference Prediction

Predict the user’s Category/Brand/Title. ..
preference on item 32. 7 Level 4
i L

Explanation Generation

Explain ~_~hy this User-friendly

product is good or bad interface, seamless

for me. integration...
Image Selection

Select the items fits me I

. . UniMP
well from: i 3, 1 5, ategory/Brand/Title...

i 789... i 18 ltem_5, item_3

Personalized Search

Query: find some
fashion electronics for TR
me.

User-guided Image Generation Category/Brand/Title...

I'd like a fashion i 6 g

sneaker. Show some

demo figure for me. \ o _/

Figure 2: Through multi-task, multi-modal instruction tuning, the model can adapt to a range of user
requirements. By altering the instructions, it can generate diverse responses to suit user needs. For

Towards Unified Multi-Modal Personalization: Large Vision-Language Models for Generative Recommendation and Beyond, ICLR 2024
9/18



l PMG for Preference Questions: multimodal — multimodal w/ V-LM

B [tem contextual data is serialized and processed through fine-grained cross-modal fusion

Suggestion Assistance Content Creation

. Preference Level: 4 —
B user-friendly interface, offering g
seamless integration with your
i3 other Apple devices

jt Language Model Layer

> j'" Cross-attention Module

Vision | 25023 : 1
Encoder 1 [ IMG] MacBookM Brand ] [ Apple J [ Category ] [ Electronics ] o |
1
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‘ I Flatten
__________________________________ I

[ Title ] [ 2023 ] [Category] [Electmnics]

Figure 1: Our proposed UniMP framework operates as follows: Item contextual data is streamlined
into a user sequence, which is then processed through fine-grained cross-modal fusion. Depending
on the instructions, the output is tailored to produce diverse response types.
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l Personalized Generation: text — text w/o LLM

B News Headline Generation Headline Y
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l Personalized Generation: item — text w/o LLM

B Personalized Answer Generation in E-commerce
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Fig. 3. Overview of the proposed method PAGE, including four components: (1) Basic Encoder-decoder
Architecture, (2) Persona History Incorporation, (3) Persona Preference Modeling, and (4) Persona Information
Summarizer.

Towards Personalized Answer Generation in E-Commerce via Multi-Perspective Preference Modeling, TOIS 2022
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Personalized Generation: text — text w/ LLM

Benchmark, RAG (Retrieval Augmented Generation) paradigm
LaMP: When Large Language Models Meet Personalization, arXiv:2304.11406

® 7 Tasks

* Personalized Text Classification
(1) Personalized Citation Identification
(2) Personalized Movie Tagging
(3) Personalized Product Rating

* Personalized Text Generation
(4) Personalized News Headline Generation
(5) Personalized Scholarly Title Generation
(6) Personalized Email Subject Generation

(7) Personalized Tweet Paraphrasing

® US|ng RAG paradlgm User profile

O

X P4 | Retrieval Pp Language
—b — — Y
model model
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l Personalized Generation: text — text w/ LLM & Human

B L L M-assisted news headline generation

® Human-Al Text Co-Creation

Harnessing the Power of LLMs: Evaluating Human-Al Text
Co-Creation through the Lens of News Headline Generation,
EMNLP 2023

UN Security Council votes to extend UN
mission in Haiti

The United Nations Security Council voted
inanimously on Friday to extend the mandate

of the

e reflects the key challenges facing Hait

e need to address illegal arms trafficking

mandate

violence

arms sales

UN Security Council warns Haitian gangs of potential sanctions

UN Security Council calls for end to viclence in Haiti

Submit Headl
.................................................................................
H difficult \ t to write this head|
81
y diff
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Figure 2: Interface for human-Al news headline co-
creation for guidance + selection + post-editing con-
dition: (A) news reading panel, (B) perspectives (key-
words) selection panel (multiple keywords can be se-
lected), (C) headline selection panel with post-editing
capability, and (D) difficulty rating slider. Note: (B),
(C) and (D) are hidden from the user until the requisite
step is finished (e.g., the user does not see the difficulty
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l (non-Personalized) Multimodal Generation: multimodal — multimodal

B Multi-modal News Headline Generation

NASA unveils new spacesmt for next Moon landing J_mg_mg_;
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“Nasa chief Jim Bridenstine shared
a close-up look at the
next-generation suits for the
agency's Artemis programme.The

s 8 _'-_h — il xEMU prototype suit looks similar to
e D2 £y = 3 ones used at the International
3 J Space Station (...)

Figure 1: Overview of the proposed unified approach to MSMO. The visual tokens are appended to the text
representation. The generated output includes the textual summary and the index roken that indicates which input
image (first, second, third, etc.) 1s picked as the pictorial summary. During training, a mixture of video-based,

image-based, and text-only data is used.

Towards Unified Uni- and Multi-modal News Headline Generation, EACL 2024
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l Other Tasks of Multimodal Generation for Recommendation

Marketing Copy Generation

® Generate the promotional copy =~ Ffcix=8.18%

ThELTE=E

il Yokd umm%--‘ GCOF: Self-iterative Text Generation for Copywriting

SEREEREEEE - Using Large Language Model, arXiv:2402.13667

/ > ‘
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Explanation Generation
® (Generate reasons why an item is recommended

Dialogue Generation

[ Claim Now: Time-Limited

Personalized Reason Generation for Explainable
Song Recommendation. TIST 2019

® Generate questions for clarification during conversational search

Zero-shot Clarifying Question Generation for
Conversational Search, Web Conference 2023

18/18



l Table of Contents

B PMG (Personalized Multimodal Generation)

PMG for Recommendation: multimodal — image with LLM
PMG for Preference Questions: multimodal — multimodal with Vision-Language Model

B Personalized Generation

Personalized Generation: text — text without LLM

Personalized Generation: item — text without LLM

Personalized Generation: text — text with LLM

Personalized Generation: text — text with LLM & Human
(non-Personalized) Multimodal Generation: multimodal — multimodal

B Other Tasks of Multimodal Generation for Recommendation

| {What’s Next? ]

Term: LLM — language models with capabilities similar to chatgpt, such as llama, claude, gemini, etc

- Multimodal Pretraining and Generation for Recommendation: A Tutorial, Web Conference 2024
- Multimodal Pretraining, Adaptation, and Generation for Recommendation: A Survey, arXiv:2404.00621

19/18



l What’s Next

B Multimodal — multimodal PMG for Recommendation
B Improve the control of correctness (text, image, video, etc)
B Include more modalities, such as audio, video

B Interactive multimodal generation
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Thanks and Questions?

Hiring junior academics, postdocs, PhD students
Contact email:

rayteam@yeah.net
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