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ABSTRACT

Selectivity estimation aims at estimating the number of database

objects that satisfy a selection criterion. Answering this problem

accurately and e�ciently is essential to many applications, such as

density estimation, outlier detection, query optimization, and data

integration. The estimation problem is especially challenging for

large-scale high-dimensional data due to the curse of dimension-

ality, the large variance of selectivity across di�erent queries, and

the need to make the estimator consistent (i.e., the selectivity is

non-decreasing in the threshold). We propose a new deep learning-

based model that learns a query-dependent piecewise linear function

as selectivity estimator, which is �exible to �t the selectivity curve

of any distance function and query object, while guaranteeing that

the output is non-decreasing in the threshold. To improve the ac-

curacy for large datasets, we propose to partition the dataset into

multiple disjoint subsets and build a local model on each of them.

We perform experiments on real datasets and show that the pro-

posed model consistently outperforms state-of-the-art models in

accuracy in an e�cient way and is useful for real applications.

CCS CONCEPTS

• Information systems → Query optimization; Entity resolu-

tion; • Computingmethodologies→ Neural networks.
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1 INTRODUCTION

In this paper, we consider the following selectivity estimation prob-

lem for high-dimensional data: given a query object x, a distance

function 38BC (·, ·), and a distance threshold C , estimate the number

of objects os in a database that satisfy 38BC (x, o) f C . This prob-

lem is also known as local density estimation [54] or spherical

range counting [9] in theoretical computer science. It is an essen-

tial procedure in density estimation in statistics [52] and density-

based outlier detection [11] in data mining. For example, for text

analysis, one may want to determine the popularity of a topic;

for e-commerce, an analyst may want to �nd out if a user/item

is an outlier; for clustering, the algorithm may converge faster if

we start with seeds in denser regions. In the database area, accu-

rate estimation helps to �nd an optimal query execution plan in
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databases dealing with high-dimensional data [24]. Hands-o� en-

tity matching systems [16] extract paths from random forests and

take each path – a conjunction of similarity predicates over multi-

ple attributes (e.g., “EU(name) f 0.25 AND EU(a�liations) f 0.4

AND EU(research interests) f 0.45”, where EU() measures the Eu-

clidean distance between word embeddings) – as a blocking rule,

and e�cient blocking can be achieved if we �nd a good query exe-

cution plan [50]. In addition, many text or image retrieval systems

resort to distributed representations. Given a query, a similarity

selection is often invoked to obtain a set of candidates to be fur-

ther veri�ed by sophisticated models. Estimating the number of

candidates helps to estimate the overall query processing time an

end-to-end system to create a service level agreement.

Selectivity estimation for large-scale high-dimensional data is

still an open problem due to the following factors: (1) Large vari-

ance of selectivity. The selectivity varies across queries and may

di�er by several orders of magnitude. A good estimator is supposed

to predict accurately for both small and large selectivity values.

(2) Curse of dimensionality. Many methods that work well on low-

dimensional data, such as histograms [26], are intractable when

we seek an optimal solution, and they signi�cantly lose accuracy

with the increase of dimensionality. (3) Consistency requirement.

When the query object is �xed, selectivity is non-decreasing in the

threshold. Hence users may want the estimated selectivity to be

non-decreasing and interpretable in applications such as density

estimation. This requirement rules out many existing methods.

To address the above challenges, we propose a novel deep re-

gression method that guarantees consistency. We holistically ap-

proximate the selectivity curve using a query-dependent piecewise

linear function consisting of control points that are learned from

training data. This function family is �exible in the sense that it can

closely approximate the selectivity curve of any distance function

and any input query object; e.g., using more control points for the

part of the curve where selectivity changes rapidly. Together with

a robust loss function, we are able to alleviate the impact of large

variance across di�erent queries. To handle high dimensionality,

we incorporate an autoencoder that learns the latent representation

of the query object with respect to the data distribution. The query

object and its latent representation are fed to a query-dependent

control point model, enhancing the �t to the selectivity curve of the

query object. To ensure consistency, we achieve the monotonicity

of estimated selectivity by converting the problem to a standard

neural network prediction task, rather than imposing additional

limitations such as restricting weights to be non-negative [15] or

limiting to multi-linear functions [17]. To improve the accuracy
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on large-scale datasets, we propose a partition-based method to

divide the database into disjoint subsets and learn a local model on

each of them. Since update may exists in the database, we employ

incremental learning to cope with this issue.

We perform experiments on six real datasets. The results show

that our method outperforms various state-of-the-art models. Com-

pared to the best existing model [50], the improvement of accuracy

is up to 5 times in mean squared error and consistent across datasets,

distance functions, and error metrics. The experiments also demon-

strate that our method is competitive in estimation speed, robust

against update in the database, and useful in estimating overall

query processing time in a semantic search application.

2 RELATEDWORK

Traditional EstimationModels. Selectivity estimation has been ex-

tensively studied in database systems, where prevalent approaches

are based on sampling [53, 55], histograms [26], or sketches [14].

However, few of them are applicable to high-dimensional data due

to data sparsity or the curse of dimensionality. For cosine similarity,

Wu et al. [54] proposed to use locality-sensitive hashing (LSH) as

a means of importance sampling to tackle data sparsity. Kernel

density estimation (KDE) [24, 36] has been proposed to handle se-

lectivity estimation in metric space. Mattig et al. [36] proposed to

alleviat the curse of dimensionality by focusing on the distribution

in metric space. However, strong assumptions are usually imposed

on the kernel function (e.g., only diagonal covariance matrix for

Gaussian kernels), and one kernel function may be inadequate to

model complex distributions in high-dimensional data.

Regression Models without Consistency Guarantee. Selectivity es-

timation can be formalized as a regression problem with query

object and threshold as input features, if the consistent require-

ment is not enforced. A representative approach is quantized re-

gression [7, 8]. Recent trend uses deep regression models. Vanilla

deep regression [32, 46, 47] learns good representations of input

patterns. The mixture of expert model (MoE) [43] has a sparsely-

gated mixture-of-experts layer that assigns data to proper experts

(models) which lead to better generalization. The recursive model

index (RMI) [31] is a regression model that can be used to replace

the B-tree index in relational databases. Deep regression has also

been used to predict selectivities (cardinalities) [29, 45] in relational

databases, amid a set of recent advances in learningmethods for this

task [23, 38, 39, 48, 56]. They target SQL queries where each predi-

cate involves one attribute. [23, 56] employ autoregressive models.

[39] only deals with low dimensionality. [29, 38, 45] become a deep

neural network if we regard a vector as an attribute.

Models with Consistency Guarantee. Gradient boosting trees (e.g.,

XGBoost [13] and LightGBM [49]) support monotonic regression.

Lattice regression [17, 19, 21, 57] uses a multi-linearly interpolated

lookup table for regression. By enforcing constraints on its param-

eter values, it can guarantee monotonicity. To accommodate high

dimensional inputs, Fard et al. [17] proposed to build an ensem-

ble of lattice using subsets of input features. Deep lattice network

(DLN) [57] was proposed to interlace non-linear calibration layers

and ensemble of lattice layers. Recently, lattice regression has also

been used to learn a spatial index [33]. UMNN [51] is an autore-

gressive �ow model which adopts Clenshaw-Curtis quadrature to

achieve monotonicity. Other monotonic models include isotonic

regression [22, 44] andMinMaxNet [15]. CardNet [50] is a recently

proposed method for monotonic selectivity estimation of similarity

selection query for various data types. It maps original data to bi-

nary vectors and the threshold to an integer g , and then predicts

the selectivity for distance [0, 1, . . . , g] respectively with (g + 1)

encoder-decoder models. When applying to high-dimensional data,

its has the following drawbacks: the mapping from the input thresh-

old to g is not injective, i.e., multiple thresholds may be mapped

to the same g and the same selectivity is always output for them;

the overall accuracy is signi�cantly a�ected if one of the (g + 1)

decoders is not accurate for some query.

3 PRELIMINARIES

Problem 1 (Selectivity Estimation for High-Dimensional

Data). Given a database of3-dimensional vectorsD = { o8 }
=
8=1, o8 ∈

R
3 , a distance function38BC (·, ·), a scalar threshold C , and aquery object

x ∈ R3 , estimate the selectivity in the database, i.e., |{ o | 38BC (x, o) f

C, o ∈ D }|.

While we assume 3 is a distance function, it is easy to extend

it to consider 3 as a similarity function by changing f to g in the

above de�nition. In the rest of the paper, to describe our method,

we focus on the case when 3 is a distance function. In addition, the

query object does not have to be in the database, and we do not

make any assumption on the distance function, meaning that the

function does not have to be metric.

We can view the selectivity (i.e., the ground truth label) ~ of a

query object x and a threshold C as generated by a function ~ =

5 (x, C,D). We call 5 the value function. Our goal is to estimate

5 (x, C,D) using another function 5̂ (x, C,D).

One unique requirement of our problem is that the estimator

5̂ needs to be consistent: 5̂ is consistent if and only if it is non-

decreasing in the threshold C for every query object x; i.e., ∀x,

5̂ (x, C ′,D) g 5̂ (x, C,D) i�. C ′ g C .

4 OBSERVATIONSAND IDEAS

When |D| is large, it is hard to estimate 5 directly. One of the main

challenges is that 5 may be non-smooth with respect to the input

variables. In the worst case, we have:

• For any vector �x, there exists a database D of = objects and a

query (x, C) such that 5 (x, C,D) = 0 and 5 (x + �x, C,D) = =.

• For any n > 0, there exists a database D of = objects and a query

(x, C) such that 5 (x, C,D) = 0 and 5 (x, C + n,D) = =.

This means any model that directly approximates 5 is hard.

Our idea to mitigate this issue is: instead of estimating one func-

tion 5 , we estimate multiple functions such that each function’s

output range is a small fraction of the selectivity ~. For example,

suppose ~ = ~1 + ~2 and C = C1 + C2. If ~1 and ~2 are approximately

linear in [0, C1] and (C1, C2], respectively, but with di�erent slopes,

then we can use two linear models for the two threshold ranges.

We may also exploit this idea and divide ~ with disjoint subsets of

D. Hence we adopt the following two partitioning schemes.
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Threshold Partitioning. Assume the maximum threshold we sup-

port is Cmax. We consider dividing it with an increasing sequence of

(!+2) values: [g0, g1, . . . , g!+1] such that g8 < g 9 if 8 < 9 , g0 = 0, and

g!+1 = Cmax + n , where n is a small positive quantity 1. Let 68 (x, C)

be an interpolant function for interval [g8−1, g8 ). Then we have

5̂ (x, C,D) =

!+1∑

8=1

1JC ∈ [g8−1, g8 )K · 68 (x, C), (1)

where 1JK denotes the indicator function.

Data Partitioning. We partition the database D into  disjoint

parts D1, . . . ,D , and let 58 denote the value function de�ned on

the 8-th part. Then we have 5̂ (x, C,D) =
∑ 
8=1 5̂8 (x, C,D8 ).

5 SELECTIVITY ESTIMATOR

5.1 Threshold Partitioning

Our idea is to approximate 5 using a regression model 5̂ (x, C,D;Θ).

Recall the sequence [g0, g1, . . . , g!+1] in Section 4. We consider the

family of continuous piecewise linear function to implement the

interpolation 68 (x, C), 8 ∈ [0, ! + 1]. A piecewise linear function is a

continuous function of (! + 1) pieces, each being a linear function

de�ned on [g8−1, g8 ). The g8 values are called control points. Given a

query object x, let ?8 denote the estimated selectivity for a threshold

g8 . For the 68 function in Eq. (1), we have

68 (x, C) = ?8−1 +
C − g8−1

g8 − g8−1
· (?8 − ?8−1). (2)

Hence the regression model is parameterized byΘ
def
= { (g8 , ?8 ) }

!+1
8=0 .

Note that g8 and ?8 values are dependent on x; i.e., the piecewise

linear function is query-dependent.

Using the above design for Θ has the following property to guar-

antee the consistency 2.

Lemma 1. Given a databaseD and a query object x, if ?8 g ?8−1
for ∀8 ∈ [1, ! + 1], then 5̂ (x, C,D;Θ) is non-decreasing in C .

Another salient property of our model is that it is �exible in

the sense that it can arbitrarily well approximate the selectivity

curve. Piecewise linear functions have been well explored to �t

one-dimensional curves [40]. With a su�cient number of control

points, one can �nd an optimal piecewise linear function to �t

any one-dimensional curve. The idea is that a small range of input

is highly likely to be linear with the output. When x and D are

�xed, the selectivity only depends on C , and thus the value function

can be treated as a one-dimensional curve. To distinguish di�erent

x, we will design a deep learning approach to learn good control

points and corresponding selectivities. As such, our model not only

inherits the good performance of piecewise linear function but also

handles di�erent query objects.

Estimation Loss. In the regression model, the ! g8 values and

the (! + 2) ?8 values are the parameters to be learned. We use the

expected loss between 5 and 5̂ :

�est ( 5̂ ) =
∑

( (x,C ),~) ∈Ttrain

ℓ (5 (x, C,D), 5̂ (x, C,D)), (3)

1n is used to cover the corner case of C = Cmax in Eq. (1).
2Proof is provided in Appendix A.

where Ttrain denotes the set of training data, and ℓ (~, ~̂) is a loss

function between the true selectivity ~ and the estimated value

~̂ of a query (x, C). We choose the Huber loss [25] applied to the

logarithmic values of ~ and ~̂. To prevent numeric errors, we also

pad the input by a small positive quantity n . Let A
def
= ln(~ + n) −

ln(~̂ + n). Then

ℓ (~, ~̂) =

{
A 2

2 , if |A | f X ;

X (|A | − X
2 ) , otherwise.

X is set to 1.345, the standard recommended value [18]. The reason

for designing such a loss function is that the selectivity may di�er

by several orders of magnitude for di�erent queries. If we use the

ℓ2 loss, it encourages the model to �t large selectivities well, and

if we use ℓ1 loss, it pays more attention to small selectivities. To

achieve robust prediction, we reduce the value range by logarithm

and the Huber loss.

5.2 Learning Piecewise Linear Function

We choose a deep neural network to learn the piecewise linear

function. It has the following advantages: (1) Deep learning is able

to capture the complex patterns in control points and corresponding

selectivities for accurate estimation of di�erent queries. (2) Deep

learning generalizes well on queries that are not covered by training

data. (3) The training data for our problem can be unlimitedly

acquired by running a selection algorithm on the database, and this

favors deep learning which often requires large training sets.

In our model, g8 and ?8 values are generated separately for the

input query object. We also require non-negative increments be-

tween consecutive parameters to ensure they are non-decreasing.

In the following, we explain the learning of g8s and ?8s, followed

by the overall neural network architecture.

Control Points (g8 s). We learn the increments between g8s.

g8 (x) =

8−1∑

9=0

∆g (x) [ 9], (4)

where ∆g (x) = Norm;2 (6
(g) (x)) · C<0G . (5)

Norm;2 is a normalized squared function de�ned as

Norm;2 (t) = [
C21 +

n
!

tTt + n
, . . . ,

C2
!
+ n
!

tTt + n
],

where n is a small positive quantity to avoid dividing by zero, and

C8 denotes the value of the 8-th dimension of t. The model takes

x as input and outputs ! distinct thresholds in (0, Cmax). 6
(g) is

implemented by a neural network. Then we have a vector τ =

[0;g1;g2; . . . ;g! ; C<0G ].

One may consider using So�max(t), which is widely used for

multi-classi�cation and (self-)attention.We chooseNorm;2 (t) rather

than So�max(t) for the following reasons: (1) Due to the exponen-

tial function in So�max(t), a small change of t might lead to large

variations of the output. (2) So�max aims to highlight the impor-

tant part rather than partitioning t, while our goal is to rationally

partition the range [0, g<0G ] into several intervals such that the

piecewise linear function can �t well.
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Figure 1: Network architecture.

Selectivities at Control Points (?8 s). We learn (! + 2) ?8 values in a

similar fashion to control points, using another neural network to

implement 6 (?) .

?8 (x) =

8∑

9=0

∆? (x) [ 9], (6)

where∆? (x) = ReLU(6 (?) (x)). (7)

Then we have a vector p = [?0;?1; . . . ; ?!+1]. Here, we learn (! +

1) increments (?8 − ?8−1) instead of directly learning (! + 2) ?8s.

Thereby, we do not have to enforce a constraint ?8−1 f ?8 for

8 ∈ [1, ! + 1] in the learning process, and thus the learned model

can better �t the selectivity curve.

Network Architecture. Figure 1 shows our network architecture.

The input x is �rst transformed to z, a latent representation ob-

tained by an autoencoder (AE). The use of the AE encourages the

model to exploit latent data and query distributions in learning the

piecewise linear function, and this helps the model generalize to

query objects outside the training data. To learn the latent distri-

butions of D, we pretrain the AE on all the objects of D, and then

continue to train the AE with the queries in the training data. Due

to the use of AE, the �nal loss function is a linear combination of

the estimation loss (Eq. (3)) and the loss of the AE for the training

data (denoted by �AE):

� ( 5̂ ) = �est ( 5̂ ) + _ · �AE . (8)

x is concatenated with z, i.e., [x; z]. Then [x; z] is fed into two

independent neural networks: a feed-forward network (FFN) and

a model " (introduced later). Two multiplications, denoted by (

operators in Figure 1, are needed to separately convert the output of

FFN and the output of model" to the τ and p vectors, respectively.

They use a scalar Cmax and a matrix Mpsum which, once multiplied

on the right to a vector, perform pre�x sum operation on the vector.

Mpsum =



1 0 . . . 0

1 1 . . . 0
...

...
...

...

1 1 . . . 1



.

The output of these networks, together with the threshold C ,

are fed into the operator
∑∗ in Figure 1, which is implemented by

Eqs. (2), (5), and (7), to compute the output of the piecewise linear

function, i.e., the estimated selectivity.

Figure 2: Data partitioning by cover tree.

Model" . To achieve better performance, we learn p using an

encoder-decoder model. In the encoder, an FFN is used to generate

(! + 2) embeddings:

[h0; h1; . . . ; h!+1] = FFN( [x; z]), (9)

where h8s are high-dimensional representations. Here, we adopt

(! + 2) embeddings, i.e., h0, . . . , h!+1, to represent the latent infor-

mation of p. In the decoder, we adopt (! + 2) linear transformations

with the ReLU activation function:

:8 = ReLU(wT
8 h8 + 18 ).

Then we have p = [:0, :0 + :1, . . . ,
∑!+1
8=0 :8 ].

5.3 Data Partitioning

To improve the accuracy of estimation on large-scale datasets, we

divide the database into multiple disjoint subsets D1, . . . ,D with

approximately the same size, and build a local model on each of

them. Let 5̂8 denote each local model. Then the global model for

selectivity estimation is 5̂ =

∑
8 5̂8 .

We have considered several design choices and propose the fol-

lowing con�guration that achieves the best empirical performance:

(1) Partitioning is obtained by a cover tree-based strategy. (2) We

adopt the structure in Figure 1 so that all local models share the

same input representation [x; z], but each has its own neural net-

works to learn the control points.

Partitioning Method. We utilize a cover tree [27] to partition

D into several parts. A partition ratio A is prede�ned such that

the cover tree will not expand its nodes if the number of inside

objects is smaller than A |D|. Given a query (x, C), the valid region

is the circles that intersect the circle with x as center and C as

radius. For example, in Figure 2, x (the red point) and C form the

red circle, and data are partitioned into 6 regions. The valid region

of (x, C) is the green circles that intersect the red circle. Albeit

imposing constraints, cover tree might still generate too many ball

regions, i.e., leaf nodes, which lead to large number of parameters

of the model and the di�culty of training. Reducing the number

of ball regions is necessary. To remedy this, we adopt a merging

strategy as follows. First, we still partition D into  ′ regions using

cover tree. Then we cluster these regions into  ( ′ f  ) clusters

D1, . . . ,D by the following greedy strategy: The  ′ regions are

sorted in decreasing order of the number of inside objects. We begin

with  empty clusters. Then we scan each region and assign it to

the cluster with the smallest size. The regions that belong to the

same cluster are merged to one region. We consider an indicator
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52 : (x, C) → { 0, 1 } such that 52 (x, C) [8] = 1 if and only if the

query (x, C) intersects cluster D8 , and employ it in our model:

5̂ (x, C,D) =

 ∑

8=0

52 (x, C) [8] · 5̂8 (x, C,D8 ) .

Since cover trees deal with metric spaces, for non-metric functions

(e.g, cosine similarity), if possible, we equivalently convert it to a

metric (e.g, Euclidean distance, as cos(u, v) = 1 −
∥u,v∥2

2 for unit

vectors u and v). Then the cover tree partitioning still works. For

those that cannot be equivalently converted to a metric, we adopt

random partitioning and modify 52 as 52 : (x, C) → { 1 } .

Training Procedure. We have several choices on how to train the

models from multiple partitions. The default is directly training the

global model 5̂ , with the advantage that no extra work is needed.

The other choice is to train each local model independently, using

the selectivity computed on the local partition as training label.

We propose yet another choice: we pretrain the local models for )

epochs, and then train them jointly. In the joint training stage, we

use the following loss function:

�joint = �est ( 5̂ ) + V ·
∑

8

�est ( 5̂8 ) + _ · �AE .

The indicators 52 (·, ·)s of all (x, C) are precomputed before training.

5.4 Dealing with Data Updates

When the databaseD is updated with insertion or deletion, we �rst

check whether our model 5̂ (x, C,D) is necessary to update. In other

words, when minor updates occur and 5̂ (x, C,D) is still accurate

enough, we ignore them. To check the accuracy of 5̂ (x, C,D), we

update the labels of all validation data, and re-test the mean abso-

lute error (MAE) of 5̂ (x, C,D). If the di�erence between the original

MAE and the new one is no larger than a prede�ned threshold X* ,

we do not update our model. Otherwise, we adopt an incremental

learning approach as follows. First, we update the labels in the

training and the validation data to re�ect the update in the data-

base. Second, we continue training our model with the updated

training data until the validation error (MAE) does not increase in

3 consecutive epochs. Here the training does not start from scratch

but from the current model. We incrementally train our model with

all the training data to prevent catastrophic forgetting.

6 DISCUSSIONS

6.1 Model Complexity Analysis

We assume an FFN has hidden layers a1, . . . , a= . The complexity

of an FFN with input x and output y is |FFN(x, y) | = |x| · |a1 | +∑=−1
8=1 |a8 | · |a8+1 | + |a= | · |y|.

Our model contains three components: AE, FFN, and" . The com-

plexity of AE is |FFN(x, z) |. The complexity of FFN is |FFN( [x; z], t) |,

where t is the !-dimensional vector after Norm;2 . Component "

consists of an FFN and (!+2) linear transformations. Its complexity

is |FFN( [x; z],H) | + (!+2) · |h8 | + (!+2), whereH = [h0; . . . ; h!+1].

Thus, the �nal model complexity is |FFN(x, z) | + |FFN( [x; z], t) | +

|FFN( [x; z],H) | + (! + 2) · |h8 | + (! + 2).

(a) Simpli�edDLN (b) Our Model

Figure 3: Comparison of simpli�edDLN and ourmodel.

6.2 Comparison with OtherModels

Lattice Regression. Lattice regression models [17, 19, 21, 57] are

the latest deep learning architectures for monotonic regression. We

provide a comparison between ours and them applied to selectivity

estimation. For the sake of an analytical comparison, we assume x

and D are �xed so the selectivity only depends on C , and consider

a shallow version of DLN [57] with one layer of calibrator and one

layer of a single lattice.

With the above simpli�cation, the DLN can be analytically rep-

resented as: 5̂DLN (C) = ℎ(6(C ;w);\0, \1), where 6 : C ∈ [0, Cmax] ↦→

I ∈ [0, 1] and ℎ(I;\0, \1) = (1− I)\0 + I\1. Hence it degenerates to

�tting a linear interpolation in a latent space. There is little learning

for the function ℎ, as its two parameters \0 and \1 are determined

by the minimum and maximum selectivity values in the training

data. Thus, the workhorse of the model is to learn the non-linear

mapping of 6. The calibrator also uses piecewise linear functions

with ! control points equivalent to our (g8 , ?8 )
!
8=1. However, g8s

are equally spaced between 0 and Cmax, and only ?8s are learnable.

This design is not �exible for many value functions; e.g., if the

function values change rapidly within a small interval, the calibra-

tor will not adaptively allocate more control points to this area.

We show this with 8 control points for both models to learn the

function ~ = 5 (C) = 1
10 exp(C), C ∈ [0, 10]. The training data are 80

(C8 , 5 (C8 )) pairs where C8s are uniformly sampled in [0, 10]. We plot

both models’ estimation curves and their learned control points in

Figure 3. The I values at the control points of DLN are shown on

the right side of Figure 3(a). We observe: (1) The calibrator virtually

determines the estimation as ℎ() degenerates to a simple scaling.

(2) The calibrator’s control points are evenly spaced in C , while

our model learns to place more controls points in the “interesting

area”, i.e., where ~ values change rapidly. (3) As a result, our model

approximates the value function much better than DLN.

Further, for DLN, the non-linear mapping on C is independent of

x (even though we do not model x here). Even in the full-�edged

DLN model, the calibration is performed on each input dimension

independently. The full-�edged DLN model is too complex to ana-

lyze, so we only study it in our empirical evaluation. Nonetheless,

we believe that the above inherent limitations still remain. Our

empirical evaluation will also show that query-dependent �tting

of the value function is critical in our problem. Apart from DLN,

recent studies also employ lattice regression and/or piecewise linear

functions for learned index [30, 33]. Like DLN, their control points

are also query independent, albeit not equally spaced.
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Table 1: Statistics of datasets.

Dataset Source Domain # Objects Dimensionality Distance

fastText [1] text 1M 300 Euclidean

GloVe [2] text 1.9M 300 Euclidean

MS-Celeb [20] image 2M 128 cosine

YouTube [3] video 0.35M 1770 cosine

DEEP [4] image 100M 96 cosine

SIFT [5] image 200M 128 cosine

Clenshaw-Curtis Quadrature. Clenshaw-Curtis quadrature [37]

is able to approximate the integral
+ gģėĮ

0
6̂(x, C,D)dC , where 6̂ =

m5̂ (x,C,D)
mC in our problem. UMNN [51] is a recent work that adopts

the idea to solve the autoregressive �ow problem, and uses a neu-

ral network to model 6̂. In [37], the cosine transform of 6̂(2>B\ )

is adopted and the discrete �nite cosine transform is sampled at

equidistant points \ =
cB
# , where B = 1, . . . , # , and # is the number

of sample points. Similar toDLN, it adopts the same integral approx-

imation for di�erent queries and ignores that integral points should

depend on x. In contrast, our method addresses this issue by using

a query-dependent model, thereby delivering more �exibility.

Query-Driven Quantized Regression. The main idea of query-

driven quantized regression [7, 8] is to quantize the query space

and �nd prototypes (the closest one or multiple related ones) for

the given query object. Then the output space is quantized by proto-

types, and localized regressions are used to estimate the selectivity

for corresponding prototypes. Like our model, they also employ a

query-dependent design. The di�erences from ours are: (1) [7, 8]

divide the query space of (x, C) while we divide the range of thresh-

old C using x. (2) The number of prototypes is �nite and often up to

thousands in [7, 8], while our model chooses the selectivity curve

for the query object via an FFN and model" (Figure 1), which yield

an unlimited number of curves in R!+2. (3) We employ deep regres-

sion for higher accuracy. (4) We directly partition the database D

and train multiple deep models to deal with the subsets of D that

may di�er in data distribution, while the data subspace in [8] is

de�ned by its query prototype.

7 EVALUATIONS

7.1 Experimental Settings

Datasets. We use six datasets. The statistics is given in Table 1.

We preprocess MS-Celeb by faceNet [42] to obtain vectors. The

other datasets have already been transformed to high-dimensional

data. GloVe, YouTube, DEEP, and SIFT were also used in previous

work [50] or nearest neighbor search benchmarks [10, 34].

We randomly sample 0.25M vectors from each datasetD as query

objects.

The resulting query workload, denoted by Q, was uniformly split

in 8:1:1 (by query objects) into training, validation, and test sets. So

none of the test query objects has been seen by the model during

training or validation. Note that labels (i.e., true selectivities) are

computed on D, not Q. For each training query object, we iterate

through all the generated thresholds and add them to the training

set. We randomly choose 3 generated thresholds for each validation

or test query object. Due to the large number of training data,

we randomly select training instances for each batch instead of

continuously loading them, and the training procedure terminates

when the mean squared error of the validation set does not increase

in 5 consecutive epochs. For each setting, we tested on 5 sampled

workloads to mitigate the e�ect of sampling error.

Methods. We compare the following approaches 3.

• RS is a random sampling approach. For each query, we uniformly

sample 0.1%|D| objects for the �rst four datasets and 0.01%|D|

objects forDEEP and SIFT. Thenwe use scipy.spatial.distance.cdist

to compute the distances to the query objects in a batch manner.

• IS [54] is an importance sampling approach using locality-sensitive

hashing. It only works for cosine similarity due to the use of

SimHash [12]. We enforce monotonicity by using deterministic

sampling w.r.t. the query object.

• KDE [36] is based on adaptive kernel density estimation for

metric distance functions. To cope with cosine similarity, we nor-

malize data to unit vectors and run KDE for Euclidean distance.

• QR-1 [7] and QR-2 [8] are two query-driven quantized regres-

sion models. We use the linear model in [7] for QR-1.

• LightGBM [49] is based on gradient boosting decision trees

(CARTs). Each rule in a CART is in the form of G8 < 0 (G8 is the

8-th dimension of x) or C < 1.

• Deep regression models: DNN, a vanilla feed-forward network;

MoE [43], a mixture of expert model with sparse activation;

RMI [31], a hierarchical mixture of expert model; and Card-

Net [50], a regression model based on incremental prediction

(we enable the accelerated estimation [50]).

• Lattice regression models: We adopt DLN [57] in this category.

• Clenshaw-Curtis quadrature model: We adopt UMNN [51].

• Our model is dubbed SelNet 4. The default setting of ! is 50

and  is 3. X* for incremental learning is 20. We also evaluate

two ablated models: (1) SelNet-ct is SelNet without the cover

tree partitioning, and (2) SelNet-ad-ct is SelNet-ct without the

query-dependent feature for control points (disabled by feeding

a constant vector into the FFN that generates the τ vector).

Error Metrics. We evaluate Mean Squared Error (MSE), Mean Ab-

solute Percentage Error (MAPE), and Mean Absolute Error (MAE).

Environment. Experiments were run on a server with an Intel

Xeon E5-2640 @2.40GHz CPU and 256GB RAM, running Ubuntu

16.04.4 LTS. Models were implemented in Python and Tensor�ow.

7.2 Accuracy

We report accuracies in Table 2, where monotonic models are

marked with *, and best values are marked in boldface. Our model,

SelNet, consistently outperforms existing models. It achieves sub-

stantial error reduction against the best of state-of-the-art methods,

in all the three error metrics and all the settings. Compare to the

runner-up model on each dataset, the improvement is 2.0 – 5.0

times in MSE, 1.3 – 3.3 times in MAE, and 1.2 – 1.7 times in MAPE,

and is more signi�cant on larger datasets.

We examine each category of models. We start with the sampling-

based methods. KDE works better than RS and IS in most settings.

In fact, KDE’s performance even outperforms some deep learning

3Please see Appendix B for model settings.
4The source code is available at [6].
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Table 2: Accuracy for default threshold setting (MSE andMAEmeasured in 105 and 102, respectively).

Model
fastText GloVe MS-Celeb YouTube DEEP SIFT

MSE MAE MAPE MSE MAE MAPE MSE MAE MAPE MSE MAE MAPE MSE MAE MAPE MSE MAE MAPE

RS * 22.38 7.45 1.40 34.85 8.71 1.09 28.64 8.09 1.30 2.95 1.89 0.88 84732.32 725.21 1.26 30317437.60 9496.55 0.98

IS * - - - - - - 104.58 14.25 1.25 2.85 1.83 0.76 50242.10 314.12 0.97 32049511.88 10612.42 0.92

KDE * 21.46 6.57 1.28 37.52 8.93 0.87 36.43 8.42 1.02 2.93 1.90 0.70 39497.24 298.10 0.85 27651109.31 9581.89 0.91

QR-1 41.79 8.95 1.02 50.13 9.21 0.99 74.35 11.60 1.06 3.42 2.01 0.71 37054.11 292.16 0.78 28077423.18 9953.34 0.94

QR-2 34.35 8.03 0.97 42.47 9.01 0.86 42.94 9.05 0.89 2.74 1.85 0.55 31485.85 273.22 0.67 22048511.27 8542.73 0.71

LightGBM 98.77 9.56 1.04 72.11 10.87 0.89 101.29 9.51 0.45 4.01 2.00 0.52 44036.45 301.88 0.85 23849121.36 9005.17 0.75

DNN 63.54 11.25 1.33 52.31 9.39 0.91 110.77 17.14 0.89 2.78 1.77 0.51 20454.11 192.13 0.69 24465910.26 7144.68 0.55

MoE 45.90 8.50 0.91 30.14 7.05 0.91 21.25 4.32 0.30 1.58 1.59 0.53 18068.93 170.51 0.65 14750194.30 6327.47 0.40

RMI 26.16 6.10 0.87 29.32 6.89 0.74 22.16 6.07 0.35 1.77 1.62 0.55 9498.21 116.54 0.67 8906108.00 4650.29 0.42

CardNet * 25.67 6.16 0.90 27.05 6.19 0.78 13.67 4.08 0.27 1.41 1.44 0.48 9230.48 117.37 0.67 7248693.54 4851.43 0.40

DLN * 77.50 11.56 1.53 52.26 10.27 0.89 82.35 11.85 0.97 2.94 1.92 0.69 58291.42 353.08 0.94 23059384.16 8058.49 0.51

UMNN * 33.26 7.20 0.92 33.50 7.98 0.86 16.75 4.70 0.36 2.06 1.69 0.49 10603.68 131.04 0.73 10201332.32 5443.31 0.43

SelNet * 7.87 3.56 0.76 9.17 3.83 0.68 4.96 2.43 0.23 0.72 1.13 0.36 2243.42 51.92 0.51 1464247.70 1406.63 0.23

Table 3: Empirical monotonicity (%) onMS-Celeb.

RS * IS * KDE * QR-1 QR-2

100 100 100 85.39 84.86

LightGBM DNN MoE RMI

86.34 78.22 94.82 90.48

CardNet * DLN * UMNN * SelNet *

100 100 100 100

regression based methods in a few cases (e.g., MSE on fastText).

Among non-deep learning models, these is no best model across

all the datasets, though QR-2 prevails on more datasets than oth-

ers. Among the deep learning models other than ours, CardNet

is generally the best thanks to its incremental prediction for each

threshold interval. The performance of DLN is mediocre. The main

reason is analyzed in Section 6.2. The accuracy of UMNN, which

uses the same integral points for di�erent queries, though better

than DLN, still trails behind ours by a large margin.

7.3 Consistency Test

We compute the empirical monotonicity measure [15] and show the

results in Table 3. The measure is the percentage of estimated pairs

that violate the monotonicity, averaged over 200 queries. For each

query, we sampled 100 thresholds, which form
(100
2

)
pairs. A low

score indicates more inconsistent estimates. As expected, models

without consistency guarantee cannot produce 100% monotonicity.

7.4 Ablation Study

Table 4 shows that the partitioning (SelNet v.s. SelNet-ct) improves

MSE, MAE, and MAPE by up to 3.4, 2.1, and 1.2 times, respectively,

and the e�ect is more remarkable on large datasets. This is because

each model deals with a subset of the dataset for better �t and

the ground truth label values for each model are reduced, which

makes it easier to �t our piecewise linear function with the same

number of control points, as the value function is less steep. Using

query-dependent control points (SelNet-ct v.s. SelNet-ad-ct) also has

a signi�cant impact on accuracy across all the settings and all the

error metrics. The improvements in MSE, MAE, and MAPE are up

to 3.1, 2.0, and 3.6 times, respectively.

Table 4: Ablation study.

Dataset Model MSE (×105) MAE (×102) MAPE

fastText

SelNet 7.87 3.56 0.76

SelNet-ct 12.63 4.37 0.81

SelNet-ad-ct 39.59 8.72 2.90

GloVe

SelNet 9.17 3.83 0.68

SelNet-ct 22.43 5.82 0.70

SelNet-ad-ct 32.59 6.92 0.90

MS-Celeb

SelNet 4.96 2.43 0.23

SelNet-ct 5.31 2.92 0.24

SelNet-ad-ct 16.02 4.65 0.37

YouTube

SelNet 0.72 1.13 0.36

SelNet-ct 0.90 1.20 0.39

SelNet-ad-ct 1.65 1.59 0.53

DEEP

SelNet 2243.42 51.92 0.51

SelNet-ct 5861.43 72.18 0.58

SelNet-ad-ct 9012.57 101.42 0.71

SIFT

SelNet 1464247.70 1406.63 0.23

SelNet-ct 4958113.22 2911.86 0.27

SelNet-ad-ct 6904808.25 3855.53 0.54

7.5 Estimation Time

Table 5 reports the estimation times of the competitors. We also

report the time of running a state-of-the-art selection algorithm

(CoverTree [27]) to obtain the exact selectivity. All themodels except

IS are at least one order of magnitude faster than CoverTree, and

the gaps increase to three orders of magnitude on DEEP and SIFT.

Our model is on a par with other deep learning models (except

DNN) and faster than sampling and quantized regression methods.

7.6 Training

Table 6 shows the training times. Non-deep models are faster to

train. Our models spend 5 – 6 hours, similar to other deep models. In

Figure 4, we show the performances, measured byMSE, of the deep

learning models by varying the scale of training examples from

20% to 100% of the original training data. All the models perform

worse with fewer training data, but our models are more robust,

showing moderate accuracy loss.

7.7 Data Update

We generate a stream of 100 update operations, each with an inser-

tion or deletion of 5 records on fastText and MS-Celeb, to evaluate
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Table 5: Average estimation time (milliseconds).

Model fastText GloVe MS-Celeb YouTube DEEP SIFT

CoverTree 8.14 8.85 9.65 6.11 214 395

RS * 0.46 0.51 0.49 0.52 2.54 4.72

IS * - - 1.08 2.35 4.97 6.81

KDE * 0.79 0.68 0.59 0.94 1.48 2.05

QR-1 0.86 0.98 0.97 1.03 2.21 2.82

QR-2 0.79 0.99 0.95 1.10 2.32 2.91

LightGBM 0.28 0.30 0.18 0.52 0.26 0.26

DNN 0.07 0.10 0.03 0.16 0.11 0.10

MoE 0.36 0.33 0.27 0.49 0.29 0.33

RMI 0.34 0.38 0.25 0.47 0.27 0.30

CardNet * 0.19 0.26 0.14 0.31 0.22 0.28

DLN * 0.83 0.69 0.65 1.22 0.64 0.80

UMNN * 0.39 0.32 0.24 0.52 0.26 0.32

SelNet * 0.35 0.31 0.24 0.51 0.29 0.36

Table 6: Training time (hours).

Model fastText GloVe MS-Celeb YouTube DEEP SIFT

KDE * 1.1 1.5 0.7 0.8 2.5 3.6

QR-1 1.8 2.1 1.5 1.2 3.9 4.6

QR-2 1.5 2.0 1.6 1.2 3.6 4.7

LightGBM 2.1 1.9 2.2 2.1 1.9 2.1

DNN 2.9 2.1 2.8 2.9 2.5 2.9

MoE 4.9 5.4 4.9 4.7 4.3 4.4

RMI 5.4 5.6 4.8 5.3 4.6 4.8

CardNet * 3.8 3.9 3.3 3.2 3.5 3.8

DLN * 6.9 7.1 6.0 6.5 6.3 6.4

UMNN * 5.5 5.7 4.9 5.2 5.4 4.6

SelNet * 6.0 5.5 5.2 5.6 5.2 5.0

Table 7: Varying number of control points on fastText.

Error Metric
Number of Control Points

10 50 90 130

MSE (×105) 13.06 7.87 7.93 10.47

MAE (×102) 4.85 3.56 3.56 3.92

MAPE 0.87 0.76 0.76 0.79

our incremental learning technique. Figure 5 plots howMSE and

MAPE change with the stream. The general trend is that the error

is decreasing when there are more updates. The result indicates

that incremental learning is able to keep up with the updated data.

Besides, SelNet only spends 1.5 – 2.0 minutes for each incremental

learning, showcasing its speed to cope with updates.

7.8 Evaluation of Hyper-Parameters

Table 7 shows the accuracy when we vary the number of control

points ! on fastText. A small value leads to under�tting towards

the curve of thresholds, while a large value increases the learning

di�culty. ! = 50 achieves the best performance.

Table 8 reports the accuracy when we vary the partition size

 on fastText. There is no partitioning when  = 1. We observe

that the partitioning is useful, but the improvement is small when

partition size exceeds 3, and estimation time also substantially in-

creases. This means a small partition size ( = 3) su�ces to achieve

good performance. For partitioning strategy, we compare cover

tree partitioning (CT) with random partitioning (RP) and :-means
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Figure 4: Varying training data size.
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Figure 5: Data update.

partitioning (KM) in Table 9. CT delivers the best performance. KM

is the worst because it tends to cause imbalance in the partition.

7.9 Generalizability

To show the generalizability of our model, we evaluate the per-

formance on the queries that signi�cantly di�er from the records

in the training data. To prepare such queries, we �rst perform a

:-means clustering on D. We randomly sample 10,000 query ob-

jects from D (excluding the queries used for training) and add

Gaussian noise [58]. Then we pick the top-2,000 ones having the
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Table 8: Varying partition size on fastText.

Error Metric
Partition Size

1 3 6 9

MSE (×105) 12.63 7.87 6.82 6.75

MAE (×102) 4.37 3.56 3.36 3.11

MAPE 0.81 0.76 0.77 0.74

Estimation Time (ms) 0.16 0.35 0.79 1.24

Table 9: Varying partitioningmethod on fastText.

Error Metric CT (3) RP (3) KM (3)

MSE (×105) 7.87 8.02 9.14

MAE (×102) 3.56 3.57 3.64

MAPE 0.76 0.78 0.79
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Figure 6: Generalizability.
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Figure 7: Estimated search time (10,000 queries).

largest sum of squared distance to the : centroids. Figure 6 show

the performances of KDE, RMI, CardNet, and SelNet on DEEP and

SIFT, measured by MSE. The queries are grouped by selectivity

range. In each selectivity group, SelNet consistently outperforms

the other models, and the advantage is around one order of magni-

tude. This result demonstrates that our model generalizes well for

out-of-dataset queries.

7.10 Performance in Semantic Search

To evaluate the usefulness of SelNet, we consider estimating the

overall processing time for a query workload of semantic search:

given a query text entry, we want to �nd matching records in

the database. Estimating the query processing time may help to

create a service level agreement.We use two datasets,AMiner-Paper

publications (2.1M records) and �ora questions (0.8M records).

AMiner-Paper has four attributes: title, authors, venue, and year.

We follow [35] and concatenate attribute names and values as one

string.�ora has one attribute. Then we embed each record to a

768-dimensional vector by Sentence-BERT [41].

10,000 records are sampled from each dataset as queries. To pro-

cess a query, we �rst embed it by Sentence-BERT [41], and then

use Faiss [28] to �nd candidate records whose cosine similarity to

the query embedding is no less than 0.9. The candidates are ver-

i�ed using DITTO [35]. Hence the overall query processing time

can be estimated as: avg_Faiss_time × 10000 + avg_DITTO_time ×

Faiss _recall ×
∑10000
1 estimated_selectivity_of_query_8 . The aver-

age times and Faiss recall are obtained by running a small query

workload. For selectivity, we consider RS, KDE, RMI, CardNet,

SelNet, and an oracle that outputs the exact selectivity (ExactSel).

We plot the estimated time of processing 10,000 queries in Fig-

ure 7, where TrueTime indicates the ground truth. The models tend

to underestimate on AMiner-Paper and overestimate on �ora.

SelNet’s high accuracy in selectivity estimation pays o�. Compared

to the ground truth, SelNet’s error is 13% on AMiner-Paper and

16% on�ora, close to ExactSel’s and much lower than the other

models’ (at least 39%). SelNet is also e�cient; e.g., running the

workload to obtain the ground truth on AMiner-Paper spends 13

hours, which is twice the time of preparing training data + training

SelNet + estimating for 10,000 queries. Seeing SelNet’s scalability

in estimation time (Table 5) and training time (Table 6), we believe

that the advantage will be more substantial on larger datasets.

8 CONCLUSION

We tackled the selectivity estimation problem for high-dimensional

data. Our method is based on learning monotonic query-dependent

piece-wise linear function. This provides the �exibility of our model

to approximate the selectivity curve while guaranteeing the con-

sistency of estimation. We proposed a partitioning technique to

cope with large-scale datasets and an incremental learning tech-

nique for updates. Our experiments showed the superiority of the

proposed model in accuracy across a variety of datasets, distance

functions, and error metrics. The experiments also demonstrated

the usefulness of our model in a semantic search application.
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APPENDIX

A PROOF

Lemma 1.

Proof. Assume C ∈ [gğ−1, gğ ), then C+n is in [gğ−1, gğ ) or [gğ , gğ+1).

In the �rst case, 5̂ (x, C + n,D;Θ) − 5̂ (x, C,D;Θ) =
Ċ

ăğ−ăğ−1
· (?ğ −

?ğ−1) g 0. In the second case, 5̂ (x, C,D;Θ) f ?ğ and 5̂ (x, C +

n,D;Θ) g ?ğ . Therefore, 5̂ (x, C,D;Θ) is non-decreasing in C . □

B EXPERIMENT SETUP

B.1 Model Settings

Hyperparameter and training settings are given below.

• IS and KDE: The sample size is 2000.

• QR-1 and QR-2: The number of query prototypes is 2000.

• LightGBM: The number of CARTs is 1000.

• DNN is a vanilla FFN with four hidden layers of sizes 512, 512,

512, and 256.

• MoE consists of 30 expert models, each an FFN with three hidden

layers of sizes 512, 512, and 512. We used top-3 experts for the

prediction.

• RMI has three levels, with 1, 4, and 8 models, respectively. Each

model is an FFN with four hidden layers with sizes 512, 512, 512,

and 256.

• DLN is an architecture of six layers: calibrators, linear embedding,

calibrators, ensemble of lattices, calibrators, and linear embed-

ding.

• UMNN is an FFN with four hidden layers of sizes 512, 512, 512

and 256 to implement the derivative.
ĉĜ (x,Ī,D)

ĉĪ . 5 (x, C,D) is com-

puted by Clenshaw-Curtis quadrature with learned derivatives.

• SelNet: We use an FFN with two hidden layers to estimate τ , and

an FFN in Equation 9 with four hidden layers to estimate p. The

encoder and decoder of AE are implemented with an FFN with

three hidden layers. For MS-Celeb and YouTube, the sizes of the

�rst three (or two, if it only has two) hidden layers of the three

FFNs are 512, and the sizes of all the other hidden layers are 256.

For fastText, GloVe, DEEP, and SIFT, the sizes of the �rst hidden

layer of the these FFNs are 1024, and the others remain the same

as above. The number of control parameters ! is 50. The default

partition size  is 3. Cmax is 54 for Euclidean distance. For cosine

similarity, we equivalently convert it to Euclidean distance on

unit vectors, and set Cmax = 1. The learning rates of MS-Celeb,

fastText, YouTube, GloVe, DEEP, and SIFT are 0.00003, 0.00002,

0.00003, 0.0001, 0.0001, and 0.0001, respectively. |hğ | (0 f 8 f !+1)

in model" is 100. The batch size is 512 for all the datasets. We

train all the models in 1500 epochs and select the ones with the

smallest validation error. For training with data partitioning, we

use ) = 300 and V = 0.1. Xđ for incremental learning is 20.

For the learning models, we train them with the same Huber loss

over the logarithms of the ground truth and the predicted value.

All the hyper-parameters are �ne-tuned to minimize the validation

error. DNN,MoE and RMI cannot directly handle the threshold C .

We learn a non-linear transformation of C into an<-dimensional

embedding vector, i.e., t = ReLU(wC). Then we concatenate it with

x as the input to these models.

B.2 EvaluationMetrics

We evaluate Mean Squared Error (MSE), Mean Absolute Error

(MAE), and Mean Absolute Percentage Error (MAPE). They are

de�ned as:

MSE =

1

<

ģ∑

ğ=1

(~̂ğ − ~ğ )
2,

MAE =

1

<

ģ∑

ğ=1

|~̂ğ − ~ğ |,

MAPE =

1

<

ģ∑

ğ=1

����
~̂ğ − ~ğ

~ğ

����,

where ~ğ is the ground truth value and ~̂ğ is the estimated value.
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