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ABSTRACT

Early detection of outbreaks caused by emergent pathogens, using epidemiological surveillance data i.e.,
daily case counts, is difficult. This is because the data tend to be noisy during the early epoch of the
outbreak. In contrast, the spread-rate of the disease tends to be well-behaved, as it depends only on the
mixing patterns of the population and the characteristics of the pathogen, neither of which behave
erratically in space-time. In this report, we explore whether the spread-rate can be used for epidemiological
surveillance, conditional on case count data. Estimating the spread-rate from case count data allows us to
exploit exogenous information, e.g., incubation period distributions etc., which can considerably smooth
out any erratic temporal behavior. Further, epidemiological dynamics are spatially correlated, and if case
counts are available for multiple areal units e.g., counties, these correlations could potentially be used to
suppress noise in the early epoch data. These exogenous information and structure are not exploited by
conventional syndromic surveillance detectors to extract a well-behaved latent variable for monitoring
purposes. The technical challenge lies in the estimation of the spread-rate field jointly over a collection of
areal units; further, the spread-rate varies over time. We develop a method based on mean-field variational
inference to approximately estimate the spread-rate field, using a Gaussian Random Field Model for spatial
regularization. The method is tested on the estimation of spread-rate in the thirty-three counties of New
Mexico and detect the arrival of the Fall 2020 COVID-19 wave in Sepetember 2020. We find that the
method is scalable, but underestimates the uncertainty in the estimated spread-rate field. We detect the
arrival of the Fall 2020 wave a week ahead of conventional syndomic surveillance algorithms, but our
simplistic detection algorithm, based on simple anomaly detection, suffers from a high false positive rate,
similar to conventional detectors.
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1. INTRODUCTION

In this report we document our investigation into developing a disease outbreak detector for emergent
pathogens, using data available in the early epoch of the outbreak. This consists of daily case counts and
knowledge of the incubation period of the disease. In the early epoch, the data tend to be noisy, with low
case counts, and conventional outbreak detectors that are formulated as anomaly detection algorithms
struggle to identify outbreaks until they are well-established. This is also partially due to the paucity of
data and the inability of conventional outbreak detectors to exploit risk factors (e.g., socioeconomic data)
as well as pathogen characterizations (e.g., incubation period distributions) which are often available
during that time. Thus robust early detection of outbreak of novel pathogens have, to date, eluded us.

We explore an alternative detector that uses the (latent) spread-rate of a disease as the monitoring variable
(as opposed to the raw case-counts). This is based on the hypothesis that the spread-rate (also known as the
infection-rate) is a more stable monitoring variable (versus case counts), as it is fully determined by the
mixing patterns of the population and the characteristics of the pathogen, neither of which change
erratically day-to-day. The technical challenge lies in estimating this latent variable from the noisy case
count data stably, and devising an anomaly detection problem with it to detect a change in the
epidemiological dynamics (e.g., the arrival of a new wave of infection). To do so, we will develop an
estimation algorithm based on mean-field Variational Inference (VI) and compare the performance of our
outbreak detector versus a conventional one. We will test the method using data from the COVID-19
outbreak in the 33 counties of New Mexico; a conventional detector called the “RKI detector” will serve as
the conventional equivalent for comparison [19].

We will build on our previous work [41, 7] that developed a technique to estimate a time-dependent
spread-rate in a given areal unit, usually a state in the USA. The estimation is posed as a 6-dimensional
Bayesian inverse problem and solved using Markov chain Monte Carlo (MCMC) methods. We will extend
it to address the estimation of a spread-rate field defined over the 33 counties of NM, and devise a VI
algorithm to perform the resultant high-dimensional estimation, along with a random field model to impose
spatial correlations in the epidemiological dynamics. Thereafter, we will formulate an anomaly detection
problem, conditioned on the estimated spread-rate, to detect the arrival of the Fall 2020 COVID-19 wave in
NM, which occurred on September 15. We will compare its performance against the RKI detector.

The research questions are:

1. What exogenous (i.e., socioeconomic) covariates can serve as risk factors for COVID-19 in NM?

2. What is the spatial correlation model that could be used to regularize the estimation of the
spread-rate field in NM?

3. How does one formulate an inverse problem for the spread-rate and embed the spatial regularization
in it? Can this be solved with MCMC for a few NM counties? What is the predictive skill of the
estimated spread-rate and can it be used to detect the arrival of the Fall 2020 wave? Does it detect it
earlier than the RKI detector?

11



4. Can the inversion be scaled to all 33 NM counties using mean-field VI? What is the formulation of
the inverse problem that is stable even when the data is very noisy and barely informative (a
characteristic of the remote desert counties of NM)? Since VI is approximate, what are the
consequences to the estimated spread-rate? Can the spread-rate be corrected for the approximation
and used in an anomaly detector? Does it detect the arrival of the Fall 2020 wave?

In addition to the disease detector, the report also documents joint work with University of California,
Berkeley, to construct a calibration algorithm for agent-based (disease) models (ABMs). ABMs are
stochastic, which makes their calibration to data very challenging. We will pursue two methods, one based
on Approximate Bayesian Computations (ABC) and the other involving MCMC with surrogate models, to
do so.

Posing the anomaly detector in terms of a spread-rate field has a few key advantages. Public health
interventions are invariably of a local (county) nature, which require us to estimate the spread-rate in a
given areal unit. However, areal units like counties vary greatly in their population (implying a diversity in
the case count magnitudes), their socioeconomic characteristics and their public health infrastructure, and
consequently the quality of the data may not allow the estimation of spread-rates in individual areal units
independently. Inferring the spread-rate field allows us to exploit spatial correlations to smooth over low
quality data, and compute a spread-rate; if couched in Bayesian terms, the uncertainty in the estimate may
also be captured. Our formulation is thus a way of ensuring robustness to poor data quality in the outbreak
detector.

The report is structured as follows. In Chapter 2, we formulate and solve the inversion problem with
MCMC, and also formulate and test a disease detector. In Chapter 3, we reformulate and solve the problem
with VI. Chapter 4 contains our investigation into calibration of ABMs. We conclude in Chapter 5.
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2. FORMULATION

2.1. Introduction

In this section we formulate the inverse problem for the spread-rate field (also called the infection-rate
field) using COVID-19 data from the 33 counties of NM and devise an anomaly detection algorithm to
detect the arrival of the Fall 2020 wave. This includes performing exploratory data data analysis of
epidemiological covariates that partially explain the spatial correlations observed in the dynamics of case
count data, as well as elucidating the spatial model.

2.2. Literature review

Our project builds on a previous one (“A Statistical Model for the Spread of SARS-CoV-2 in New
Mexico”, PI: Lyndsay Shand, ending in September 2020 and documented in Ref. [42]). In Ref. [42], the
authors targeted the forecasting of case-counts in the counties of New Mexico, using data till July 2020.
They did not estimate a latent spread-rate, but rather modeled the case counts using a SIR
(Susceptible-Infectious-Recovered) model, with a multinomial model predicting the new daily (Infectious)
case counts, and a binomial model for the Recovered. The probabilities in the multinomial model were
modeled by linearly regressing to exogenous covariates (which captured most of the spatial patterns) while
forecasting in time was performed using an AR1 time-series model. Random spatial effects (spatial
correlation between counties) were modeling using a Gaussian Markov Random field, with the
connectivity matrix being designed using roads and highway connections. Sparse PCA (Principal
Component Analysis) was used to simplify the exogenous covariates, which found that the population and
the availability of COVID-19 tests were the best predictor of case counts. Multiple models of different
complexities were posed, fitted with the data available till July 2020, and then selected using Deviance
Information Criterion and a few other measures of predictive skill of the model. They found that ignoring
spatial effects (beyond what the exogenous covariates contributed) and removing unimportant covariates
via sparse PCA yielded the best models.

The use of spatial statistics to impose spatial correlations as a prior has long been used in disease
mapping [4, 49]. The case counts in an areal unit m is usually modeled as a Poisson distribution
Ym ∼ Poisson(exp(S)Em) where Em is an expected value computed from covariates and S is a relative risks
field used to impose any spatial patterns via S∼ p(· | θ),θ ∼ π(). The diversity lies in the prior p(· | θ).
Most simply, it may be a multivariate normal (i.e., a Gaussian Random Field, GRF), tying areal units
together. It may also be modeled in a conditional manner, using Gaussian Markov Random Fields, of
which the famous BYM model is an example [3]. If the relative risks evolve in time, one adds an
auto-regressive (ARn) process to log(S); see Ref. [49] for spatiotemporal disease maps.

Our method is a modification of a spread-rate estimation technique described in Ref. [41], and extends it to
multiple areal units, while simultaneously imposing a spatial regularization on the estimated spread-rate.
The original method in Ref. [41] starts with a parameterization for the temporally evolving spread-rate in
an areal unit, modeled using a Gamma function. This parameterized spread-rate profile is convolved with
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an incubation period distribution for COVID-19, modeled as a log-normal distribution. The convolution
accounts for the delay between infection and the appearance of symptoms, at which point people are
detected and appear in the case count data. There are two other parameters to account for the magnitude of
the spread-rate and the start of the outbreak. The formulation of the estimation problem is Bayesian, with
the data - model mismatch being modeled as a zero-mean Gaussian with a standard deviation that is also
parameterized to be proportional to the case counts on a given day. It is a six-dimensional inversion and
was demonstrated on data from a number of US states and countries, i.e., the case-counts were large and
the data generally of good quality with little noise. On estimating the posterior probability density of the
parameters, we sampled it, created realizations of the spread-rate profile and proceeded to compute
15-day-ahead forecasts (i.e., over a time duration not included in the data used for estimating the
spread-rate); the fan of forecasts usually bounded the observations. However, during the Fall 2020 wave,
the observations fell outside the forecasts, indicating a change in epidemiological dynamics (and sparking
our idea of using this technique for anomaly & outbreak detection). In Ref. [7], the authors proposed a
one-wave and a two-wave model for the spread-rate and formulated a model-selection scheme, based on
Akaike Information Criterion, to choose between the two; the 2-wave model naturally had more parameters
to infer. This was successfully performed, indicating that our method could be used to detect the arrival of
a wave. What was left unchecked was whether the model-selection would be useful in the absence of a
prior belief regarding the existence of a second wave and whether the model-selection could be carried out
with lower quality, noisy data, that would be characteristic of case counts from a smaller areal unit, such as
a county.

In this report we will compare our ability to detect the arrival of the Fall 2020 COVID-19 wave in NM
versus a conventional detector, colloquially called the “RKI" detector because it was demonstrated on
Salmonella infection data from the Robert Koch Institute, Germany; see Ref. [19]. Conventional detectors
are based on stochastic process control charts, where time-series data is used to learn a model, predict a
distribution for future observations and then decide, on receipt of the data, the probability that they were
drawn from the predicted distribution. In the RKI detector, the observed data is divided into two parts, a
long “in-control” part that precedes the date when the outbreak is suspected to have started and a shorter
“out-of-control” window after the suspected date where the data is believed to follow a different
epidemiological dynamic. The data in both the parts are modeled as draws from a negative binomial
distribution with means µ0(t) and µ1 = κµ0(t), and the same dispersion α . µ0(t) is learned from the
“in-control” data, and can include exogenous covariates. κ is learned from previous outbreaks, by
optimizing the false positive and false negative rates of the detector, an impossibility for an emergent
pathogen. A change in epidemiological dynamics is detected via a generalized likelihood ratio test, posed
by querying whether the “out-of-control” data is drawn from the distribution with mean µ0 or µ1. This also
requires one to select a threshold for the likelihood ratio, which is also determined from past performance,
or through simulated outbreaks (which may bear no resemblance to a new pathogen).

2.3. Exploratory data analysis

Ref. [42] develops a spread-rate model for NM using 79 exogenous covariates such as demographics and
socioeconomic factors. These covariates exhibit spatial correlations and as such could explain some of the
spatial patterning seen in epidemiological dynamics. Consequently, we model ci(t), the case counts at time
t, summed over the previous 3 months, for each NM county m, as ccc(t) = XXXwww(t), ccc = {cm},m = 1 . . .M,
where XXX , is a M×Nc matrix of Nc = 79 covariates, M = 33 counties and www(t) are the weights. In order to
simplify the correlated covariates in XXX , we perform a sparse PCA (Principal Component Analysis,
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Ref. [15, 14]) so that the case counts could be modeled as

ccc(t)
PPP
≈C+

k=K

∑
k=1

vk(t)φk, (2.1)

where Pm is the population of county m, PPP = {Pm}, φk are the principal components and C is a constant.
This analysis is performed with COVID-19 case counts collected over April 1, 2020 to January 24, 2022,
with the 90-day window being advanced by 30 days at a time. Fig. 2-1 plots vk(t) over the 2-year period. It
indicates that the intercept C is the dominant term, while the others fluctuate, possibly due to numerical
errors.

In order to fully explore the issue of whether any of the exogenous covariates play a significant role in
deciding case counts, we take recourse to a sparse model. Since the sparse principal components φk are not
orthogonal, we refit the coefficients vk(t) via LASSO. This analysis is performed with all the COVID-19
case counts over 2 years, pooled together. In Fig. 2-2a we plot the variation of ci(t) explained as we add
principal components to the model; K = 10 captures 90% of the variation. In Fig. 2-2b, we plot the
coefficients vk(t) over the 2-year dataset; we find that the intercept C is far larger than the rest of the
coefficients, indicating that none of the covariates play much role in predicting ci(t). Thus the case counts
are proportional to the population, and any temporal variation in vk(t) are due to changes in population
mixing and changing characteristics of the disease itself.

Finally, we explore the spatial structure of ccc(t)/PPP. In Fig. 2-3, we plot the residual rm = cm(t)/Pm−C, the
portion of the case counts that cannot be explained by the counties’ population alone. rm is standardized
using its mean and standard deviation for plotting convenience. We see clear signs of spatial correlation,
with the blue counties approximately along the Rio Grande Valley and yellow ones in the Northwest and
Southeast. While the figure illustrates ci as a sum of the case counts over the 2 years, the analysis was also
repeated with sums over 90-day windows, with much the same results. This suggests the existence of
spatial patterns of rm values and we investigate that with Moran’s I-test.

Moran’s I-test (Chapter 9, Ref. [5]) for a spatial variable q(x) over M areal units is performed in the
following manner. We compute the I-statistic as

I =
M

∑i j wi j

∑
i=M
i=1 ∑

j=M
j=1 wi j(qi−q)(q j−q)

∑
i=M
i=1 (qi−q)2

for the data qi. Here wi j are weights from an M×M adjacency matrix W for the counties, whose elements
are set to 1 if two counties share a border, and zero otherwise. Thereafter W is row-normalized. Having
computed I for the data, we proceed to compute a distribution for I under the assumption that q are
uncorrelated random values i.e. a “white noise” field. Consequently (qi−q) are replaced with random
draws from a standard normal and the I-statistic computed again. This is performed multiple times to
compute the distribution of I commensurate with an uncorrelated random field and we perform a p−value
test to check whether I resulting from the true q field differs from the I distribution (a normal distribution)
resulting from the “white-noise” q. We find that the standard variate for I resulting from the true q field is
3.91 with a p-value of 4.7×10−5 i.e., q is far from being a “white noise" field, and has spatial structure in
it.

Finally, we investigate the standard deviate of the I-statistic of the data, computed over 90-day windows
over the 2 years of data. The statistic is computed using 3 different ways of determining wi j - the
row-normalized manner described above (called mode “W”), a similar version where the normalization is
not done and the W matrix is binary (mode “B”) and where the weights are inversely proportional to the
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FIGURE 2-1. Coefficients vk(t), computed over 90-day windows which are advanced one month at a time, from
April 1, 2020 to January 24, 2022, for all counties of NM. The last bar in red represents the coefficient computed
by pooling the 2-year time-series together.
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(A) (B)

FIGURE 2-2. (a) Scree plot of the principal components. We will use K = 10 principal components. (b) Coeffi-
cients vk(t) fitted to all the data using LASSSO.

TABLE 2-1. Distribution of the (standard deviate) of the I-statistic, computed using different weighing models,
over 90-day windows, for the two-year of data.

Weighing model (Mean, standard deviation)
W (2.849e+00, 1.430e+00)
B (2.618e+00, 1.139e+00)

B-mod (2.210e+00, 7.991e-01)

distance between the county seats of the adjoining counties (mode “B-mod”). For each type of weighing
models, we get a set of (standard deviates of) I which are summarized by their mean and standard
deviations in Table 2-1. It is clear that modes “W” and “B” perform better i.e., spatial patterns are clear and
dominant when such a weighing model is used, and we will choose mode “B” for simplicity and because
its the standard deviation is smaller. Not mentioned here is a test that we performed for an adjacency
matrix where “2-hop” neighbors (neighbors of a county and their neighbors) were included when
computing wi j. The Moran I-statistic did not indicate any spatial structures.

2.4. Formulation of the inverse model

The formulation of the inverse problem for the spread-rate field, conditional on case count data from
multiple areal units (counties of NM in our case), is an extension of the model, for one areal unit, in
Ref. [41]. We first develop the inverse problem for a given areal unit. The epidemiological model combines
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FIGURE 2-3. A plot of standardized rm, computed as a sum over the two years
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an infection-rate model and an incubation period distribution. The infection-rate is assumed to follow a
Gamma distribution with a probability density function (pdf) given by

fin f (t;k,θ , t0) = θ
−k(t− t0)k−1 exp(−(t− t0)/θ)

/
Γ(k). (2.2)

The infection-rate in Eq. (2.2) is controlled by two parameters, k (shape) and θ (scale), and is sufficiently
flexible to capture a range of outbreaks. The third parameter, t0, represents the start of the outbreak and will
be inferred jointly with the infection rate parameters. For incubation we employ a model calibrated against
early COVID-19 data [28]. This model follows a log-normal distribution with a cumulative distribution
function (cdf) given by

Finc(t; µ,σ) =
1
2

erfc
(
− log t−µ

σ
√

2

)
(2.3)

The mean µ is approximated as a Student’s t distribution and σ is assumed to have a chi-square
distribution. These choices results in confidence intervals that match the data in Ref [28].

The cumulative number of people that have turned symptomatic between time t0 and time ti is computed as
a convolution between the infection rate and the CDF (Cumulative Distribution Function) of the incubation
model

Ni = N
∫ ti

t0
fin f (τ− t0;k,θ)Finc(ti− τ; µ,σ)dτ, (2.4)

where N is the total number of people that will get infected (and counted) during the entire epidemic wave.
This model assumes that a person shows symptoms once the virus incubation has completed. Furthermore,
once symptoms are evident, it is also assumed that individuals have prompt access to medical services or
otherwise self-report the COVID-19 infection, getting counted without delay.

The number of people that turn symptomatic over the time interval [ti−1, ti] is estimated as

ni = yr(i; tr
0,N

r,kr,θ r) (2.5)

ni = Ni−Ni−1 = N
∫ ti

t0
fin f (τ− t0;k,θ)(Finc(ti− τ; µ,σ)− (Finc(ti−1− τ; µ,σ))d τ (2.6)

≈ N(ti− ti−1)
∫ ti

t0
fin f (τ− t0;k,θ) finc(ti− τ; µ,σ)dτ (2.7)

where finc is the PDF (probability density function) of the incubation model. yr(i; tr
0,N

r,kr,θ r) is an
alternate variable used in Chp. 3.

In this report we focus on outbreak detection and for this purpose a model that follows a single wave, as
above, is sufficient for the task. Given the assumptions above, these outbreak forecasts represent a lower
bound on the actual number of people that are infected with COVID-19. A fraction of the population
infected with a novel disease might also exhibit minor or no symptoms at all and might not seek medical
advice, further contributing to lowering the predicted counts compared to the actual size of the epidemic.

We next extend the formulation to multiple areal units. Let Y o
i be the vector of case counts observed in all

M counties on day i. Define mT
r = (tr

0,N
r,kr,θ r), for r = 1, . . . ,Nreg as the region-specific spread-rate

model parameters, with Nreg denoting the number of regions (or areal units). Let ppp = {mr},r = 1, · · · ,Nreg

be the complete set of spread-rate model parameters defined over all areal units/regions. Let Y (p)
i (ppp) be the

predictions using the model Eq. 2.7, invoked Nreg times using parameters mr. We assume that the errors

Y o
i −Y (p)

i (ppp) = εεε iii,εεε iii ∼ N(0,Σi),
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where the M×M covariance matrix Σi embodies the spatial correlations seen in Fig. 2-3. This makes εεε iii a
realization of a GRF. We define a parameter set θθθ for all parameters in the inverse problem i.e.,

θθθ = vec(ppp,ηηη) = vec
([

m1 · · · mNreg ηηη
])
, (2.8)

where ηηη = (τΦ,λΦ,σa,σm) are the global noise parameters. The likelihood expression for data collected
over Nd days is then

LD =
Nd

∏
i=1

1

(2π)Nr/2detΣ1/2
i

exp
(
−1

2
(Y (o)

i −Y (p)
i (ppp))Σ−1

i (Y (o)
i −Y (p)

i (ppp))T
)

(2.9)

where Σi is constructed as

Σi =
τ2

Φ

1−λ 2
Φ

[I +λΦW ]+diag
(

σa +σmY (p)
i

)2
. (2.10)

Here, the entries of W are defined as

wkk = 0andwkl =

{
1 if regions k and l are adjacent
0 otherwise

(2.11)

The dimensionality of this inverse problem is 4Nr +4 and solving for all M = 33 counties constitutes a
136-dimensional inverse problem. Note that since ηηη is shared across all M areal units, and {τΦ,λΦ} are
parameters of the spatial parameterization, the inverse problem cannot be solved for each areal unit
independently. Uniform priors are used for all the parameters. The inversion is performed using an
adaptive Markov chain Monte Carlo method [16].

2.5. Inversion results

Due to MCMC’s inability to solve very high-dimensional inverse problems, we limit ourselves to three
counties of New Mexico viz. Bernalillo, Santa Fe, and Valencia. The 16-dimensional inverse problem is
solved using case count data between June 1, 2020 and August 15, 2020. Thereafter, 100 samples of θθθ are
drawn from the posterior and used to predict the the case counts as well as forecast 15 days ahead. In order
to facilitate a comparison, we also solve the inverse problem for each of the counties independently. In this

case, Σi = diag
(

σa +σmY (p)
i

)2
and the problem is 6-dimensional. Since the Fall 2020 wave arrived a

month later, the forecasts should be predictive.

In Fig. 2-4 we compare the marginalized posterior distributions from the joint (blue) and independent (red)
estimation of the epidemiological model parameters mr for the three NM counties. The prior is plotted
with a black line. The parameters were estimated with data between June 1, 2020 and August 15, 2020. It
is clear from the last column (that plots ηηη) that the parameters of the spatial model (τφ ,λ ) can be estimated
since the PDF (probability density function) shows a clear peak. For all 3 counties, mr are usually well
estimated i.e., the difference between the prior and posterior distribution are quite clear. The blue and red
posterior densities have differences, but the joint estimation always results in a narrower PDF, showing the
constraining power of correlations (alternatively, the effect of borrowing information from neighboring
counties). It is this ability to obtain crisp PDFs that led us to attempt joint estimation, despite the fact that it
resulted in a high-dimensional inversion, with all its attendant difficulties. This gives us hope that when we
attempt to estimate the spread-rate in all 33 counties of NM, the ability to “borrow information” from
neighbors will help us stabilize the counties with very low quality data.
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FIGURE 2-4. Marginalized posterior distributions for the parameters mr for Bernalillo, Santa Fe, and Valencia.
The black plot is the prior, the blue posterior distribution is from the joint estimation and the red one from the
independent estimation. The last column has the “noise” parameters ηηη . We see that the parameters of the
spatial model can be estimated and the blue posteriors are usually narrower than the red ones, showing the
constraining effect of the spatial correlations. N∗ is the total size of the outbreak, normalized by the county’s
population.
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In Fig. 2-5, we plot, on the left, the forecasts performed using samples drawn from the posterior
distributions computed using joint (blue) and independent estimations of the counties. The dashed lines are
the 95th and 5th percentiles of the forecasts and the thick line is the median prediction. There is hardly any
difference in the two, showing that the joint inversion preserves the accuracy that one obtains when the
counties’ spread-rates are estimated independently, a much simpler and lower-dimensional inversion.
Further, on most days beyond mid-August, the 95th and 5th percentile forecasts bound the observed case
counts. On the right, we plot the daily infection-rate (or the spread-rate); again we see that the estimates
from the joint and independent inversions are much the same.

2.6. Detecting the Fall 2020 wave

Finally, we explore the ability to detect the arrival of the Fall 2020 COVID-19 wave on September 15,
2020. We perform the estimation of spread-rate using MCMC for Bernalillo, Santa Fe and Valencia
counties, and forecast 15 days beyond September 15, 2020. The 99th percentile is used as the “anomaly
detection” boundary i.e., if the case count on a day exceeds the boundary, it is deemed an anomaly; three
consecutive anomalies results in an “alarm” or a detection of a substantial departure of epidemiological
dynamics from the model learned with past data. Similarly, with the RKI detector, we plot the anomaly
boundary computed with the model, and use the same three-consecutive-anomalies as the rule for declaring
an alarm.

In Fig. 2-6, we plot the results of the anomaly boundaries using the spread-rate i.e. the “expected" behavior
of the COVID-19 outbreak in Bernalillo, Santa Fe and Valencia, as estimated from the joint posterior
distribution of mr and a conventional outbreak detector from RKI. We see that the Fall 2020 wave is
detected by our detector within 3 days of September 15, for all three counties. For the RKI detector, the
anomaly boundary is oscillatory and does not lead to an alarm even 15 days after the arrival of the Fall 2020
wave. The key reason is that the RKI detector, like all conventional ones, is purely statistical and does not
exploit our prior knowledge of incubation periods or spatial correlations to smooth out the noise in the data.

In Fig. 2-7, we investigate the existence of false positives using our detector. We learn the spread-rate using
data till August 15, 2020 and forecast ahead for 15 days. Since the Fall 2020 wave arrived on September
15, the detectors should not detect anything. We see that for Bernalillo and Santa Fe, the RKI detector
detects a Fall 2020 wave within 3 days. Our spread-rate detector flags many anomalies, but none of them
are consecutive and consequently no alarm is raised.

2.7. Summary of findings

In this chapter, we have formulated an inverse problem for the spread-rate in multiple areal units and solved
it exactly using MCMC. Because of the lack of scalability of MCMC, we were limited to 3 adjacent
counties. We find that joint and independent estimation of the spread-rate parameters mr yield very similar
forecasts. We fashioned the forecasts into a simple anomaly detector and proceeded to test for the arrival of
the Fall 2020 wave in two scenarios - when the wave had arrived and before it had done so. Our detector
behaved correctly. In contrast, the RKI detector failed in both scenarios, with a false negative and a false
positive.

22



Jun Jul Aug Sep

0
50

10
0

15
0

Case counts; Bernalillo

Dates

C
as

es

5/95 PC; joint
Median; joint
5/95 PC; independent
Median; independent

Jun Jul Aug Sep

0
5

15
25

Case counts; Santa Fe

Dates

C
as

es

Jun Jul Aug Sep

0
5

10
20

Case counts; Valencia

Dates

C
as

es

Jun Jul Aug Sep

0
50

10
0

15
0

Infection rate; Bernalillo

Dates

In
fe

ct
io

ns

5/95 PC; joint
Median; joint
5/95 PC; independent
Median; independent

Jun Jul Aug Sep

0
5

10
15

Infection rate; Santa Fe

Dates

In
fe

ct
io

ns

Jun Jul Aug Sep

0
4

8
12

Infection rate; Valencia

Dates

In
fe

ct
io

ns

FIGURE 2-5. Left: Forecasts of the case counts, using data till August 15, 2020 (green line), for Bernalillo, Santa
Fe and Valencia. Forecasts in blue are from the joint inversions whereas the ones in red are from inversions
performed independently for each county. PC indicates “percentile”The reported case counts are plotted with
symbols. Right: The corresponding spread rates.
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FIGURE 2-6. Anomaly boundaries (red line) for Bernalillo (top), Santa Fe (middle) and Valencia (bottom). On the
left, the anomaly boundaries are computed using the spread-rate parameters mr whereas on the right, they are
computed using the RKI detector. Anomalies (i.e. case counts above the anomaly boundary) are circled in red
and a magenta square indicates the third consecutive anomaly. The vertical green line denotes September 15.
The GLRNB (Generalized Likelihood Ratio, Negative Binomial) detector is synonymous with the RKI detector.
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FIGURE 2-7. Anomaly boundaries (red line) for Bernalillo (top), Santa Fe (middle) and Valencia (bottom). On the
left, the anomaly boundaries are computed using the spread-rate parameters mr whereas on the right, they are
computed using the RKI detector. Anomalies (i.e. case counts above the anomaly boundary) are circled in red
and a magenta square indicates the third consecutive anomaly. The vertical green line denotes August 15. A
Fall 2020 wave is detected in Bernalillo and Santa Fe by the RKI detector. The GLRNB (Generalized Likelihood
Ratio, Negative Binomial) detector is synonymous with the RKI detector.
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3. SCALING TO HIGHER DIMENSIONS

3.1. Introduction

In Chp. 2 we formulated an inverse problem for the spread-rate field and used it to estimate the spread-rate
in 3 counties, due to lack of scalability of MCMC. The spread-rate was able to detect the arrival of the Fall
2020 COVID-19 wave. However, to fully exploit the power of spatial correlations to compensate for
low-quality case-count data, and stress test the outbreak detector, we need to scale up to all 33 counties of
NM. Many of the counties have far worse data than Bernalillo, Santa Fe and Valencia that we have
investigated to date.

Scaling up to 33 counties, or 136 parameters, will be performed by mean-field Variational Inference.
Variational inference (VI) [6] provides an alternative to sampling techniques where approximate inference
is recast as seeking a member of a family of approximating densities which minimizes a discrepancy
measure such as KL-divergence. Originally developed for probabilistic graphical models [22] where some
degree of analytical tractability is maintained, it has more recently been extended to many-parameter
models, such as those seen in deep learning, through gradient-based iterative schemes adapted to a
probabilistic setting [8, 25, 17]. These techniques are often termed Stochastic Variational Inference (SVI)
and can exploit the automatic differentiation available in large ML models. They offer significantly
improved scalability over MCMC while potentially sacrificing some approximation quality depending on
the set of approximating distributions used. VI has seen successful applications to a number
high-dimensional inverse problems in areas including medical classification [47, 40] and
segmentation [37, 32], computer vision and image processing [10], natural language processing [30, 20],
and physics-based models [35, 51].

3.2. Formulation using VI

We start with the formulation of the inverse problem in Sec. 2.4, to obtain an approximation of the
likelihood expression Eq. (2.9). We will compare the Bayesian posterior sampled with MCMC with
posterior models obtained using mean-field VI (MFVI) which recasts approximate inference as an
optimization problem. In particular, as the exact posterior is intractable, we consider a family of
approximating densities F = {q(θθθ ;φφφ)|φφφ ∈ΦΦΦ⊆ Rd} and seek to find a density q(θθθ ;φφφ

∗) that minimizes
the KL-divergence with respect to the posterior

φφφ
∗ = argmin DKL (q(θθθ ;φφφ)∥p(θθθ |D)) (3.1)

This can be re-expressed as minimizing the objective function L (φφφ) based on the evidence lower bound
(ELBO) [25]

L (φφφ) =−H[q(θθθ ;φφφ)]−Eq(θθθ ;φφφ)[log p(D |θθθ)+ log p(θθθ)] (3.2)

where the first term in Eq. (3.2) is the entropy of the surrogate posterior and the second, data-dependent
term is an expectation with respect to the surrogate posterior that reflects both the expected data-fit and the
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prior. Here we take F to be the set of mean-field Gaussian distributions, i.e.,

q(θθθ ;φφφ) =
d

∏
i=1

qi(θi; µi,σi) (3.3)

where qi(θi; µi,σi) = N (θi; µi,σi), φφφ = (µµµ,σσσ) and we arrive at an optimization problem over 2d
parameters where d is the number of parameters defining the epidemiological model. To carry out the
above minimization problem, we aim to use a gradient-based iterative scheme as the expectation in
Eq. (3.2) cannot be evaluated explicitly due to the nonlinearity of the forward model. Furthermore, L (φφφ)
is potentially a non-convex objective. Note that the gradient and expectation operators do not commute,
i.e., ∇φφφEq(θθθ ;φφφ)[log p(D |θθθ)p(θθθ)] ̸= Eq(θθθ ;φφφ)[∇φφφ log p(D |θθθ)p(θθθ)] so some care has to be taken to arrive at a
Monte Carlo estimator for the gradient ∇φφφL (φφφ). Two widely used approaches are: (a) the Score function
estimator, which forms the basis of black box MFVI and requires only evaluations of the log likelihood,
and (b) the reparametrization approach which requires gradients of the log likelihood. The score function
estimator typically displays much larger variance as seen in [26] where two orders of magnitude more
samples were needed to arrive at the same variance as a reparametrization estimator. A similar trend was
confirmed for the outbreak problem 3-3 suggesting that the reparametrization approach would lead to
superior scalability. Reparametrization proceeds by expressing θθθ as a differentiable transformation
θθθ = t(εεε,φφφ) of a φφφ -independent random variable εεε ∼ q(εεε) such that θθθ(εεε,φφφ)∼ q(θθθ ,φφφ). This allows the
gradient to be expressed as

∇φφφL (φφφ) =−∇φφφH[q(θθθ ;φφφ)]−Eq(εεε)[∇φφφ log p(D |θθθ(εεε,φφφ))+∇φφφ log p(θθθ(εεε,φφφ))] (3.4)

where gradients of the entropy term in Eq. (3.4) are available analytically for the Gaussian surrogate
posterior and the second term can now be approximated with Monte Carlo given a method to compute the
required gradients. For many machine learning models, automatic differentiation can be exploited to
calculate the gradient of the log-likelihood with respect to parameters θθθ . Here, the objective function
involves the log of the likelihood Eq. (2.9) where derivatives of matrix inverses and determinants with
respect to parameters are required to compute the gradient. Gradients such as these are not available using
most automatic differentiation libraries. Instead, matrix calculus and quadrature were used to compute the
derivatives of the log likelihood with respect to model predictions y(p)

i and to approximate the derivatives
of the model predictions with respect to parameters, respectively. For details, see 3.6.

Note that some of the parameters comprising θθθ are required to satisfy constraints for the noise and
epidemiological models to be well-defined. For example, noise parameters τΦ, σa, and σm as well as model
parameters Nr, kr and θ r for r = 1, . . . ,R should be positive while λΦ should satisfy 0≤ λΦ ≤ 1. Sampling
from the mean-field Gaussian Eq. (3.3) during the Monte Carlo estimation of the gradient Eq. (3.4) may
result in violations of these constraints. To maintain the required properties without resorting to
constrained optimization, we express a constrained parameter θi as an invertible, differentiable
transformation θi = fi(θ̂i) of an unconstrained θ̂i. Hence, the distribution governing θi is the push-forward
density of N (θ̂i; µi,σi) through fi, i.e., the components of the mean-field surrogate posterior Eq. (3.3)
have modified probability densities

qi(θi; µi,σi) = N (θ̂i; µi,σi)| f ′i (θ̂i)|−1; 1≤ i≤ d (3.5)

where θ̂i = f−1
i (θi). This results in mean-field approximation where some of the factors are Gaussian and

others non-Gaussian. Each factor is still defined by a µi and σi parameter.
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3.2.1. Prior distribution

The COVID 19 case count data exhibits significant noise due to inaccurate case counting reported by
hospitals. Furthermore, counties with small populations exhibit sparse data in the sense that not many
positive daily case counts were reported. Hence, we expect the inverse problem to be ill-posed and require
regularization in the form of a prior p(θθθ) over the parameters.

Because of push-forward formulation described by Eq. (3.5), a number of the parameters are already
constrained by transformations θi = fi(θ̂i). In particular, the parameters Nr,kr,θ r for r = 1, . . . ,R and each
of the noise parameters comprising ηηη are all constrained by transformations to take on values in some
restricted interval. For example, λΦ is constrained to lie within [0,1− ε], for some ε > 0 so that Eq. (2.10)
defines a valid covariance matrix, i.e., it remains symmetric, positive definite. The parameters tr

0 are the
only unconstrained variables. Hence, we take Gaussian priors over tr

0 that incorporate diffuse assumptions
about when it is reasonable for a wave to occur.

3.3. Results

In this section, we calibrate the coupled outbreak model across all 33 New Mexico counties using our
formulation of MFVI. The convergence of the MVFI procedure for both the outbreak model and noise
parameters is investigated and discussed. We then describe the final posterior approximation along with the
Push-forward Posterior (PFP) distribution by pushing samples from the posterior through the forward
model to examine the predictive uncertainty. Next, anomaly detection using the MFVI-calibrated outbreak
model is carried out using COVID-19 spread-rates across all 33 counties in New Mexico using data from
the summer of 2020 to detect the arrival of the Fall 2020 COVID-19 wave.

3.3.1. Independent vs. joint inversion of 3 counties

In Fig. 3-1, we plot the forecasts for Bernalillo, Santa Fe and Valencia counties, using spread-rates
computed using MFVI. We see that the uncertainties are grossly underestimated - the “fan” of forecasts
does not bound the measured case counts. Comparing the joint estimation (of all counties; bottom row of
figures) with estimation done for each county independently, we see that there is hardly any difference i.e.,
the 138 parameter inversion does not lead to inaccuracies compared to the far simpler 6-dimensional
inversion for a single county. In Fig. 3-2, we plot the spread-rates for the 3 counties, showing a peak that
precedes the peak in case counts by about 5 days, the median of the incubation period distribution.

3.3.2. Joint inversion of all NM counties

The MFVI procedure is set up according to 3.2 where the stochastic gradient descent iteration is carried out
using the Adaptive Moment Estimation (ADAM) algorithm [24]. MFVI is well-known to display
mode-seeking behavior due properties of the KL-divergence. Hence, to improve the scalability and
convergence of MFVI, we initialize the mean parameters for MFVI from a Maximum Likelihood Estimate
(MLE) which is readily available using gradients of the log-likelihood. Calibration of the 33 county model
using MFVI was then carried out where Ns = 300 samples were used in the Monte Carlo estimates of the
ELBO gradient Eq. (3.4) at each iteration of ADAM. The convergence of MFVI is depicted in Figure 3-3
where the ELBO and the norm of its gradient are shown as a function of gradient descent iterations. The
top of Figure 3-3 shows the ELBO and gradient for the 33-county calibration using the reparametrization
formulation while the bottom provides a comparison to using black box MFVI for 1-county calibration of

29



0 20 40 60 80 100
0

20

40

60

80

100

Da
ily

 c
ou

nt
s

BERNALILLO
True Daily Counts
y PF mean
f  PF samples

0 20 40 60 80 100
0

2

4

6

8

10

12

VALENCIA
True Daily Counts
y PF mean
f  PF samples

0 20 40 60 80 100
0

2

4

6

8

10

12

14
SANTA FE

True Daily Counts
y PF mean
f  PF samples

0 20 40 60 80 100
Days since day zero

0

20

40

60

80

100

Da
ily

 c
ou

nt
s

True Daily Counts
y PF mean
f  PF samples

0 20 40 60 80 100
Days since day zero

0

2

4

6

8

10

12
True Daily Counts
y PF mean
f  PF samples

0 20 40 60 80 100
Days since day zero

0

2

4

6

8

10

12

14

True Daily Counts
y PF mean
f  PF samples

FIGURE 3-1. Comparison of the predictive distribution for the inversion of B, V, SF done independently (top)
and jointly (bottom). Symbols denote the measured data, and the blue fan spans the 5th and 95th percentile
bounds of the forecast. The red line is the median forecast.

Bernalillo. In both cases, n = 300 samples were used for the reparametrization and score function MC
estimators of the gradient. Note that even for a single county, black box MFVI shows significantly higher
variance in the gradient leading to poor convergence in comparison to the much larger 33-county problem
calibrated with reparametrization. The convergence of the ELBO in the top row is also quite smooth
suggesting that significant less samples could be used to obtain good estimates of the gradient with the
reparametrization approach. Hence, it’s clear that reparametrization is necessary to scale the calibration to
the 33-county inversion despite the added complexity of complexity of obtaining gradients of the log
likelihood.

In Figure 3-4, the convergence of MFVI is depicted in terms of the model predictions at the mean
parameter values across the four counties Valencia, Santa Fe, Bernalillo, and Lea. The initial MLE
prediction is shown in red with the final MFVI prediction in green. Intermediate values are shown in blue.
Observe that while similar to the MLE, MFVI subtly expands the shape of the wave to better cover the tail
of the outbreak. This is potentially an effect of the tendency of the KL-divergence to increase the overlap of
the surrogate and true posterior distributions at some expense of the mean prediction fitting the data less
accurately.

Exploiting spatial correlations across counties is a key aspect of the proposed inversion methodology.
Hence, the convergence of the noise model parameters τΦ, λΦ, σa, and σm is of particular interest. In
Figure 3-5, the convergence of the noise parameters during MLE calibration is shown as well as the
subsequent evolution of the mean and standard deviations of the noise parameters during MFVI. The
multiplicative noise σm convergences to roughly 0.1 during MLE, a relatively large value, while the
additive noise σa tends to initially with the MLE and then significantly during MFVI. This suggests that the
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FIGURE 3-2. Comparison of the infection rate distribution for the inversion of B, V, SF done independently (top)
and jointly (bottom). The red line is the median infection-rate and the blue fan its 5th and 95th percentile bounds.
The measured case counts are also plotted to show how the spread-rate peaks about 5 days before the case
counts do, commensurate with the incubation period distribution’s median of 5 days.
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FIGURE 3-3. (Top) Convergence of the ELBO for the 33-county inversion along with the norm of the ELBO gra-
dient as a function of gradient descent iterations for the reparametrized gradient formulation of MFVI. (Bottom)
Convergence of the ELBO for a 1-county inverse problem along with the norm of the ELBO gradient for the
black box formulation of MFVI. In both cases, n = 300 samples were used for the MC estimators of the gradient.
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FIGURE 3-4. Visualization of the convergence of MFVI in terms of model predictions. The initial condition for
MFVI is given by a MLE solution shown in red. Intermediate solutions are shown in blue along with the final
solution in green.
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FIGURE 3-5. Convergence of MFVI for the noise model parameters τΦ, λΦ, σa, and σm. (Left) Converge of the
MLE for the noise parameters. (Middle) Convergence of the mean parameters in MFVI. (Right) Convergence of
the standard deviation parameters.

noise is more accurately described as count size dependent, as hypothesized, while a uniform additive noise
over all counties is less able to capture the stochastic behavior of the data. For the GRF component of the
noise model, recall that the parameter λΦ reflects the spatial correlation strength between adjacent counties.
Observe that λΦ also converges to a relatively large value indicating that the spatial model is able to pick up
on correlations. At first, it would seem that the small τΦ value would negate the effect of correlations by
down-weighting the GRF term in 2.10. But the outbreak model was correlated on population-normalized
daily case counts which are quite small in magnitude. Hence, the covariance structure ultimately exhibits
non-trivial correlation strength across counties thus contributing significantly to the predictive model.

3.4. Anomaly detection using calibrated outbreak model

Comparing the forecasts of COVID-19 as obtained via MFVI (Fig. 3-1) and MCMC (Fig. 2-5), it is clear
that the uncertainties are underestimated by MFVI. By the same token, we will have an alarm boundary
that is too low, when computed using the MFVI solution. Consequently, using the MCMC-generated alarm
boundaries for Bernalillo, Santa Fe and Valencia, we compute an “inflation factor" to adjust the MFVI
alarm boundary for each day. The distribution of inflation factors is plotted in Fig. 3-7a. We choose the
75th percentile of the inflation factors i.e., 1.2, to adjust the alarm boundaries obtained from a MFVI
estimate of the spread-rate.
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FIGURE 3-6. The push-forward of the MFVI posterior distribution through model predictions y (top) and the
spread rate fΓ (bottom). The mean is indicated by red the red curve and the variance is shown by plotting 500
samples from the push-forward distribution in blue.

In Fig. 3-7 (b), (c) and (d) we plot the arrival of the Fall 2020 wave in 3 counties. The spread-rate
estimation is performed using data till September 15, 2020, followed by a 15-day-ahead forecast. The
alarm boundary is considerably inflated compared to the 99th percentile forecasts. The case counts are
plotted and those within a magenta box are the third consecutive anomalous days (after September 15)
which result in an alarm. We see that in all cases, we detect the arrival of the Fall 2020 wave. In Fig. 3-8,
we repeat the detection using spread-rates computed from data available on August 15, a month before the
arrival of the Fall 2020 wave. We see that the detector unfortunately records false positives in all cases.

Finally, using the case counts for each county and the “expected" number of cases provided by the alarm
boundary, we perform a clustering using Kulldorff’s method [27]. The clusters are plotted in Fig. 3-9. We
see the outbreak seed in Socorro on September 16, and by September 19, a cluster progressing along the
Rio Grande Valley had formed.

3.5. Summary

We developed an approximate, but scalable, method for estimating the spread-rate field, a high-dimensional
inversion involving 136 parameters; their posterior distributions were assumed to be independent
Gaussians. Compared to MCMC, the uncertainties are under-estimated and we had to use an “inflation
factor” to scale up the 99th percentile of the forecast to serve as an alarm boundary. The method detects the
Fall 2020 wave correctly within a week of September 15. Unfortunately, the method suffers from false
positives and also detects a Fall 2020 wave a month before its arrival, on August 15th.
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(A) (B)

(C) (D)

FIGURE 3-7. (a) Inflation factor distribution computed from Bernalillo, Santa Fe and Valencia forecasts. (b), (c)
and (d) Forecasts and alarm boundary computed using a MFVI estimation of spread-rate in Lea, San Juan and
Santa Fe counties. The magenta symbols denote an alarm. The September 15 arrival, denoted by a green line,
was correctly recorded.
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(C) (D)

FIGURE 3-8. Forecasts and alarm boundary computed using a MFVI estimation of spread-rate in Lea, Bernalillo,
San Juan and Santa Fe counties. The magenta symbols denote an alarm. Forecasts were started on August
15, 2020 (green vertical line), and the Fall 2020 wave was erroneously detected.
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FIGURE 3-9. Anomalous spatial clusters starting on September 16 (left) and September 19 (right). The estimated
spread-rate captures the spread of the Fall 2020 wave progressing down the Rio Grande Valley.

3.6. Appendix - Variational Inference

3.6.1. Reparametrization gradients of the ELBO

The likelihood and log likelihood are given by

p(D |θθθ) =
Nd

∏
i=1

2π
−Nr/2 det( i)

−1/2 exp
(
−1

2
(y(o)i −yi)

T −1
i (y(o)i −yi)

)
(3.6)

l(θθθ) =−NdNr2π

2
− 1

2

Nd

∑
i=1

logdet( i)+(y(o)i −yi)
T −1

i (y(o)i −yi) (3.7)

Using the reparametrization trick, we can write the ELBO Eq. (3.2) and its gradient in the form

L (φφφ) =−H[q(θθθ ;φφφ)]−Eq(εεε)[log p(D |θθθ(εεε,φφφ))+ log p(θθθ(εεε,φφφ))] (3.8)

∇φφφL (φφφ) =−∇φφφH[q(θθθ ;φφφ)]−Eq(εεε)[∇φφφ log p(D |θθθ(εεε,φφφ))+∇φφφ log p(θθθ(εεε,φφφ))] (3.9)

where φφφ = (µµµ,ρρρ), θθθ = µµµ +σσσ(ρρρ)⊙ εεε with εεε ∼N (0,I). Here, σ is a positive transformation of the
unconstrained variable ρρρ to ensure the variance is constrained to be positive. A Monte Carlo estimator of
the gradient can then be written as

∇φφφL (φφφ)≈−∇φφφH[q(θθθ ;φφφ)]− 1
Ns

Ns

∑
i=1

∇φφφ log p(D |θθθ(εεε i,φφφ))+∇φφφ log p(θθθ(εεε i,φφφ)) (3.10)

=−∇φφφH[q(θθθ ;φφφ)]− 1
Ns

Ns

∑
i=1

(∇θθθ log p(D |θθθ(εεε i,φφφ))+∇θθθ log p(θθθ(εεε i,φφφ)))⊙∇φφφ θθθ(εεε i,φφφ) (3.11)
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where the last line is given by the chain rule and the fact that θθθ is defined by an element-wise
transformation of φφφ . Observe that

∇µµµθθθ = 1 (3.12)

∇ρρρθθθ = ∇ρρρσσσ(ρρρ)⊙ εεε i (3.13)

∇µµµH[q(θθθ ;φφφ)] = 0 (3.14)

∇ρρρH[q(θθθ ;φφφ)] =
1

σσσ(ρρρ)
⊙∇ρρρσσσ(ρρρ) (3.15)

so that it remains to compute the gradients of the log-likelihood and prior.

3.6.2. Gradients of the Log Likelihood

As the log likelihood factors independently across the data i = 1, . . . ,Nd , it suffices to compute the
gradients ∇θθθ logdet i and ∇θθθ (y

(o)
i −yi)

T −1
i (y(o)i −yi) for a particular day i. The differentials of the these

two terms are computed using matrix calculus [39] as

∂ logdet i = Tr( −1
i ∂ i) (3.16)

∂ (y(o)i −yi)
T −1

i (y(o)i −yi) =−(y(o)i −yi)
T −1

i (∂ i)
−1
i (y(o)i −yi)−2(y(o)i −yi)

T −1
i ∂yi (3.17)

where the differential of i is

∂ i = (∂τφ )[I−λΦW]−1− (∂λΦ)τΦ[I−λΦW]−1W[I−λΦW]−1 (3.18)

+2diag(σa +σmyi)[(∂σa)I+(∂σm)diag(yi)+σmdiag(∂yi)] (3.19)

We have the following derivatives

• Case: m̂T
r = (t̂r

0, N̂
r, k̂r, θ̂ r) are the unconstrained model variables for region r and θ̂r is a particular

variable.

∂
θ̂r

yi = (0, . . . ,∂θr yr(i; tr
0,Nr,kr,θ r)θ ′i (θ̂i), . . . ,0) (3.20)

∇m̂r logdet i = 2σm[
−1
i ]ii∇m̂r yr(i; tr

0,N
r,kr,θ r) (3.21)

∂
θ̂r
(y(o)i −yi)

T −1
i (y(o)i −yi) =−2σm(y

(o)
i −yi)

T −1
i diag(σa +σmyi)diag(∂

θ̂r
yi)

−1
i (y(o)i −yi)

(3.22)

−2(y(o)i −yi)
T −1

i ∂
θ̂r

yi (3.23)

• Case: θ̂r = τ̂Φ

∂
θ̂r

yi = 0 (3.24)

∂
θ̂r

logdet i = τ
′
Φ(τ̂Φ)Tr( −1

i [I−λΦW]−1) (3.25)

∂
θ̂r
(y(o)i −yi)

T −1
i (y(o)i −yi) = τ

′
Φ(τ̂Φ)(y

(o)
i −yi)

T −1
i [I−λΦW]−1 −1

i (y(o)i −yi) (3.26)

• Case: θ̂r = λ̂Φ

∂
θ̂r

yi = 0 (3.27)

∂
θ̂r

logdet i = λ
′
Φ(λ̂Φ)τΦTr( −1

i [I−λΦW]−1W[I−λΦW]−1) (3.28)

∂
θ̂r
(y(o)i −yi)

T −1
i (y(o)i −yi) = λ

′
Φ(λ̂Φ)τΦ(y

(o)
i −yi)

T −1
i [I−λΦW]−1W[I−λΦW]−1 −1

i (y(o)i −yi)

(3.29)
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• Case: θ̂r = σ̂a

∂
θ̂r

yi = 0 (3.30)

∂
θ̂r

logdet i = 2σ
′
a(σ̂a)Tr( −1

i diag(σa +σmyi)) (3.31)

∂
θ̂r
(y(o)i −yi)

T −1
i (y(o)i −yi) =−2σ

′
a(σ̂a)(y

(o)
i −yi)

T −1
i diag(σa +σmyi)

−1
i (y(o)i −yi) (3.32)

• Case:θ̂r = σ̂m

∂
θ̂r

yi = 0 (3.33)

∂
θ̂r

logdet i = 2σ
′
m(σ̂m)Tr( −1

i diag((σa +σmyi)⊙yi)) (3.34)

∂
θ̂r
(y(o)i −yi)

T −1
i (y(o)i −yi) =−2σ

′
m(σ̂m)(y

(o)
i −yi)

T −1
i diag((σa +σmyi)⊙yi))

−1
i (y(o)i −yi)

(3.35)

3.6.3. Approximation of model predictions and gradients via quadrature

The model predictions yi, given by Eq. (2.7), involve a convolution integral that cannot be expressed in
closed form. Hence, we approximate the predictions by integral quadrature

yr(i; tr
0,N

r,kr,θ r) =
∫ ti

tr
0

Nr fin f (τ− tr
0;kr,θ r)(Finc(ti− τ; µ,σ)− (Finc(ti−1− τ; µ,σ))d τ (3.36)

≈
n

∑
j=1

Nrw j fin f (τ j− tr
0;kr,θ r)(Finc(ti− τ j; µ,σ)− (Finc(ti−1− τ j; µ,σ)) (3.37)

where w j, τ j are quadrature weights and points given by a method such as Gaussian quadrature. As the
function (Finc(ti− τ; µ,σ)− (Finc(ti−1− τ; µ,σ)) does not depend on parameters θθθ , we can write it as
F̃inc(τ) for simplicity of notation. By the Leibniz integral rule, we can write the derivatives of the model
predictions as

∂
θ̂r

yi =
∫ ti

tr
0

[∂
θ̂r

Nr fin f (τ− tr
0;kr,θ r)]F̃inc(τ)d τ if θ̂r ̸= tr

0 (3.38)

∂
θ̂r

yi =
∫ ti

tr
0

[∂
θ̂r

Nr fin f (τ− tr
0;kr,θ r)]F̃inc(τ)d τ− fin f (0;kr,θ r) if θ̂r = tr

0 (3.39)

This requires that the functions Nr fin f (τ− tr
0;kr,θ r)]F̃inc(τ) and ∂

θ̂r
Nr fin f (τ− tr

0;kr,θ r)]F̃inc(τ) are
continuous in τ and θ̂r in a region of the τ-θ̂r plane including t0 ≤ τ ≤ ti, a condition that’s easily met by
ensuring certain constraints are satisfied by the parameters (tr

0,N
r,kr,θ r) for r = 1, . . . ,Nr. These

constraints are enforced via the variable transformations in Eq. (3.5). Hence, we can approximate
Eq. (3.38) and Eq. (3.39) via quadrature in the form

∂
θ̂r

yi ≈
n

∑
j=1

w j[∂θ̂r
Nr fin f (τ j− tr

0;kr,θ r)]F̃inc(τ j) if θ̂r ̸= tr
0 (3.40)

∂
θ̂r

yi ≈
n

∑
j=1

w j[∂θ̂r
Nr fin f (τ j− tr

0;kr,θ r)]F̃inc(τ j)− fin f (0;kr,θ r) if θ̂r = tr
0 (3.41)

Hence, in this implementation of MFVI, gradients of the ELBO have a pseudo-analytic form where “outer"
gradients of the log likelihood with respect to model predictions are exact and “inner" gradients of the
model predictions with respect to parameters are approximated via quadrature. This allows for accurate
gradient approximations that can be caculated efficiently leading to a scalable MFVI algorithm that can be
applied to the high-dimensional inverse problem for the outbreak model.
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4. CALIBRATION OF AGENT-BASED DISEASE MODELS

4.1. Introduction

Accurate predictive modeling of disease spread is critical for understanding the potential impacts of an
outbreak and implementing effective interventions. For example, models such as Covasim [23],
OpenABM-Covid19 [18], CityCovid [38], and many others [34] have been used to inform policy decisions
and intervention strategies in the recent COVID-19 pandemic. Considering the significant impact that these
models can have on policy and on public perception of risk, it is important that they provide realistic
predictions and uncertainty estimations.

Inaccuracies in model results may come from simplifications and assumptions in model structure or from
errors in calibration of parameters. In this paper, we will focus on the latter by testing parameter calibration
methods on synthetic data generated by the same stochastic model we wish to calibrate. Since we know the
parameters used to generate the synthetic data, we can directly compare the true and estimated parameter
values, and since we are able to generate an arbitrary number of synthetic data sets, we can evaluate
uncertainty predictions over repeated calibration tests.

We use an agent-based model (ABM), which is a commonly-used epidemiological model structure where
individuals in a population are represented as unique agents, each with a set of characteristics and
behavioral rules [21]. Compartmental ABMs categorize agents into compartments for disease status
tracking — for example, we use compartments of susceptible (S), exposed (E), infected (I), and recovered
(R), which together form an SEIR model. ABMs are generally stochastic via randomness in agent
behavior, position, and/or infection mechanisms, and are well-suited to capturing the effects of
heterogeneous population spread. This is in contrast to compartmental ordinary differential equation
models, another widely-used model type which are generally deterministic and assume homogeneous
mixing with a population [46].

Calibration methods for epidemiological models vary widely. First, they often aim to achieve different
goals — some wish to establish parameter values and their uncertainty (whether by constructing a full
posterior, calculating confidence intervals, or through some other method) [29, 36, 31, 1, 38, 44, 48], where
some aim to find the best-fit parameters with no uncertainty predictions [48, 18, 1, 50]. Some papers aim to
quantify uncertainty for only a subset of their parameters [1, 48]. Drake et al. creates a "plausible
parameter set" of parameters for which real-world cumulative case data was within the range of repeated
model simulation results, from which an ensemble can be formed [12]. Ozik et al. finds the Pareto set of
best parameter combinations (in addition to Bayesian posterior construction) [38].

They also use varied methods to evaluate the goodness-of-fit between model results and observed data. Of
those constructing a likelihood function for use in Bayesian inference, some split case incidence data into
intervals and assume independent Poisson ([36]) or normal ([48]) distributions to calculate likelihoods,
some use data augmentation to construct analytical likelihoods ([44]). Approximate Bayesian computation
(ABC) can be used when likelihoods are difficult to calculate, allowing researchers to use an alternate
measure of "similarity," such as an exponentially weighted error function [38]. For non-Bayesian
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approaches, objective functions include L1 norms [48], mean squared error [18, 1, 12], etc.

Lastly, they use different sampling and search strategies to realize their goodness-of-fit scores into
parameter characterizations. Sequential ABC can be used to generate parameter posterior estimates
according to Bayesian inference principles [38], as can Markov chain Monte Carlo (MCMC) methods
[36, 44], sequential Monte Carlo methods [31], or Latin hypercube sampling [48]. Latin hypercube
sampling has also been used to enable plausible parameter set identification [12]. Bayesian optimization
has been used to find the Pareto set of best parameters [38]. Grid search [18, 1] and Nelder-Mead direct
search [48] methods have been used to identify best-fit parameters.

In this paper, we will aim to estimate parameter posteriors using two methods. In the first, we perform
Bayesian inference using MCMC, with likelihoods constructed using an approximate empirical probability
distribution function. In the second, we use ABC, where random sampling is used to construct an
approximate posterior according to an ABC rejection algorithm.

4.2. Methodology

In this section, we describe our methodology, including the creation of our ABM, synthetic data
generation, calibration methods, and credible interval evaluations (Fig. 4-1). We will run calibration tests
for two scenarios: the first will only have one parameter to calibrate, the second will have two, and will be
referred to as the "one-parameter case" and "two-parameter case" respectively.

FIGURE 4-1. Flowchart of calibration method testing process using synthetic data.

4.3. Agent-Based Model Framework

Following a similar approach to Zohdi [52], we implement an agent-based modeling scheme in which each
agent represents a member of the population. We used a 2D domain denoted by the Cartesian x and y
directions. The domains for our studies were rectangular, defined by limits xlow, xhigh, ylow, yhigh. Each
domain is a simple representation of a sub-population (e.g., a building or small community).
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Agent motion

Agents move at each time step in a random direction with random velocity according to the following
definitions:

x(t +∆t) = x(t)+M ∗∆t ∗δx (4.1)

y(t +∆t) = y(t)+M ∗∆t ∗δy (4.2)

where the agent’s position is rrr = (x,y), ∆t is the time step, M is the mobility parameter in units of distance
per unit time, and δx and δy are random numbers sampled from a uniform distribution between −1 and 1
(δx ∼U(−1,1), δy ∼U(−1,1)). Higher mobility parameters allow agents to move more quickly, which
accelerates the rate of disease spread. The agents move independent of the motion of the other agents, and
agents are not allowed to move outside of their domains. After implementing the movement, if an agent is
outside its domain, it is reflected back according to Algorithm 1.

Algorithm 1 Agent bouncing algorithm

1: while x < x_low ∥x > x_high do
2: if x<x_low then
3: x = 2*x_low-x
4: else
5: x = 2*x_high-x
6: end if
7: end while
8: while y < y_low ∥y > y_high do
9: if y<y_low then

10: y = 2*y_low-y
11: else
12: y = 2*y_high-y
13: end if
14: end while

When there are multiple domains/sub-populations, agents are allowed to “jump” between domains, similar
to a person visiting different buildings and interacting with the people within. At each step of the
simulation, an agent will have a chance to jump based on a jumping probability parameter, J. At each time
step, a random number between 0 and 1 is sampled, and if it is less than the jumping probability parameter
J, the agent is moved to a random position within a random new domain. If it is higher, the agent remains
in its current domain.

Agent States

To model the infectious states of the agents, our framework tracks whether an agent is Susceptible (S),
Exposed (E), Infected (I), or Recovered (R). When an infected agent is within infection distance DI of a
susceptible agent, that susceptible agent becomes exposed (Eq. 4.3).

∥rrri− rrr j∥< DI (4.3)
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where rrri and rrr j are the position vectors of agents i and j. An exposed agent becomes infected after time
tincubate, and an infected agent becomes recovered after time tin f ection, at which point they no longer expose
any nearby susceptible agents. The values of tincubate and tin f ection are sampled from gamma distributions
and are unique to each agent – they are assigned at the beginning of the simulation, and are fixed
throughout. All agent states are tracked throughout the simulation. This data is summarized as the total
number of S, E, I, R, and new infected agents per sub-population at each time step. We track status counts
based on an agent’s original sub-population.

Simulation Framework and Workflow

The general algorithm of our ABM simulation is as follows:

1. Initialize sub-population(s):

a) Generate random positions for each agent.

b) Assign initial disease states (S, E, I, or R) based on initial inputted fractions.

c) Assign values of tincubate and tin f ection to each agent.

2. Step forward in time until simulation duration, tSim, is reached. For each time step:

a) If using multiple domains, update agent positions via jumping.

b) Apply motion from Eqs. 4.1 and 4.2, and enforce domain boundaries using Algorithm 1.

c) Update agent states based on time parameters tincubate and tin f ection.

d) Check distance between infected agents and susceptible agents, update states if they are within
infection distance (Eq. 4.3).

e) Save agent state count data.

Following the algorithm described above, we can then output our quantities of interest. In this case, we are
investigating the number of new infections per time step.

The inputs to the simulation are summarized in Table 1. Two simulations are described, corresponding to
the one- and two-parameter cases: Simulation 1 has a single sub-population, while Simulation 2 has two
sub-populations. In Simulation 1, the parameter of interest for calibration is mobility, while in Simulation
2, we wish to calibrate both mobility and jumping probability. The values are nondimensional, having been
normalized by their respective units of length, time, etc.

Table 1. Parameters used in ABM
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Symbol Parameter Simulation 1
Input Values

Simulation 2
Input Values

∆t Time step 0.1 0.1
T Total length of simulation 300 300
m Total number of sub-populations 1 2
xxxlow = (x0

low, ...,x
m
low) Lower x-direction domain boundaries 0 (0, 0.2)

xxxhigh = (x0
high, ...,x

m
high) High x-direction domain boundaries 0.1 (0.1, 0.3)

yyylow = (y0
low, ...,y

m
low) Lower y-direction domain boundaries 0 (0, 0)

yyyhigh = (y0
high, ...,y

m
high) High y-direction domain boundaries 0.1 (0.1, 0.1)

NNN pop = (N0
pop, ...,N

m
pop) Sub-population sizes 100 (100, 100)

SSS000 = (S0
0, ...,S

m
0 ) Initial fractions of susceptible agents 0.99 (0.99, 1)

EEE000 = (E0
0 , ...,E

m
0 ) Initial fractions of exposed agents 0 (0, 0)

III000 = (I0
0 , ..., I

m
0 ) Initial fractions of infected agents 0.01 (0.01, 0)

RRR000 = (R0
0, ...,R

m
0 ) Initial fractions of recovered agents 0 (0, 0)

DI Infection distance 0.005 0.005
Incubation time mean 11.6a 11.6a

Incubation time standard deviation 1.9a 1.9a

Infection time mean 18.49a 18.49a

Infection time standard deviation 3.71a 3.71a

M Mobility varies varies
J Jumping probability 0 varies

a Consistent with incubation and infection period (from fever to recovery) of smallpox as reported in [13], if the unit of time is
days.

4.4. Bayesian inference with MCMC

Likelihood construction

We use an adaptive Metropolis-Hastings MCMC (AMCMC) algorithm to determine the posterior
distribution of the parameters given an observed data set [16, 11]. Due to the large number of iterations
required for MCMC, directly sampling from the model can be time-intensive and impractical. To
circumvent this, we instead evaluate likelihood using approximate empirical probability distribution
functions (PDFs) constructed from training data. This method also has the advantage of avoiding direct
comparison between the observed data and a single sample from the model, which, due to stochasticity,
may lead to MCMC getting "stuck" at a good match [36].

The approximate empirical PDFs were made using a training data set sampled along a grid of parameter
values. Mobility M was sampled at 17 equally spaced points between [0.005,0.025]. For the one-parameter
case, jumping probability J was held constant at 0, while for the two-parameter case, jumping probability
was sampled at 10 equally spaced points between [0,0.001]. At each parameter combination, 5000
different random seeds were run. For each training data sample, x̃, the data consists of time series of new
infections per time step for each sub-population. We represent the number of new infections at time step t
and for sub-population k as x̃t,k. Each vector x̃:,k was processed by summing the total number of new
infections over n = 5 evenly spaced time intervals, resulting in a training data set of summary statistics s̃
containing new infection counts s̃ j,k, where j = 1, ...,5 is the time interval (Fig 4-2). Likewise, test data
time series x:,k are summed over time intervals to result in test data summary statistics, s j,k.
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FIGURE 4-2. Visualization of data processing, illustrating summation of new infections per time step over five
equally sized time intervals.

A PDF of new infections in a certain time interval and sub-population given a parameter set can be
described using Gaussian kernel density estimation (KDE) on the training data. For a given parameter set,
there are n∗m PDFs, where n is the number of intervals, and m is the number of sub-populations. These
PDFs describe the approximate empirical likelihood of obtaining a certain number of new infections at a
specified time interval and sub-population, and for a specified parameter set. To expand beyond the discrete
parameter combinations contained in the training data set, PDFs can be interpolated [9]. The interpolation
process is described in detail in Appendix A.

Each approximate empirical PDF is notated f j,k(s j,k|θ), where θ is the parameter vector.

Given a test data sample s, AMCMC is used to construct the posterior, P(θ |s). At each iteration, the
log-likelihood l(s|θi) is evaluated according to Eq. 4.4 for the parameter set θi, where i is the iteration
number. This likelihood construction assumes that data is independent across time intervals and
sub-populations.

l(s|θi) =
m

∑
k=1

n

∑
j=1

ln( f j,k(s j,k|θi)) (4.4)

AMCMC sampling

We use PyUQTk for AMCMC [11]. This implementation uses Metropolis-Hastings sampling, where a
parameter set θ is pulled from a proposal distribution at each iteration, i, and accepted or rejected based on
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(A) (B)

FIGURE 4-3. Approximate empirical PDFs for sub-population 1 (Fig. A) and 2 (Fig. B) at the first time interval
generated via KDE from training data. Jumping probability is constant at 7.78e−4.

the likelihood of the observed data at the parameters. To evaluate the quality of AMCMC samples, we
calculate the effective sample size using PyUQTk [11].

The initial chain location for the one-parameter case was θ0 = (M = 0.0151), while the initial chain
location for the two-parameter case was θ0 = (M = 0.0151,J = 0.00051). AMCMC is run for 75,000
iterations, with a non-adaptive period length ν = 5000 and a burn-in of 25,000 iterations. Further details
are described in Appendix B.

We use a uniform prior over our domain. In the 1-d case, this domain spans mobility values between 0.005
and 0.025. In the 2-d case, the domain is rectangular and spans mobility values between 0.005 and 0.025
and jumping probability values between 0 and 0.001.

4.5. Bayesian inference with an ABC rejection algorithm

ABC methods allow one to avoid direct likelihood calculations in favor of a chosen distance function, ∥ · ∥.
In an ABC rejection algorithm, parameters are sampled from the prior, θi ∼ p(θ), and run through the
model, outputting data x̃ [45]. The data are processed to result in summary statistics s̃, generally chosen to
encapsulate important information while reducing dimensionality. Samples are weighted according to a
weight function, Kε , in which "closer" matches to the summary statistics of observed test data s are
assigned higher weights, while poor matches are assigned small or zero weights. ε is a tolerance proxy
parameter controlling the range of accepted samples. This process results in weighted samples distributed
along pε(θ |s) =

∫
pε(θ , s̃|s)ds̃, which is approximately equal to the true desired posterior, p(θ |x) [33, 2].

pε(θ , s̃|s) ∝ Kε(∥s̃,s∥)p(s̃|θ)p(θ) (4.5)

To generate our training data samples x̃, we create a training data set with parameter values sampled from
the priors. For the one-parameter case, mobility values M were sampled from a uniform prior distribution,
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M ∼U(0.005,0.025), while jumping probability was held constant (J = 0). For the two-parameter case,
mobility values were again sampled according to M ∼U(0.005,0.025) and jumping probabilities J were
sampled from a uniform distribution, J ∼U(0,0.001). 85,000 total runs were generated for the
one-parameter case (Simulation 1), while 850,000 were generated for the two-parameter case (Simulation
2). Within the two training data sets, each run used a different random seed. As before, the training data
consists of time series of new infections per time step.

In our implementation, the distance function is the sample rank relative to the rest of the training data. The
rank is determined by calculating scores ρ(s̃,s). In the one-parameter case, scores are defined using an L2
norm: ρ(s̃,s) = ∥s̃:,1− s:,1∥2. In the two-parameter case, the data from sub-populations 1 and 2 are
concatenated into a vector (s̃:,1, s̃:,2). The score is then calculated: ρ(s̃,s) = ∥(s̃:,1, s̃:,2)− (s:,1,s:,2)∥2. For
example, the training data sample with the lowest score ρ(s̃,s) relative to other training data samples has
rank 0, therefore its distance function is evaluated: ∥s̃,s∥= rank(ρ(s̃,s)) = 0. A visualization of scoring in
the one-parameter case is shown in Fig. 4-4.

(A) (B)

FIGURE 4-4. A Visualization of L2 norm score. B Example of a relative "good" and "bad" match to a sample
curve based on L2 norm score.

To generate our summary statistics s, we processed the training data via accumulation over a rolling
window (Fig. 4-5). The small population sizes and time steps in the simulations result in sparse data, with
the number of new infections frequently zero. Unprocessed, this means that tolerance levels must be very
low to find meaningfully similar matches — a new infection occurring a single time step apart in two data
sets is penalized the same as a new infection occurring 100 time steps apart. This would require very large
amounts of training data to obtain a significant number of similar samples. To address this, we accumulate
the data over a rolling window, such that st,k = ∑

w
i=1 xt−w+i,k, where w is the number of time steps in the

window, and any data at t < 0 is taken to be 0. In preliminary studies, a window of 14 (140 time steps) was
effective. This allows all of the information in the original data set to be preserved (unlike in a binning
process), which means our approximate posterior pε(θ |s) is exactly equal to pε(θ |x). This process does
not decrease the dimensionality of the data, which most ABC implementations aim to do when creating
summary statistics.

We test four weight functions to study the effect of weight function shape on performance (Fig. 4-6). The
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FIGURE 4-5. The time series of new infections (orange) is accumulated in rolling 14 time interval windows
(blue). The value of the accumulated curve (blue) can be interpreted as the number of new infections in the last
14 time intervals.

first is a step function, as shown in Eq. 4.6, where c is a normalizing constant. Using a step function leads
to an accept-reject algorithm with no intermediate weighting. The other three weight functions provide
some level of smoothing: the Epanechnikov kernel (Eq. 4.8), a negative exponential (Eq. 4.9), and a linear
piece-wise function (Eq. 4.7). The linear function and Epanechnikov kernel both have hard cut-offs, above
which samples are rejected (weight is set to 0), while the negative exponential places some non-zero weight
on every sample.

Each weight function contains a variable δε , defined as the value at which the centroid of the weight
function Kε(d) over positive values d = [0,∞) is equal to ε . Larger weight function centroid values cause
more samples to have non-zero or high weights, while smaller centroid values restrict high weights to
samples with very small distance measures. This allows us to directly compare weight function shapes
while holding the tolerance to an equivalent standard.

KS
ε (d) =

{
c, if d ≤ δε

0, if d > δε

(4.6)

KL
ε (d) =

{
c(δε −d), if d ≤ δε

0, if d > δε

(4.7)

KE
ε (d) =

{
cδ−1

ε (1− (d/δε)
2), if d ≤ δε

0, if d > δε

(4.8)
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FIGURE 4-6. Rejection function shape varying with constant centroid at fraction 0.1 of sample rank

KN
ε (d) = cδ

−d
ε (4.9)

4.6. Credible interval generation

We calculate the 50% and 95% credible intervals for all parameter predictions. In the one-parameter case,
MCMC chain values can be converted into credible intervals by finding the 25 and 75 percentiles of the
chain (50% CI bounds) and the 2.5 and 97.5 percentiles (95% CI bounds). Weighted samples from the
ABC rejection algorithm are first converted into an approximate posterior using KDE, which is then
integrated from both sides to obtain equal-tailed 50% and 95% credible intervals (Fig. 4-7).

In the two-parameter case, both MCMC samples and weighted ABC samples are processed into an
approximate posterior using KDE. The posterior is sampled along a grid of 101 by 100 (mobility by
jumping probability). To determine the credible interval bounds, we calculate the smallest area containing
50% or 95% of the integral under the posterior according to Algorithm 2. A parameter set is classified as
being in the credible interval if the nearest sampling grid point is in the credible interval (i.e., point has a
corresponding value of 1 in the inside matrix according to Algorithm 2).

The function can also be integrated continuously to form a cumulative distribution function (CDF). If
parameter estimates for a previous outbreak are familiar to the policy makers, a line can be added to the
plot to estimate the probability that the current outbreak under analysis is "worse" than the historical
outbreak (Fig. 4-8).

4.7. Test data generation

For the one-parameter case, test data was generated by running the model with mobility values pulled from
M ∼U(0.01,0.02) with jumping probability values held constant at 0. For the two-parameter case, test
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FIGURE 4-7. For the ABC method, the KDE is generated from a weighting of close matches. Integrating from
both sides yields the confidence interval.

Algorithm 2 2D credible interval determination
Input: Vector Z_vect containing unraveled likelihood or posterior values, credible interval fraction

target, number of points in x-direction n_x, number of points in y-direction n_y
1: Initialize vector of zeros inside_vect with length = length(Z_vect)
2: Z_vect_norm = Z_vect/(sum(Z_vect))
3: total = 0
4: i = 0
5: while total < target do
6: total += Z_vect_norm[i]
7: inside_vect[i] = 1
8: i += 1
9: end while

10: inside← reshape inside_vect to (n_x, n_y)

data was generated using mobility values pulled from M ∼U(0.01,0.02) and jumping probability values
from J ∼U(2E−4,8E−4). 500 model runs were collected for each test data set.

4.8. Testing inference performance

We test the credible intervals generated using Bayesian inference for their frequentist properties. Under a
frequentist paradigm, we expect that for repeated calibration tests on different test data, the 95% confidence
interval will contain the true parameter value 95% of the time, and similarly that the 50% confidence
interval will contain the true parameter value 50% of the time. We test if this holds true over 500 test data
samples.
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FIGURE 4-8. Sample cumulative distribution with probabilities highlighted. Historical outbreaks can be added
to CDF plots to aid in understanding outbreak severity.

4.9. Results

For both MCMC and ABC, we test calibration on the 500 runs contained in the test data sets to assess
performance. Additionally, for the template matching ABC method, we run a sensitivity analysis on several
meta-parameters to determine their effect on calibration results.

MCMC calibration results

Since a uniform prior was used in generating the parameter posterior, a brute-force grid sampling of the
likelihood function (Eq. 4.4) can be used to check for MCMC convergence, as the likelihood should be
proportional to the posterior. Qualitatively, nearly all MCMC-constructed posteriors appeared to match the
shape of the likelihood function, which indicates sufficient MCMC iterations (outlier cases are discussed
later). For the one-parameter case, the effective sample size (ESS) had a mean value of 10642. For the
two-parameter case, the ESS for mobility values had a mean of 5201, while the ESS for jumping
probability values had a mean of 5191. We expect these ESS values to be sufficient in establishing a
reliable posterior estimate.

One-parameter case results

Example calibration results are shown in Fig. 4-9. Though the true parameter value does not fall within the
50% and 95% credible intervals in all three examples, likelihood predictions qualitatively match MCMC
histograms well. Overall, of the 500 test data samples in the one-parameter case, true parameter values fell
within the 50% credible interval at a 22% rate and within the 95% credible interval at a 64.6% rate.
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FIGURE 4-9. Each column represents the calibration results for a different test data sample: A MCMC trace
plots. B Histograms of MCMC chain results, with 50% and 95% credible interval bounds marked. C Likelihood
functions sampled over grid of mobility values.

Two-parameter case results

Example calibration results for the two-parameter case are shown in Fig. 4-10. Again, likelihood plots
qualitatively match MCMC posterior plots well. For the two-parameter case, true parameter values fell
within the 50% confidence interval at a 19.4% rate and within the 95% confidence interval at a 57.8% rate.

ABC rejection calibration results

Sensitivity studies

There are three primary meta-parameters in the ABC process: the weight function shape, the weight
function centroid value (ε), and the kernel density estimate (KDE) bandwidth. The centroid value is used
as the characteristic width of the weight function so that a meaningful comparison can be done between
weight function shapes. For example, with 500 training data samples, using a step function with the
centroid set at 0.02 would correspond to 4% of the samples (20 of them) being accepted at equal weight
with the rest of the samples rejected. We perform a sensitivity analysis on these meta-parameters,
evaluating performance by repeated calibration over 500 synthetic sample pandemics from the test data set.
Sensitivity analyses are performed for the one-parameter case only. For each sensitivity analysis, one
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FIGURE 4-10. Each column represents the calibration results for a different test data sample: A Scatter plot
of MCMC chain values. B Approximate posterior constructed using KDE, with 50% and 95% credible interval
bounds marked. C Likelihood function sampled over grid of parameter values.

meta-parameter is varied while the other two remain fixed. Based on preliminary results, the fixed
parameters to be used when the parameter is not the subject of the sensitivity analysis are the
Epanechnikov kernel with centroid at 0.02 and a KDE bandwidth of 0.2.

Four weight functions (Fig. 4-6) are tested: step, Epanechnikov kernel, negative exponential, and linear.
The results of varying the weight function while holding the other two meta-parameters constant as
described above are shown in Fig. 4-11.

Next, we test the effect of changing the weight function centroid over a wide range of values from 0.0001
to 0.05 (Fig. 4-12). In the extreme limits, poor performance is expected. For example, consider the extreme
where tolerance is very high, and nearly all of the training data set are accepted as good matches. This
results in the posterior distribution simply recreating the prior distribution. In our case, this will result in
overly wide confidence intervals, since our prior is uniform. On the other extreme, a very small rejection
function centroid may result in very few training data set samples being given non-zero weights, which
may be insufficient to generate an accurate posterior estimation, particularly given the stochastic nature of
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FIGURE 4-11. Confidence interval accuracy for 4 different weight function shapes

the ABM. An extremely small tolerance may result in artificially narrow posteriors or artificially
multi-modal posteriors in some cases.

FIGURE 4-12. Confidence interval accuracy versus centroid location

Lastly, we test the sensitivity to KDE bandwidth by varying it 0.05 to 0.45. The Silverman bandwidth [43]
recommendation is around 0.45 for the number of data points, which is included in the range. Fig. 4-13
shows the parameter posterior of a single sample case for KDE bandwiths across the range. Fig. 4-14
shows the sensitivity results to the KDE bandwidth changing.

53



FIGURE 4-13. Posterior for a sample case with varying KDE bandwidths

FIGURE 4-14. Confidence interval accuracy versus KDE estimator bandwidth

One-parameter case results

Between all three sensitivity studies, though minor differences in performance exist, the method is robust to
large variations in the meta-parameters. Also, it is expected that some of the small differences may be
explained by noise from the stochastic data set.

The shape of the weight function does not to have a significant impact on performance, so we will proceed
with the Epanechnikov because it is between the step and linear options and has the added computational
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benefit of setting many weights to zero unlike the negative exponential function.

The weight function centroid has a wide range of well performing values, from 0.0005 to 0.01. We will
proceed with centroid set to 0.02 as a logarithmic midpoint.

For the KDE bandwidth, 0.3 is selected. This gives both the best confidence interval performance in figure
4-14 and qualitatively is the smallest bandwidth value to give reliably smooth distributions. For example,
see the 0.3 bandwidth KDE curve in 4-13.

These meta-parameters result in the true parameter falling within the 50% credible interval 48.3% of the
time and within the 95% interval and 96.0% of the time. More importantly, the method is robust to
relatively large changes in the meta-parameters, meaning that only rough tuning is required for reliable
results in analysing new data sets.

Two-parameter case results

The meta-parameter selection for the 1D study are used tested in 2D. An example of calibration results is
shown in Fig. 4-15. In testing calibration for the 500 test data runs, 49.2% of the runs had true parameter
values fall within the 50% confidence interval, while 96.8% had parameters fall within the 95% confidence
interval.

FIGURE 4-15. Sample 2D KDE

Table 2. Summary of rate of true parameters within predicted credible intervals

50% CI 95% CI

One-parameter case
ABC 48.3% 96.0%
MCMC 22% 64.6%

Two-parameter case
ABC 49.2% 96.8%
MCMC 19.4% 57.8%
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4.10. Discussion

In this work, we have evaluated the performance of calibration methods by testing the probability that true
parameter values will be recovered within the 50% and 95% confidence intervals over repeated tests.
Theoretically, if we were able to capture the true posterior p(θ |x) with our calibration methods, we would
not necessarily have the property that the true parameter will be within the 95% credible interval 95% of
the time, or that the true parameter will be within the 50% credible interval 50% of the time, because our
test data was not sampled directly from the prior, and, in the two-parameter case, because this claim cannot
be made over a multi-dimensional parameter space. However, this test still provides a valuable metric to
evaluate performance with. It is reasonable to desire good coverage properties of the credible interval (in a
frequentist sense) over a subset of parameters, and that is what this test represents. We evaluate the results
keeping in mind that obtaining the true parameter within a 95% credible interval for 95% of test data
samples is not strictly expected, but desired.

Our calibration results indicate that the MCMC method is not able to represent parameter uncertainty with
desired coverage properties. Since we used a uniform prior, and seeing that the MCMC posteriors
qualitatively matched the likelihood functions well, we suggest that this can be primarily attributed to an
inaccurate underlying likelihood. Within the likelihood, some sources of error include the approximation
inherent in constructing the approximate empirical probability density function due to finite sample
availability and the use of KDE, as well as the approximations made in interpolation between PDFs. There
is also some information lost when converting the raw data into summary statistics, since the summary
statistics are not sufficient. However, we believe the primary source of error is the assumption of
independence between time intervals, and for the two-parameter case, sub-populations, which is made in
the formulation of the likelihood. This assumption is not technically correct, despite being used previously
in the field [36, 48]. More importantly, these results show that it can lead to unfavorable aggregate results.

Beyond aggregate results, we can also identify particular test data samples which lead to obviously poor
posterior predictions from the MCMC method. For example, the likelihood values for a test data sample
with zero new infections across all time steps is shown in Fig. 4-16A. The likelihood is negligible
throughout the domain apart from a very small section in the bottom-left corner, where jumping probability
and mobility values are low. The posterior prediction constructed with MCMC is not shown because
MCMC completely failed to converge for this sample, obtaining only a few unique chain values. Contrast
this with the posterior results from the ABC rejection method, shown in Fig. 4-16B, where a much wider
spread of values are given high probability. We can compare these likelihood and posterior predictions to
the spread of parameter values that resulted in the same observed data (zero infections across all time steps)
within the training data sets for MCMC (Fig. 4-16C) and ABC (Fig. 4-16D). In the case of the ABC
training data, these parameter values represent iid samples from the true posterior [33].

Clearly, the ABC method reflects the true posterior much more closely than the MCMC method, despite
both training data sets reflecting a similar spread of matches. We suggest that this is due to the assumption
of independence between time intervals and sub-populations in the MCMC likelihood, which exacerbates
the stratification of posterior values. This also causes poor MCMC convergence — all of the test data
samples with ESS smaller than 2000 in the two-parameter case had similar data (≤ 2 total infections across
the entire simulation) and similar likelihood plots.

We find that the ABC rejection method works very well in aggregate. The data processing associated with
this method does not cause any information loss, unlike many ABC methods. Therefore, the only
approximations made in this method are in using KDE to construct a posterior PDF, and in using a
non-zero ε . As long as ε is sufficiently small, we expect good results from ABC. However, because the
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(A) (B)

(C) (D)

FIGURE 4-16. For calibration on a test data sample with zero new infections over the entire simulation: A
Posterior prediction with MCMC method. B Posterior prediction with ABC rejection method. C Frequency of
matching data across discretely sampled training data set for MCMC. D Scatter plot of parameter sets resulting
in matching data across training data set for ABC.
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distance function for ABC is based on the rank of L2 norms with respect to other data in the training data
set rather than the objective value of the L2 norms, a test data sample with very few "good" matches will
potentially have more biased posterior estimates than other test data samples. Since our performance test
does not check the accuracy of individual posteriors or credible intervals, we may miss these effects. Under
this method, data generation and distance function evaluations are embarrassingly parallel, and can be
computed efficiently. However, we note that this ABC method is ill-suited to high-dimensional problems,
since the amount of data and distance function evaluations required will increase very quickly.

The discrepancies that we have found between our MCMC calibration method’s predictions and the desired
posterior may not be found with typical validation methods in the epidemiology field. Often, when
real-world data is used for validation, there are only one or a few data sets available. Some form of
posterior predictive check is common: researchers will estimate a posterior, sample parameter values from
the posterior, then generate data with those parameter samples [36, 44]. This allows the predicted data
distribution p(x̃|x) to account for both parameter uncertainty and model stochasticity, which can be
compared to the observed data qualitatively or quantitatively (note that posterior predictive checking was
not necessary for our tests since our training data generation model exactly matches our test data generation
model). However, given that there are generally limited data sets available, it is difficult to guarantee model
fit across a wide range of parameter values and observed data sets with posterior predictive checks.

Additionally, without a synthetic data test it is usually not possible to directly check if a method is capable
of recovering the true values of parameters, since they are often not measureable. This is not of significant
practical concern for models focused on prediction, but having interpretable parameters is valuable for
qualitative understanding of outbreak dynamics [38]. In the cases where researchers wish to use parameter
values directly in some way, it may be beneficial to use synthetic data tests to verify that under ideal
conditions (perfect model match), the calibration method is able to accurately predict parameter posteriors.
This is not a guarantee of success under real-world data tests, but can identify underlying issues that may
be obscured in typical validation techniques.

Some limitations of our performance testing method include that we are only testing two credible interval
levels: 50% and 95%. Additionally, this method doesn’t test the correctness of individual test data samples’
posterior predictions, it instead tests on average across many test data samples.

4.11. Conclusion

We used a synthetic data set-up to test two calibration methods for stochastic ABM models: an MCMC
method and an ABC rejection algorithm. Both aim to predict the posterior of the parameter values given
observed data. Performance evaluation was done by assessing the probability of true parameter values
falling within the predicted 50% and 95% credible intervals across calibration tests on 500 different test
data samples, with the desire that the probabilities match the respective credible interval levels.
Importantly, we note that this performance test is not expected to be necessarily correct given perfect
posterior predictions, but that it is the metric by which we are measuring desired performance. The MCMC
method performs poorly by this aggregate testing metric, and also is shown to fail in some specific
individual instances. We suggest that the primary cause of poor performance in the MCMC method is the
assumption of independence between time intervals and sub-populations in the likelihood construction —
an assumption that has a precedence of use in epidemiological model calibration. In contrast, the ABC
method performs very well, and appears to be robust to changes in meta-parameters.

Our results suggest that calibration methods for epidemiological models may benefit from synthetic data
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testing. Posterior predictive checks, common throughout the field, may fail to identify model fit issues
across a wide range of parameters due to limited real-world data set availability. Additionally, validation
with real-world data generally precludes direct validation of parameter values. In cases where parameter
values may be used for interpretation of outbreak dynamics, it may be valuable to first verify that
calibration methods are capable of accurate posterior prediction in a setting where the observed data and
model data are both generated by the same process, in order to safeguard against underlying issues.

4.12. Appendix

4.12.1. Appendix A: PDF interpolation

To generate the approximate empirical PDFs, the raw training data (time series of new infections per time
step) is first processed to sum the number of infections over each interval, resulting in a data set of
summary statistics, s̃. We wish to determine the set of PDFs representing the probability of the number of
new infections for each time segment and sub-population given a parameter set θ . We will denote the PDFs
as f j,k(s j,k|θ), where j is the represented time interval, and k is the represented sub-population ( j = 1, ...,n,
k = 1, ...,m).

For a parameter set θ that is included in the training data, the PDF f j,k(s j,k|θ) is found by applying
Gaussian KDE to the number of new infections in time interval j and sub-population k (s j,k) across all
recorded stochastic runs. This is repeated for each time interval and sub-population to create the set of
PDFs. To facilitate later interpolation, we calculate and store the means (µ̃) and variances (K̃) of each of
these PDFs. However, at some parameter values, there may be no infections across all stochastic runs (for
instance, when jumping probability is zero and an infection begins in sub-population 1, any other
sub-populations would have zero new infections). This causes an error when trying to generate a KDE, as
the covariance matrix of the data is singular. In this case, we replace the KDE with an approximation, as
shown in Eq. 4.10,

f σ=0
j,k (s j,k|θ) =


1−(µ−s j,k)/ε

ε
, if µ− ε ≤ s j,k ≤ µ

1−(s j,k−µ)/ε

ε
, if µ < s j,k ≤ µ + ε

0, otherwise

(4.10)

where µ is the mean new infections across the training data set for time interval j and sub-population k (in
this case, since data is singular, it is the number of new infections seen in every training data sample for the
given j and k), and ε is a chosen small value. This represents a PDF with a standard deviation of
σ =

√
ε2/6. This approximate PDF allows us to do the interpolation process as usual, preserving the

validity of the PDFs and avoiding divide-by-zero errors when calculating transformed coordinates.

4.12.1.1. One-parameter case interpolation procedure

The following procedure follows Bursal [9]. Say we want to determine the set of PDFs corresponding to
parameter set θ that is not contained within the training data set. In the one-parameter case, where θ is a
scalar, we can interpolate for the PDFs we want using the training data at the two closest parameter values.
Call the lower neighboring parameter θ (0), and the higher neighboring parameter θ (1). In general, values
relating to the neighboring lower parameter will be denoted with the superscript (0), values relating to the
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neighboring lower parameter with the superscript (1), and values relating to the final interpolated PDF will
have no superscript.

Following [9], first calculate a normalized interpolation coordinate α according to:

α =
θ −θ (0)

θ (1)−θ (0) (4.11)

Calculate the approximate mean of the distribution at parameter θ by interpolating between the means of
the distributions at neighboring parameters according to:

µ = (1−α)∗µ
(0)+α ∗µ

(1) (4.12)

Calculate the approximate variance of the distribution at parameter θ by interpolating between the
variances of the distributions at neighboring parameters according to Eq. 4.13. The variance values of K(0)

and K(1) are pulled from the set of variances calculated directly from the training data, and therefore may
include zeroes.

K = (1−α)∗K(0)+α ∗K(1) (4.13)

We establish a second representation of the variance:

K̂ =

{
ε2/6, if K = 0
K, otherwise

(4.14)

Accordingly, σ̂ =
√

K̂.

We specify the coordinates at which to sample the interpolated PDF, s, dropping the subscript j,k
throughout this section for simplicity. Then, we define the transformed coordinates s(0) and s(0), which are
the values at which the distribution corresponding to the upper and lower neighbors will be sampled,
respectively. If the coordinates are not transformed, and the values of the interpolated PDF are interpolated
naively (such that f j,k(s|θ) = (1−α) f j,k(s|θ (0))+α f j,k(s|θ (1))), it may cause issues: for example, two
normal distributions with different means would interpolate to create a bimodal distribution, instead of a
normal distribution with a mean somewhere between the original two.

In calculating the transformed coordinates in Eq. 4.15, σ̂ is used in place of σ to avoid divide-by-zero
errors when σ is zero. However, this is not of great importance, as the interpolated PDF in that case will be
replaced with an approximate, as detailed in Eq. 4.16 below. Likewise, σ̂ (0) and σ̂ (1) are used to avoid
multiplying by zero, causing all of the transformed coordinates to sample at a single point repeatedly (µ(0)

or µ(1), respectively). The result of this is a flat curve, and is obviously not a good interpolation between
the two neighboring PDFs.

s−µ

σ̂
=

s(0)−µ(0)

σ̂ (0) =
s(1)−µ(1)

σ̂ (1) (4.15)
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Lastly, the interpolated PDF, f j,k can be found using:

f j,k(s|θ) =


f σ=0

j,k (s|θ), if σ = 0

(1−α)∗ ds(0)
ds f σ=0

j,k (s(0))+α ∗ ds(1)
ds f (1)j,k (s

(1)), if σ (0) = 0,σ (1) ̸= 0

(1−α)∗ ds(0)
ds f (0)j,k (s

(0))+α ∗ ds(1)
ds f σ=0

j,k (s(1)), if σ (1) = 0,σ (0) ̸= 0

(1−α)∗ ds(0)
ds f (0)j,k (s

(0))+α ∗ ds(1)
ds f (1)j,k (s

(1)), otherwise

(4.16)

where f σ=0
j,k (s|θ) is the approximate stand-in for a PDF with zero-standard deviation defined in Eq. 4.10,

ds(0)/ds is equal to σ (0)/σ , and ds(1)/ds is equal to σ (1)/σ .

It can be verified that the final interpolated PDF is a valid PDF (all values are non-negative and the integral
over s = [−∞,∞] is unity). It is clear that the values will be non-negative, as they will be the result of linear
interpolation between the values of f (0)j,k (s|θ) and f (1)j,k (s|θ), which by definition must be non-negative. We
can also show that the integral over state space is unity using the definition in 4.16 for PDFs with non-zero
σ [9]. We use fact (a):

∫
∞

−∞
s(i) f (i)(s(i))ds(i) = µ(i). We drop the subscript on f j,k for simplicity:

∫
∞

−∞

f (s)ds = (1−α)∗ ds(0)

ds

∫
∞

−∞

f (0)(s(0))ds+α ∗ ds(1)

ds

∫
∞

−∞

f (1)(s(1))ds (4.17)

= (1−α)∗
∫

∞

−∞

f (0)(s(0))ds(0)+α ∗
∫

∞

−∞

f (1)(s(1))ds(1) (4.18)

= 1−α +α = 1 (4.19)

Additionally, we can verify that the mean is equal to µ . First, we can solve for s from 4.15:

s =
σ̂

σ̂ (0) s(0)+
µσ̂ (0)−µ(0)σ̂

σ̂ (0) (4.20)

=
σ̂

σ̂ (1) s(1)+
µσ̂ (1)−µ(1)σ̂

σ̂ (1) (4.21)

Then, we verify the mean of the interpolated PDF, using fact (a) and fact (b):
∫

∞

−∞
f (i)(s(i))ds(i) = 1. In the

case that either σ (0) or σ (1) is 0, the approximate PDF f σ=0
j,k will be used in place of f (0) or f (1)

respectively, consistent with Eq. 4.16. Facts (a) and (b) are still true under this substitution.
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∫
∞

−∞

s f (s)ds = (1−α)∗ ds(0)

ds

∫
∞

−∞

s f (0)(s(0))ds+α ∗ ds(1)

ds

∫
∞

−∞

s f (1)(s(1))ds

= (1−α)∗
∫

∞

−∞

s f (0)(s(0))ds(0)+α ∗
∫

∞

−∞

s f (1)(s(1))ds(1)

= (1−α)∗
[

σ̂

σ̂ (0)

∫
∞

−∞

s(0) f (0)(s(0))ds(0)

+
µσ̂ (0)−µ(0)σ̂

σ̂ (0) ∗
∫

∞

−∞

f (0)(s(0))ds(0)
]

+α ∗
[

σ̂

σ̂ (1)

∫
∞

−∞

s(1) f (1)(s(1))ds(1)

+
µσ̂ (1)−µ(1)σ̂

σ̂ (1) ∗
∫

∞

−∞

f (1)(s(1))ds(1)
]

= (1−α)∗ ( σ̂ µ(0)+µσ̂ (0)−µ(0)σ̂

σ̂ (0) )+α ∗ ( σ̂ µ(1)+µσ̂ (1)−µ(1)σ̂

σ̂ (1) )

= µ (4.22)

We can verify the variance of the interpolated PDF similarly. Again, the approximate PDF f σ=0
j,k will be

used in place of f (0) or f (1) if either σ (0) or σ (1) is 0. Therefore, we can use facts (a), (b), and (c):∫
∞

−∞
s(i)

2
f (i)(s(i))ds(i) = µ(i)2

+ K̂(i).

∫
∞

−∞

s2 f (s)ds = (1−α)∗
∫

∞

−∞

s2 f (0)(s(0))ds(0)+α ∗
∫

∞

−∞

s2 f (1)(s(1))ds(1) (4.23)

We will examine the first integral term:
∫

∞

−∞
s2 f (0)(s(0))ds(0). Recall that σ̂2 = K̂.

∫
∞

−∞

s2 f (0)(s(0))ds(0) = (µ2 +
µ(0)2

σ̂2

σ̂ (0)2 −
2µ(0)µσ̂

σ̂ (0) )
∫

∞

−∞

f (0)(s(0))ds(0)

+(−2µ(0)σ̂2

σ̂ (0)2 +
2µσ̂

σ̂ (0) )
∫

∞

−∞

s(0) f (0)(s(0))ds(0)

+
σ̂2

σ̂ (0)2

∫
∞

−∞

s(0)
2

f (0)(s(0))ds(0)

= µ
2 +

µ(0)2
σ̂2

σ̂ (0)2 −
2µ(0)µσ̂

σ̂ (0) − 2µ(0)2
σ̂2

σ̂ (0)2 +
2µ(0)µσ̂

σ̂ (0) +
µ(0)2

σ̂2

σ̂ (0)2 +
σ̂2S(0)

σ̂ (0)2

= µ
2 +

σ̂2S(0)

σ̂ (0)2 = µ
2 + Ŝ (4.24)

It can be similarly shown that
∫

∞

−∞
s2 f (1)(s(1))ds(1) = µ2 + Ŝ. Therefore,
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∫
∞

−∞

s2 f (s)ds = (1−α)∗ (µ2 + Ŝ)+α ∗ (µ2 + Ŝ)

= µ
2 + Ŝ (4.25)

Eqs. 4.22 and 4.25 show that the interpolated PDF is valid, and that the mean and variance of the
interpolated PDF are consistent with the values calculated in Eq. 4.12 and Eq. 4.13 respectively, despite
using the approximate PDF f σ=0

j,k during interpolation for cases when σ (i) = 0. However, practically, we
can only take a finite number of discrete samples when interpolating, not infinite samples as reflected in the
above calculations.

We determine the PDF over the range s ∈ [0, N], where N is the number of agents in the specified
sub-population. Then, we use Eq. 4.15 to determine the transformed values of coordinates to sample from
the high and low PDFs. Then we are able to use Eq. 4.16 to calculate the values of the interpolated PDF at
the chosen grid values. The last step is to re-normalize the PDF over the interval [0, N] to have an integral
of 1. Since we use Gaussian KDE, the PDF is non-zero over the entire domain, but this is not reflective of
what is possible in our simulations, and is corrected through this re-normalization.

The final interpolated PDF is a set of discretely sampled points. For its use in the likelihood function, we
linearly interpolate between these samples.

Two-parameter case interpolation procedure

The two-parameter case follows a similar procedure as the one-parameter case. Define: θ = [M,J], where
M is the mobility parameter, and J is the jumping probability parameter. We first identify the neighboring
parameters, M(0), M(1), J(0), and J(1). With the set of four corresponding PDFs, we can interpolate along
one parameter in state space twice to reduce the set to two PDFs, then once more to get a final PDF.

More concretely, the interpolation procedure can be described:

1. First, we interpolate along the mobility parameter at the lower neighboring jumping parameter
(interpolating between f

M(0),J(0)
j,k (s|θ) and f

M(1),J(0)
j,k (s|θ) to get f

J(0)
j,k (s|θ)).

2. Then, interpolate along the mobility parameter at the higher neighboring jumping parameter
(interpolating between f

M(0),J(1)
j,k (s|θ) and f

M(1),J(1)
j,k (s|θ) to get f

J(1)
j,k (s|θ)).

3. Lastly, we can interpolate between f
J(1)
j,k (s|θ) and f

J(0)
j,k (s|θ) along the jumping parameter to get the

final interpolated PDF, f j,k(s|θ).

Though the interpolated PDF theoretically has an integral of unity over the state space domain when
sampled continuously (Eq. 4.19), we are limited to a finite number of samples, for which this may not hold.
Similarly, the K and µ values calculated in steps 1 and 2 are correct over an infinitely fine sampling mesh,
but are approximations of the true means and variances of the interpolated PDFs obtained in step 1 and 2
due to the finite, discrete sampling used to construct them. To correct for these two approximations, we
first re-normalize the interpolated PDFs obtained in step 1 and 2, then re-evaluate the means and variances
of the interpolated PDFs using a trapezoid rule approximation (Eq. 4.26, Eq. 4.27). Near x = 0, the grid
points x must be along a finer mesh than the grid points s along which f

J(0)
j,k (s|θ) and f

J(1)
j,k (s|θ) are sampled
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in order to accurately assess the variance. To achieve this with minimal extra computation time, we
transform a linear sequence of grid points using a power function with q = 1.5 (Eq. 4.28), and sample
along the resulting values. This concentrates mesh density around 0, which is where thin spikes are likely
to occur. As shown in Eqs. 4.26 and 4.27, we do not reevaluate the mean and variance values of
interpolated PDFs with variance K of 0, as these values are already known precisely. We use K̂ instead of K
to define the new variance value.

µnew =

{
µ if K = 0

∑
N
k=1

[xk−1∗ f j,k(xk−1|θ)]+[xk∗ f j,k(xk|θ)]
2 (xk− xk−1) otherwise

(4.26)

Knew =

{
K̂ if K = 0

∑
N
k=1

[(xk−1−µnew)
2∗ f j,k(xk−1|θ)]+[(xk−µnew)

2)∗ f j,k(xk|θ)]
2 (xk− xk−1) otherwise

(4.27)

xk =

{
−|xk|q, if xk ≤ 0
(xk)

q, otherwise
(4.28)

In step 3, the mean and variance values of the interpolated PDF will be calculated according to Eq. 4.12
and Eq. 4.13, where µ(0) is equal to µnew of f

J(0)
j,k (s|θ) (PDF from step 1), µ(1) is equal to µnew of f

J(1)
j,k (s|θ)

(PDF from step 2), K(0) is equal to Knew of f
J(0)
j,k (s|θ) (PDF from step 1), K(1) is equal to Knew of f

J(1)
j,k (s|θ)

(PDF from step 2). The rest of step 3 proceeds as described in the one-parameter case interpolation section.

Due to the process of transforming the coordinates, the range of points needed for interpolation can be
outside the region that is theoretically possible (e.g., if there are only 100 agents in a sub-population, the
there is only a non-zero probability for values in the range s = [0,100]). After the first two interpolations
are performed (1 & 2 above), we have two PDFs that have been constructed through discrete sampling, and
can be evaluated via interpolation. Since we then need to interpolate again between these two PDFs, we
need to ensure that the initial discrete samples are taken over a wide enough range to avoid extrapolation,
which could lead to negative values, and in turn, invalid PDF values. We do this by sampling along an
evenly spaced grid that covers the full range of possible values, along with a margin on both sides.
Additionally, we then set the outermost sampling points to be arbitrarily large in magnitude, under the
assumption that the points in that region will already be very close to 0 (example of sampling points: s =
[-1,000,000, -49, -48, -47...147, 148, 149, 1,000,000]).

Appendix B: AMCMC details

The proposal distribution is a Gaussian centered at the current chain value with covariance Ci. The
algorithm has two phases: During the non-adaptive period (prior to ν iterations), Ci is adjusted if the
fraction of (rejections since last scaled)/(total samples since last scaled) is greater than 0.95 or less than
0.05, in which case the proposal standard deviation is scaled down or up respectively by a chosen scale
factor value. During the adaptive period, Ci is updated intermittently (every na iterations) using a recursive
update shown below in Eqs. 4.29 and 4.30,

cov(θ0, ...,θi) =
i−1

i
cov(θ0, ...,θi−1)+

i+1
i2

(θi− θ̄i)(θi− θ̄i)
T (4.29)
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Ci =

{
sdcov(θ0, ...,θi−1), if i≥ ν AND cov(θ0, ...,θi−1) is non-singular
sdcov(θ0, ...,θi−1)+ sdεcId , if i≥ ν

(4.30)

where sd is a parameter, Id is the identity matrix with dimension d, and εc is a chosen small value.

We use sd = 2.42/d [16] and εc = 1×10−10. Initial covariance for the one-parameter case was C0 = 0.001,
and for the two-parameter case was C0 = 0.001Id . The covariance is updated every na = 100 iterations
during the adaptive period.
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5. CONCLUSIONS

In this report, we develop a new detector for outbreaks caused by emergent/re-emergent pathogens, using
the type of noisy case count data that is available in the early epoch of the outbreak. The detector is meant
to provide an early warning of a change in the epidemiological dynamics that is usually the harbinger of a
new wave of infections. The algorithm is demonstrated on COVID-19 data from the 33 counties of New
Mexico and is tested by checking whether it can detect the Fall 2020 wave of COVID19 infections earlier
than a conventional detector from Robert Koch Institute in Germany.

Conventional detectors are generally developed for endemic diseases and rely on long historical dataset to
detect anomalous changes in the daily case counts obtained from surveillance activities. They do not use
exogenous information e.g., knowledge of the incubation period of the disease, to perform the early
detection; instead they rely on learning spatiotemporal patterns from the large surveillance datasets. In the
early epoch of an outbreak with an emergent pathogen, large training datasets do not exist and conventional
detectors do not perform well. Consequently early warning of an outbreak of an emergent pathogen
remains elusive.

Our approach is based on the hypothesis that the spread-rate of a disease is a more robust monitoring
variable for detecting changes in epidemiological dynamics compared to case count data. This is because
the spread-rate of a disease is dependent on human mixing patterns and pathogen characteristics, neither of
which change erratically day-to-day. The technical challenge lies in estimating the spread-rate (or infection
rate) from noisy case count data. Further, since epidemiological actions like countermeasures are often
taken at a local (e.g., county) level, the spread-rate has to be estimated locally. This is a challenge for
remote, sparsely populated and often low income areas, with less than satisfactory epidemiological
surveillance and reporting. Further, due to small populations, their data may also suffer from high-variance
Poisson noise.

In this report we have developed a Bayesian method to estimate a spread-rate field defined over multiple
areal units, the counties of NM in our case. The estimation method involves spatial statistics, specifically
Gaussian Markov Random Fields, to learn and impose spatial correlations in the spread-rate field. The
spread-rate in each areal unit is also allowed to vary in time, in a parametric fashion. This spatiotemporal
estimation leads to a high-dimensional inverse problem, 136 parameters in total for NM.

We solve the inverse problem formulation over 3 adjacent NM counties - Bernalillo, Santa Fe and Valencia
- using Markov Chain Monte Carlo (MCMC). We also solve each county independently. We find that the
spread-rates and 2-week-ahead forecasts computed using the two methods are virtually identical, implying
that the high-dimensional (16-dimensional) joint inversion could be solved just as well as the
low-dimensional (6-dimensional) inversions for each county. We formulated an anomaly detection scheme,
based on the forecasts generated by the learned spread-rate, to detect the Fall 2020 wave. The anomaly
detector successfully detected the arrival Fall 2020 wave, and did so about a week before the RKI detector.
In some cases, the RKI detector could not detect the Fall 2020 wave within a 2-week window from its
arrival on September 15, 2020. Further, when tested on August 15, 2020, before the arrival of the Fall 2020
wave, our detector provided a true negative; in contrast, the RKI detector flagged a false positive for some
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counties.

MCMC is not scalable, and in order to scale to all the NM counties, we developed a scalable, but
approximate, method to estimate the spread-rate field. It is based on mean-field Variation Inference (VI),
with a particular formulation to stabilize it against the low quality data obtained from about 10 desert
counties with small populations. While the VI worked stably and obtained useful estimates of spread-rates,
it under-estimated the uncertainty in the estimates. Consequently, when performing anomaly detection, the
anomaly boundary (or threshold) had to be inflated with a factor that was calibrated to the results obtained
in Bernalillo, Santa Fe and Valencia. This inflation factor was then applied to all NM counties and used to
detect the arrival of the Fall 2020 wave. It was successful in most cases. However, when tested on August
15, before the arrival of the Fall 2020 wave, it resulted in false positives on most cases. This is almost
certainly due to the simplistic manner in which our detector combines detected anomalies - three
consecutive anomalous days are regarded as a definitive change in epidemiological dynamics. Further,
having access to a field of anomalies allowed us to use Kulldorff’s clustering algorithm with the inferences
performed around September 15 to track the spread of the Fall 2020 wave through the Rio Grande Valley.
The progress was evident with 4 days of data.

Finally, we investigated the calibration of agent-based disease models (ABMs) which are used to design
epidemiological countermeasures that involve changes in the behavior of humans e.g., vaccinations,
lock-downs etc. ABMs are stochastic models, which makes their calibration difficult, especially with
high-variance Poisson-like noise which are dominant in the early epoch. We pursued two methods, one
based on Approximate Bayesian Computations (ABC) and the other based on surrogate modeling and
MCMC. For ABC, we designed a new scoring function that quantifies the match between observed data
and model results. For the second method, we designed stochastic surrogate models and an approximate
likelihood function that ignored temporal correlations in the data. The two methods were tested with
synthetic data, and a 2-dimensional parameter estimation problem. The ABC method proved superior; the
approximate likelihood function proved to be the cause of the failure of the MCMC method.

The most useful tangible product of this investigation is the VI scheme to infer a field from measurements
combining, as it does, a random field model and a stabilized Evidence Lower Bound formulation. It will
find multiple applications, ranging from high-dimensional calibration problems to estimation of
model-form errors/corrections in many scientific and engineering problems.

Our detector needs to be enhanced to be useful. The enhancements are needed to compensate for VI’s
tendency to under-estimate the uncertainty in the spread-rate. A couple of enhancements come to mind.
First, the arrival of a new wave of infection will result in anomalies that increase in degree over time - this
temporal behavior is not exploited in the current detector which simply relies on consecutive anomalies
over time. Secondly, in the absence of a wave of infections, anomalous case counts should resemble noise
(for low quality data). Being able to characterize this noise and exploit it in the detector holds the most
promise for early detection in sparsely populated areal units with poor epidemiological reporting.
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