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ABSTRACT

The Crystal Ball Nal(Tl) detector was wused to study the photon

spectra from the following inclusive charmonium decays:

ete” > Jsvy ' ete” > ¥/

L* ¥ + hadrons L* ¥ + hadrons

Data were collected at the Stanford Linear Accelerator Center’s
electron-positron colliding beam machiﬁe, SPEAR, intermittently over a
tuo and hal¥f year period, beginning at the end of 1978. The Cystal Ball
detector consists of a highly segmented array of 732 Nal(Tl) crystals
(16 radiation lengths) covering #98% of 4nw steradians, and is used to
measure the photon energies, directions, and lateral shouer
distributions. Centrally located spark and proportional chambers are
used for charged particle recognition. As a result, this detector is
excellently suited for studying the radiative transitions among the
charmonium family of states: i) from ¥ to the triplet P states,
x(3415), x(3510), and %(3550); 1i) fFfrom ¥/ and Js¥ to the singlet S
state 7.(2984); and 1ii) from ¥/ to the radially excited singlet S state
ne”(3592).

The analysis of 1.8-10® ¥/ and 2.2-10% Js/¥ decays vyields the
follouwing spectrum of states: %o (3418), %4(3512), x%2(3558), mnc(29384),
and 7:7(3592), each with a *4 MeV error on its mass. The branching

ratios are measured to be: B(Y¥ >YX0,1,2) = (9.9%0.50.3)%,



(35.0%0.5x0.7)%, and (8.00.5*0.7)0%, respectively; B(Y >¥Yn¢) =
(0.28£0.06)% and B(J/¥>yng) 8 (1.2720.363%; and B(¥/»yne’) = (0.5-1.2)%
at the 90% confidence level. Values for the natural line widths are
obtained: T'(Xg,q,2) = (13.5-20.4) MeVv, < 3.8 MeV, (0.85-4.9) MeV,

respectively (907 C.L.); T'(ned = (11.5+4,.5/-4.0) MeV; and T(ne’) < 7 MeV

(80% C.L.). The cascade product branching ratios B(¥’/=>¥yxy) -B{x 2vJs/v)
were measured for J = 1 and 2 to be: (2.56%0.12%0.20)% and
(0.990.10*D.08)%, respectively. No signal wuas seen for the J =0

transition, with an upper limit above its previously measured product
branching ratio. The results of this analysis are compared wuwith the

predictions of the charmonium models.
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Chapter I

CRARMONIUM

The initial discovery and ongoing unraveling of the charmonium family
of states has proved highly significant in the advancement of high
energy particle physics. A tremendous‘effort in obtaining experimental
observations and in refining the charmonium model has been underuay
since the discoveries'-" of Js¥ and ¥/ in 1974. This report describes a
detailed experimental investigation of charmonium via the inclusive

radiative decays of ¥/ and J/v:

ete” » J/v ete” » ¥/

L L (1-1
nyY + hadrons ' _ nY + hadrons

The data were c¢ollected at the Stanford Linear Accelerator Center’s
electron-positron colliding beam machine (SPEAR) over a two and a half
year period beginning at the end of 1978.

Basically the charmonium theoryS describes a system of bound states
composed of a charmed quark (¢} and antiquark (8) interacting via the
strong color force (also see Appendix A). In its most naive form, the
model assumes that the interaction is static and may be described by an
instantanesous nonrelativistic potential. As the current theory of the
strong color interaction, i.e., quantum chromodynamics or QCD, does not
allouw for an exact calculation of the static potential, both empirical

and theory inspired interaction models have been devised. The most



advanced form of the model 1includes relativistic corrections to the
dynamics of the interaction and to the kinematics, in addition to higher
order terms from QCD perturbation theory. Currently the experimental
results bear out the predictions of the charmonium model to a high
degree. This has not aluays been the case.

The J7¥(3095) was simultaneously discovered by two generically
different experiments. One research group! at Brookhaven National
Laboratory observed a peak in their e'e” invariant mass distribution at
3.1 6eV, in the reaction p+Bs = e‘e~X. The Mark I group? at SLAC’s
SPEAR facility witnessed a dramatic rise in the e*e > hadron and lepton
pair cross sections at 3.105x0.003 GeV center of mass. The SPEAR
results indicated an unexpectedly narrou resonance uwhich was immediately
confirmed by experiments® at the ADONE ete- storage ring at Frascati.
Within a month a second narrow resonance® was observed by the Mark I at

3.69520.004 GeV, designated as the ¥/(3684). From this point on the

e*e” colliding beam machines completely dominated the picture.
Concurrent with the experimental discoveries were the theoretical
predictions® that a whole family of narrow ct mesons should exist belou
the ¥7 state. Figure 1 details the positronium-like spectrum expected
by the early charmonium models. A great deal of excitement centered
around the prospect of seeing a photon spectrum resulting from decays of
the massive 3.7 GeV ¥/ with characteristic monochromatic signals so
familiar to atomic and nuclear physics, but unheard of in high energy
physics. from the point of view of the charmonium model, the photon

signals wuould result from radiative transitions betueen the family

members as indicated in Figure 1. In particular, six states wuere



expected to lie belouw the V7. The three triplet 3Py states (triplet,
since they have a total spin of 1 allowing for a triplet of spin
orientations) should lie between the J/¥ and ¥7. At their mass center
- of gravity is expected the singlet 'P; state (total spin = 0). At about
100 MeV below the V¥’ and J/¥ would lie their hyperfine split partners,
the tuo singlet 'Sy states. In this picture the experimentally observed
states J/¥ and ¥/ correspond to the ground state and first excited
triplet 35Sy states of the theory.? Single gamma transitions between
some of these states are forbidden by symmetry and conservation laus.
However, there are still about 14 allowed transiticns, depending on the
mass of the singlet 'Py state.

The HEPL-Penn experiment,® running concurrently with the Mark I at
SPEAR, used two Tlarge cylindrical NaI(TI) crystals (30 inches 1in
diameter and 20 radiation lengths deep) to measure the inclusive photon
spectrum at v7/. The analysis of their data (inteérated Tuminosity? of
98 nb~ ') was hindered by a lou photon detection efficiency (of order 1%)
and an inability to wuntangle overlapping photons in the large
crystals.!® Not seeing statistically significant signals, they placed
upper limits on possible radiative transitions. Their limits ranged
from a factor of 2% to 5 below the naive model predictions for the
1argé§t ¥/ radiative decay rates, ¥/ - ¢3p,, which uwere typically
predicted to be 157%-30% per transition.

By 1976, analyses of exclusive decays of the ¥/ by several
experiments!!-13 established the existence of three states intermediate
to Jsv and ¥/, later referred to as %5(3415), x4(3510), and %,(3555). A

careful analysis!3-'% of photons converted in the beam pipe passing
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Figure 1: Charmonium Spectrum Predicted by the Early Model.
The states are identified by the modified spectroscopic notation,
n2S+1,, where n is the radial quantum number (1,2,...), L is the
orbital angular momentum (8,1,...,n), S is the total spin (0 or 1), and
J is the total angular momentum (L-1, L, or L+1 if L > 0, or $ if L =
03. The total angular momentum, space parity (P), and charge parity (C)
are indicated at the bottom of the figure for the various family groups.

Also shoun are the electric dipole (EY1) and magnetic dipole (M1)
radiative transitions.



through the Mark I magnetic field and tracking chambers from 309-103 v/
decays, yielded a spectrum for photons With energies above =200 MeV. A
significant ¥ signal was seen corresponding to the transition ¥/=¥yxe at
2260 MeV. The branching ratio at (7.5%2.6)%, turned out to be slightly
greater than the HEPL-Penn upper limit, and‘a factor of 2-4 below naive
model predicticns.

Meanuhile, an improved Nal(T1) detector'S was installed at the SPEAR
east pit in an experiment designated as SP-27. They obtained integrated
JTuminosities of 600 nb~! and 2100 nb“ at the ¥/ and Js/¥ respectively.
Their apparatus employed two segmented arrays of 19 NaI(T1) crystals
each for their photon energy measurements. The segmentation proved to
be a powerful improvement over the HEPL-Penn experiment, since it
alloned rejection ofv events with another photon shouer nearby. Their
data from ¥/ decays yielded a spectrum with clear structure. Three
sharp peaks indicated the transitions from V¥’ to the three Xy states.
In addition, a broad signal wuas seen corresponding to the tuo
overlapping doppler broadened transitions x1;z*7J/¢. The SP-27
branching ratio for the X transition, at (7.2%2.3)%, agreed with the
Mark I value. The other tuwo transitions for X4 and X; were essentially
the same at (7.1%1.9)% and (7.0%2.0)%, respectively. Transitions to
other states from either Js/¥ or ¥/ uere not seen in the SP-27 spectra.

Aside from ‘the inclusive photon process, the search for neu
charmonium states included the investigation of basically three other
decay channnels: i) the radiative cascade decay, ¥/ = ¥X = yyJd/v =
yy&*2-, where the lepton, L, can be either an electron or a muon, i1i)

the three photon final state, ¥ or Js7v > X » 3v, or 1ii) hadronic



decays, Js/¥ or ¥/»> vX = ¥ + hadrons, uhere the state X is observed in
the invariant mass of the hadron system. The states Xp, X4, and Xz uWere
seen by their hadronic decays,'! while only the %4 and Xx; were observed
in cascade decays.'Z’'3 Initially, some evidence for a V¥’ hyperfine
partner (the 2'S; called the 7n¢’) was reported!?® at a mass of 3455 MeV
in the cascade process by the Mark I detector. This observation was not
confirmed by a subsequent experiment!'s (the DESY-Heidelberg
collaboration) independently investigating the radiative cascade
process. However, the DESY-Heidelberg group presented evidence for an
alternative intermediate state at 3581 MeV as a possible ng’ candidate.
In addition, they reported a product branching ratio for the ¥/ cascade
decay involving the Xy, which was previously unmeasured.

It uas hoped that the three photon final state uwould be particularly
well suited for the M and m¢” search, since the 2y branching ratios for
these pseudoscalar particles might be large. The bASP collaboration, 7
using a nonmagnetic detector, observed a 5 standard deviation signal in
their highest Yy invariant mass distribution at 2.83%0.03 GeV, in the
decay Js/¥v -  3v. They measured a product of branching ratios,
BUJ/¥>¥X(2830)) -B(X(2830)>»yy) = (1.2%0.5)-10""%, This state, X(2830),
immediately became a candidate for the theory’s Js¥ hyperfine partner
(the 1'Sp; state called mngl.

The historical situation at the end of 1978, wuwhich aiso marked the
start of the Crystal Ball experiment at SPEAR, is summarized in Figure
2. Those charmonium states directly produced in ete. annihilation,? J/¥
and ¥/, are assigned the quantum numbers of the photon (J(PC) = 1(--))

and are displayed centrally 1in the figure. They c¢orrespond to the



triplet 3S; states of the charmonium theory. The three Xy states are
shoun on the right side of the figure. The preferred quantum numbers
for the x states, indirectly inferred!'! from their hadronic decay
patterns and mass ordering, identified them with the theory’s triplet
3p,y states. The three remaining experimental observations are shoun on
the left side of the figure. Since they were observed in radiative
decay§ of the triplet S states, with charge parity ¢ = -1, they became
candidates for positive C parity states. Possible correspondence ®ith
charmonium theory was to identify the state at 2830 MeV with the n¢ and
the 3591 MeV state uith the me’, ie. the tuo singlet 'Sy states. The
unconfirmed observation at 3455 MeV had no logical place in the model.
The situation at that time seemed to present the charmonium model
with an insurmountable challenge.5-'8 If the X(2830) is identified as
the theory’s %, with a 265 MeV hyperfine splitting, then the theory
predicts a rate for Js7¥ > ¥ X(2830) to be an order of magnitude greater
than the 90% confidence level upper l1imit'S provided experimentally by
sp-27, at 2.0%. Also the inferred lower limit for X(2830) > 77,
obtained from the DASP rate for Js¥v - ¥X(2830) - 3v, divided by the
SP-27 upper limit for Js7¢ - ¢X(2830), wuwas about five times greater than
predicted by the charmonium model. In addition the model could not
survivel® such a large hyperfine splitting as seen for the X(2330). As
for the state at 3591 MeV seen by the DESY-Heidelberg group, their
reported branching ratio product for ¥/ - ¥X(3591) -+ yyJs¥y 1is many
orders of magnitude greater than predicted by the model, if this state

is taken to be the 7nc’.
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Figure 2: Charmonium Spectrum at the End of 1978.

Only the quantum numbers for the Js/¥ and ¥7 uere knoun, J(PC) = 1(--3,
while thase for the xj states were indirectly inferred from their
hadronic decay patterns and mass ordering. The states at 3455 MeV and
3591 MeV (not confirmed in later experiments) were seen oniy in the
cascade decay channel, leading to the € = +1 assignment. Likeuise, the

2830 MeV state (also not confirmed in a subsequent experiment) was seen
in the radiative decay of the J/¥ and necessarily had C = +1. The other
quantum numbers for these three observations were not knoun.



By early 1979 the Crystal Ball had obtained enough data at the Js¥ to
report?9-29% gn the channel Jsy » 3v. Their upper 1limit for the 3¥
branching ratio product at X(2838) 1is more than 5 times below the DASP
measurement. Later in 1979 the Crystal Ball!%:2!'-23 and the Mark Il
detector,2% which was running concurrently with the Crystal Ball at
SPEAR, presented results from investigations of the cascade channel in
2108 ¥’ decays. The three Xy  states uwere seen clearly, uwhile both the
Mark I state at 3455 MeV and the DESY-Heidelherg state at 3591 MeV uwere
not confirmed. These experiments set upper 1limits on the cascade
product branching ratios significantly below the values reported by the
tuo earlier experiments. This left the theory with no candidates for
the pseudoscalar singlet 'S, states.

Subsequently, a candidate for the spin singlet ground state 7.(2984)
was observed in the inclusive photon specira from ¥/ and J/¥ decays by
the Crystal Ball.25 This state was confirmed in exélusive decays of the
¥/ by the Mark Il experiment.2® Then in 1981, with double their sample
of ¥/ decays, the <Crystal Ball reported?? evidence for an nc’(3592)
candidate seen in the ¥/ inclusive photon spectrum.

The remaining chapters will present the final results of an analysis
of the inclusive radiative decays of 1.8-10¢ ¢/ and 2.2-10% J/V decays,
using the Crystal Ball detector. The corresponding integrated
luminosities are 3452 nb~! at the ¥/ and 768 nb-!' at the J/V. Strong
evidence will be presented for an 7.0(2984) and 7.7(3592) candidate.
Measurements of the radiative transition rates to the %3, X4, %2> Te»

and 7N’ states wWill be given, as well as measurements of the state’s

natural line widths.
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Chapter 11

THE CRYSTAL BALL DETECTOR

2.1 INTRODUCTION

The real power of the Crystal Ball detector lies in its excellent
calorimetry resolution for electromagnetic showering particles, and in
its high degree of spatial segmentation. As a total energy calorimeter
its sensitivity to electromagnetic energy deposition is essentially
100%, resulting from the 15.7 radiation lengths (L,3zd) of Thallium doped
Sodium lodide in the central detector, and 20 L.zg of NaI(T1) in the end
caps. This is equivalent to about one absorption length of Nal
resulting in =67% of the final state hadrons interacting in the
detector. The remaining =33% deposit about 210 MeV as minimum ionizing
charged particles (the energy deposition may be less if the particle
ranges out, and possibly more if it is negatively charged and interacts
with a nucleus). On the average about 504 of the total hadronic energy
is measured by the NaI(Tl). Although the efficiency for detecting
photonic energy is almost perfect, the detection of individual photons
depends on the spatial resolving power of the apparatus. It is with
regard to this last issue, 1i.e., the individual photon detection
efficiency, that the high degree of crystal segmentation really pays
off. The details of the central ball and associated detector components

are shoun in Figures 3 and 4 and discuised belou.
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Figure 3: The Crystal Ball Detector.

The ball hemispheres are shown in their closed position, corresponding
to the detector configuration during data acquisition. Note the twuwo
tunnel regions at the insertion point of the beam pipe.
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Figure 4: Artist’s Conception of the Crystal Ball.
Here the ball is shoun partially open to facilitate the artist’s
conception. However, during periods when data were not taken, the two
hemispheres and end caps were "opened" auay from the degrading radiation
environment of the beam to protect the critical Nal(T1).



The Crystal Ball was designed to operate in the center of mass
interaction machines, especially e*e” colliding beams, where the final
state phase space is fairly evenly spread over the near 4w acceptance of
the detector. A typical Js¥ or ¥/ event, ete” > «8 particles, wuould
produce a number of local energy deposits (called bumps) in the Nal(Tl).
The number wkould depend on the size of the local energy bumps and on hou
many of them overlapped within the spa{ial resolving capability of the
segmentation. This number would also be modified by additional local
energy deposits resulting from final state hadron-nuclear interactions
in the scintillator material uwhich would split away (designated as
split~offs)! from the parent particle’s impact point. Each bump with an
energy > 10 MeV became a final state particle candidate.

The identification of charged particles with the energy bumps uas
facilitated by a package of cylindrical magnetostrictive spark chambers
and multiuwire proportional chambers surroundihg the beam pipe.
Information from the central tracking chambers was used 1in the current
analysis to separate neutral candidates from charged for the inclusive
photon spectra. To achieve the basic design philosophy of the detector,
that the apparatus be as close to a 100% active calorimeter as possible,
the materials and construction of the central chambers uwere selected to
minimize their converter thickness. For a more detailed description of
the experiment than what follous, the reader is referred to the list of
references,?"% while a detailed description of the central

magnetostrictive spark chambers may be found in Appendix B.



2.2 EXPERIMENTAL LAYOUT

The SPEAR? e'*e” colliding beam facility at the Stanford Linear
Accelerator Center is a machine for circulating a single bunch each of
electrons and posiitrons in parallel but opposite oval orbits. The e~
and e*¥ bunches are made to collide at the two interaction regions,
where a detector can observe the final state and study the physics of
the process. The SPEAR ring has 230 meter minor diameter and 240 meter
major diameter. The bunch size is typically 2.6 c¢m long (oz) and less
than one millimeter in transverse dimension.

The Crystal Ball detector was enclosed in an environmental dry room
located in the SPEAR east interaction region (IR). Located directly
adjacent to the east IR was the experiment control room, which housed
the data processing electronics, the trigger electronics, the POP 11/755
data acquisition computer, and operator’s console. The detector proper
consisted of the following elements, as shoun in Figures 3 and 4.

13 The Central Ball with 672 Nal(T71) crystals.

2) The Central Tracking Chambers Package.

3) The End Caps: tracking chambers and 60 NalI(TI) crystals.
4) The Luminosity Monitor.

5) The Outer Hadron-Muon Separator (OHMS).

Since the Nal is hygroscopic and its optical properties would be
irreparably damaged 1if exposed to even a small amount of surface
hydration, the central Nal uas hermefically sealed in tus hemispherical
containers, The end cap crystals were individually sealed in thin
walled stainless steel enclosures. As an added precaution the dry room
maintained a constant temperature of (20£1)°C and a low humidity

(dew-point of -42°C) environment for the detector. Aside from



safeguarding the integrity of the Nal crystals, the dry room added to
the stability of the combined Nal and photomultiplier tube (PMT)
temperature sensitive output signals. The data from the OHMS part of
the detector uere not used 1in the analysis for this study. Located
outside the dry room wWere the 5008 KeV proton van de Graaff accelerator
used for energy calibration of the Nal(T1), and the prepulser, pulser,
and high voltage pouer supplies used for the spark chambers.

Data at the +tuwo resonances uwere collected over a period from
November, 1978 to April, 1981. The histories of the Js¥ and ¥’ runs are
summarized in Figure 5. During this period a wiggler magnet system was
installed at SPEAR. This system was designed to increase the beam
current ceiling and thereby the luminosity, in addition to increasing
the synchrotron 1light available to the Stanford Synchrotron Radiation
Laboratory, uwhich was alsoc conducting experiments at SPEAR. Data were
taken with the wiggler magnet both on and off. A QUantitative analysis
of the ¥ resonance vyield as a f{function of the wiggler magnet field
strength has already been given by M. Oreglija.? Table 1 lists the
typical beam currents and luminosities observed shortly after injection
and the average resonance yields for each run. Based on short term
tests the Js7¥ yield uwas found to be best with the wiggler magnet off. A
qualitative comparison of the V7 yield with the wiggler magnet

condition, as shoun in Table 1, indicates an improved vyield with the

magnet on.
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The integrated luminosities
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the Js/v and ¥’ resonances are shoun versus time.
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TABLE 1

Typical SPEAR Beam Currents and Luminosities after Injection.
Also shoun is the SPEAR uiggler magnet status, the trigger rate, and the
corrected resonance production yield.

RUN  WIGGLER BEAM LUMINOSITY TRIGGER RESONANCE

CONDITION CURRENT (ecm~Z2sec™ 1) RATE YIELD RATE
{ma) {-103¢%) (H2) (Hz)
J7y v off 4.8 0.48 2.6 1.08
J7y 2 off 5.1 0.52 2.4 1.01
J/y 3 off 4.9 0.31 2.4 0.74
v off 8.4 1.2 2.1 0.52
¥’ 2 on 11.8 1.9 3.5 0.72
¥/ 3  on 11.3 1.8 3.2 D.66
v, 4 on 11.4 1.8 3.2 0.66
¥, 5  off 9 1 2.5 0.44
¥/ 6 on (85%) 12.2 1.4 4.0 0.70
v 6  off (15%) 7.6 0.7 2.8 0.45

2.3 JHE CENTRAL BALL

As shown in Figure 3, the central ball!? consists of tuo hemispheres
of 336 Nal(T1) crystals each, positioned one above the other around the
SPEAR beam pipe. During normal data taking the two hemispheres are
closed to within about 2 mm. Tuwo tunnel regions on opposite sides of
the ball, where 48 crystals have been removed, allow for the insertion
of the beam pipe. A central =#50 cm diameter hollow dome surrounds the
beam pipe and central tracking chambers.

To understand the ball and crystal geometries,? begin with a hollou
sphere. Figure 6 shows how the surface is divided into an icosahedron.
Each of the 280 triangular faces (major triangles) is subdivided into 4
triangles <(minor triangles). These in turn are subdivided into 9
crystal triangles. Their vertices are projected back onto the surface

of the sphere to obtain the final crystal geometry.
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Figure 6: Construction Geometry for the Central Ball.
Note the single layer of crystals surrounding the tunnel opening.
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s shoun in Figure 7, each crystal has three longitudinal edges
constructed from radii extending from the interaction point. The
crystals ‘are 16 inches lTong with triangular c¢ross sections tapering
touwards the IR. An inscribed (circumscribed) circle subtends a full
cone angle of #6.5° (=212°) wWwith respect to the IR. To ensure proper
internal light propagation and inter-crystal optical isolation, each
crystal uas individually urapped in reflector paper and aluminized foil
(aluminum foil for the bottom hemisphere and aluminized Mylar foil for
. the top hemisphere).' The scintillator 1light output traveled through a
21 inch air gap, glass windou, and another 2 inch air gap before
entering a two inch diameter PMT.V!?

After the crystals uWere fabricated, they were individually
compensated for longitudinal linearity by sanding the crystal sides.
This was done 1o control the scintillator light propagation inside the
crystal. The goal uwas to achieve a uniform pﬁlse height from an
attached PMT as a '37Cs source uwas moved longitudinally along the
crystal side. The depth of maximum shower development for photons
increases with the log of the photon energy. Although this compensation
removed a logarithmic bias in the photon energy, it introduéed random
inter-crystal energy dependent calibratien errors. Based on the knoun
compensation curves, signal output versus longitudinal pOSition of the
137¢s source (a few typical examples are shoun in Figure 8), these
errors are known to be *(2-3)%.

The resulting configuration provides 94% of 41m solid anglé coverage.
Those c¢rystals immediately surrounding the tunnels uwere shaved to

smaller dimensions than the remaining standard crystals, to allow
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Figure 7: Individual Crystal and Photomultiplier Tube.
Each crystal is individually urapped in reflector paper and aluminized
foil (not shoun). The small triangular end is typically #2 inches on a
side, and the large end is typically 25 1inches on a side. Due to the
construction technique there uwere 11 different sizes of crystals.
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Figure 8: A Feu Typical Crystal Compensation Curves.
The signal output from a 137Cs source positioned along the side of a
crystal is plotted versus the longitudinal position of the source. The
signals were normalized by their averge value.
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adequate cable access to the central chambers. Taking this into
account, plus the finite size of the interaction region and the
requirement that there be an additional layer of c¢rystals surrounding
the central crystal struck by a photon, leads to an acceptance of 85% of

dn  solid angle for clean photon detection and the best energy

measurement.

2.4 JHE CENTRAL TRACKING CHAMBERS

2.4.1 Magnetostrictive Spark Chambers

Tuo cylindrical magnetostrictive spark chambers (MSSC), each with tuo
spark gaps, provided data for accurate charged particle trajectory
reconstruction. Appendix B gives a detailed description of the central
MSSe. Basically, the construction details for the MSSC and multiwire
proportional chambers (MWPC) cylindrical shells Qere the same. The
conductive surfaces uwere formed from eiched copper (MSSC) or aluminum
(MWPC) coated Mylar. For the MSSC 1.5 and 2 mil copper on 5 mii Mylar
was used, while for the MWPC 0.5 mil atuminum on 2.5 mil Mylar uwas
chosen. Laminated ﬁylindrical shells made from the metallized Mylar,
epoxy, and Styrofoam were used as the basic chamber building blocks.
Different diameter shells uwere concentrically connected using spacers at
their ends to form the chambers. The final structure wuwas extremely
rigid, even though the shells were only 1.5 mm thick and up to =15 cm
in radius, as shoun Figure 9.

Both MSSC had a similar design except for dimension and cross plane

angles. The following structures are noted when moving from the inner

to the outer surfaces:
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The MWPC construction is shoun in figure (a), uwhich exemplifies the
cylindrical geometry used for the central chambers. Figure (b) shouws a
cross section schematic of the chamber system as it was installed at

SPEAR.
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1) inner shell.
a) shield ground plane (1.5 mil Cu)d.
b) H.V. return ground etched cross plane gap 1 (1.5 mil Cu).
2) spark gap 1 (90% Ne and 107 He)d.
3) middle shell
a) H.V. etched straight plane, gap 1 (1.5 mil Cu)l.
b) tuo non-etched H.V. return current planes (2 mil Cu each).
c) H.V. etched straight plane, gap 2 (1.5 mil Cu).
4) spark gap 2.
5) outer shell.
a) H.V. return ground etched cross pltane gap 2 (1.5 mil Cu).

b) shield ground plane (1.5 mil Cul.

The etched copper tracings uere 0.012 inches wide with a 1.0 mm center
to center spacing. In general, the tuwo cross planes uere of opposite
helicity to reduce ambiquities in track reconstruction. The chamber
cross planes wuere inclined 30° for the inner chamber and 45° for the
outer chamber. Both chambers, including the end cap MSSC, used the same
gas mixture. The inner chamber covered 94% of 4w, while the outer
chamber covered 71% of 4w solid angle.

Since the spark chambers had to be pulsed, their data were not used
by the trigger logic. Information from the central ball and MWPC was
used for trigger determination. Once a trigger was asserted, a high
voltage pulse +to the spark chambers uas initiated. If an ionization
track was present in one of the MSSC gaps due to a charged particle,
then a spark in that gap might occur. The ensuing current pulse along
the chamber’s etched wWwires wuas detected using the magnetostrictive
effect. The resulting acoustic pulses were converted to electrical
signals, then amplified, and finally digitized in the conirol room. The
raw data indicated the point on the chamber c¢ircumference, projected

along the etched wire, where a charged particle had passed.
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Following a trigger, by 21 ms, a 350 volt ion clearing field pulse
was applied to the chambers for a duration of =15 ms. In addition a
constant field of 10 volis was app]ied at all other times. The combined
effect wuwas to remove the uncombined ions resulting from the spark

discharge.

2.4.2 Multiwire Proportional Chambers

A single cylindrical multiwire proportional chamber® (MWPC) with two
gaps was sandwiched between the tuo MSSC’s. The MWPC subtended 83% of

41 sr. Moving' from the inner to ocuter surfaces the structure was as

follous:

1)  inner shell
a3 shield ground plane
b) etched negative H.V. cathode cross plane (62°) for gap 1
2) inner gap 1 (90% Ar and 10% CO»)
a) 5 mm gap
b) 144 signal anode wires at H.V. ground
¢} 5 mm gap
3} middle shell
a) plain negative H.V. cathode plane for gap 1
b) plain negative H.V. cathode plane for gap 2
4) outer gap 2
a) 5 mm gap
b) 144 signal anode wires at H.V. ground
c) 5 mm gap
5) outer shell
a) etched negative H.V. cathode cross plane (80°) for gap 2
b) shield ground plane

The anode wires uere 0.02 mm gold plated tungsten with a spacing of 24.5
mm. The MWPC data consisted of a list of wires with signals above the
noise level, and the analog signals from the etched cathode strips. In

general the MWPC spatial rescolufion was coarser than for the MSSC,

although the MWPC ahode wires had a substantially better efficiency (see
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Table 2). For these reasons the MUPC information was only used for

identifying (or "tagging™) charged particles and not for reconstructing

charged particle trajectories.

TABLE 2

Central Tracking Chamber Performance.
The values given are for a single MSSC plane, MWPC anode Wire plane, or
MWPC cathode strip plane and pertain to inclusive hadronic decays of J/¥
and ¥7. The resolution for a track crossing N gaps would be =N"1/2
better. Also, the polar angle resolution contains a contribution due to
the wuncertainty in the measured interaction z vertex (o, =2=0.8 cm ;
. ranges from 10-100 mr at the chambers).

CHAMBER FWUHM AZIMUTHAL FWHM POLAR EFFICIENCY
RESQOLUTION (mr) RESOLUTION (mr) (%3

Inner MSSC  25%5 ’ 150%20 70-75

Quter MSSC 25%5 11515 70-75

MWPC gap 1 35*2 95-180 90-98 (anode oniy)

MWUPC gap 2 35*2 75-137 90-98 (anode only)

2.5 END CAPS

The end caps were intended to increase the solid angle c¢overage of
the detector, providing both energy deposition information and charged
particle tracking. Fifteen standard Harshaw manufactured hexagonal 20
Lerad NRI(T1) crystals were used in each of the end cap quadrants (see
Figures 3 and 4). Tuo gaps of magnetostrictive spark chamber'? uwere
placed directly in front of the crystals. This brought the solid angle
coverage to 938% of 4w sr.

End cap data were used in the selection of hadronic decay events, and
as an additional source of candidate photons for % reconstruction. No

end cap particle information was included 1in the inclusive photon

specira.
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2.6 BATA ACQUISITIGON

The PMT analog pulses uwere fed to the counting house, where they were
integrated and held on capacitors for digitization.3 Using CMOS
suitching, the integrate and hold pulses uere sequentially connected to
a 200 MHz Tracor Northern 1213 rundown 13 bit ADC (8192 channels) for
digital processing. To accomodate the desired dynamic range in photon
energies and not permit the ABC to limit the detector’s resolution,
required each PMT signal to be digitized at tue gains. The lou channel

corresponds to a low energy deposition and is fed from the higher gain

circuit. The high channel is best suited for high energy deposits and
is fed from the lower gain circuit. This way a single ADC can handle
both channels, increasing its dynamic range. For this experiment the

high gain was set for 0-200 MeV and the louw gain was set for 0-4 GeV.
Fast-out analog sums of 9 crystals (corresponding to minor triangles)
were available for trigger purposes.

Two independent harduare trigger systems, both using the fast-out
analog signals from the central ball in coincidence with the beam cross
and MWPC information, evaluated the trigger assertion. The touer
trigger system,’*'Y uwhich was a compact TTL logic system, performed
analog summations corresponding to various geometries with in the ball;
e.g., 1) the total ball energy excluding the tunnel modules (Etot) and
ii} a couni of the humber of major triangles uith energy above =110 MeV
(NMT), the near minimum energy deposition due to minimum ionizing
particles traversing 16 L,.3q of Nal. In addition the tower irigger
harduare interrogated the MWPC readout harduare to obtain the number of

groups of 8 contiguous wires, with at least cne hit in coincidence from
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each gap (Nbpgyued. Table 3 gives a list of touwer triggers and their
thresholds used for the data in this study. The primary trigger
consisted of an "OR" of these tuwo triggers, in addition to one and

sometimes two other triggers which were not used in this study.

TABLE 3

Primary Trigger Scheme
NMT, Nlpwe» and Ejot are explained in the text. A small part of the
early running for both J/¥ and ¥’ had the total energy threshold set at
1.7 and 2.0 GeV, respectively. This trigger had an active solid angle
of 84%Z or 827 of 41 sr, depending on whether or not the tunnel boarder
crystals uere included in the trigger hardware energy summations.

TRIGGER LOGIC Etot THRESHOLDS (GeV)
J7y v’
Total Energy: Etot > 1.1 1.1
Multiplicity: (NLpuwe > 0)-(NMT = 2) -Eqot 2 g.14 6.14
(NLpwe > 0Y-(NMT = 3)-E¢ot > 0.14 0.14
(NMT 2 4) ' Eiot ¥ 0.14 0.14

The other trigger system? was constructed from modular NIM logic.
This system, which uwas somewhat redundant to the touwer trigger in
function, made harduware analog sums for the top, bottom, and full ball.
The top and bottom were each rgquired to pass a 140 MeV discriminator
and ﬁhe total energy had to be 2 650 Mev. Constant fraction
discfiminators were used to provide timing information. To satisfy the
timing requirement, the signals had to be present within 8 ns of the
beam cross. The NIM trigger, with an active solid angle of 94% of 4n
sr, Was combined as an "OR"™ with the primary touwer elements to make the
highly redundant and thus dependable final trigger. Studies of the

trigger requirements using Monte Carlo simulated events (see Appendix C)

- 31 -



show the trigger efficiency to be 2997 for inclusive hadronic decays of
the Js7¥ and ¥7/.

Following a trigger assertion a general event hold pulse is issued by
the primary trigger logic. This signals the pending acquisition of the
processed data by the Data Acquisition Program® running on the PDP
117755 combuter. By way of a CAMAC interface!5 the information from
each element of the detector is read into the computer memory. The data
are stored both i) in internal buffers to be written to magnetic tape
for offline analysis, and ii)> in common block areas for online program

analysis. Tuo Digital Corporation tape drives handled the data 1/0.

2.7 CALIBRATION

Pericdic calibrations® using i) '37Cs as a 0.661 MeV gamma ray source
and i1) a Van de Graaff to generate 0.34 MeV protons for the reaction
19F (p,a)!%0%, resulting in a 6.31 MeV gamma ray from the '60% decay,
Were made on approximately tuwo uweek intervals during the runs. The
pedestals for each crystal were sampled at the same time. The results
of the calibration 1led to a determination of the high and 1lou channel
pedestals and the lou channel slope. 1t was convenient to parameterize
the high channel slope as a ratio of the high channel slope to the lou
channel slope. The ratios were set by comparing the ADC values for
crystal energy depositions within the range of both the high and lou
channels simultaneously (120-200 MeV).

Using Bhabha events, ¥y events, and direct ete- decays of J/¥ and ¥/,
collected over the tuo uweek period corresponding to the '37Cs and Van de

Graaff data, it was possible to correct the initial calibration and
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substantially improve the resolution. These events yielded a clean
sample of monoenergetic pairs at the known beam energies, 1.5475 GeV at
the J7¥ and 1.8420 GeV at the ¥7/.

Each major run was preceeded by a carefu] scan of the resonance peak
as a function of the SPEAR beam energy. The peak set point was easily
held to within 0.2 MeVv. The chromatic dispersion in the beams has a
sigma of ¢ 1.2 MeV. This will broaden the Bhabha contribution to the
peak, but not the direct resonance decay contribution. However this
statistical broadening is negligib]e compared to the Nal(T1) resolution
which is =30 MeV¥ at these energies. It was found that about two uweeks
running on resonance produced enough e;e‘ and Yy events to make
statistically significant calibrations of each c¢rystals slope value.
The Bhabha calibration improved the resolution at 1.84 GeV by 2344 over
the '37Cs and Van de Graaff calibration alone.

There are several important consequences té this calibration
procedure. First, the calibrations are parameterized in a way that
assumes a linear relationship between the digitized value for the
crystal signal and the eneragy deposition in the crystal. This may not
be the case. For example the masses of slow 1%’s and #’s, calculated
from the invariant mass of their tuwo photon decay products, are both
stightly but significantly below their knowun masses (23% for the w® and
227  for the ). However, this result is complicated by possible
correlations between the ¥ energies andsor directions. Second,
calibration variations with a time constant of less than tuwo ueeks but
longer than a few hours, would be averaged over in the Bhabha

calibration measurement, and entirely missed by the short duration



'37¢ssVan de Graaff runs. A discussion of the detector’s energy

resolution may be found in Appendix F.
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Chapter 111

DATA SELECTION

3.1 INTROBUCTIGON

The data acquisition at SPEAR resulted in 25.7-10% J/¥ and 29.3-10%
¥/ triggers written to tape. 0f these triggers only =1.9-10% and
1.8-10% are hadronic‘deoays of Js¥ and ¥/, respectively. The remaining

triggers resulted from a combination of background processes:

Removable Backgrounds

1) Cosmic rays intersecting the ball within the trigger timing windou
(termed cosmic ray events).

2) Dedgraded e*/e” from the beams which shouer in the Nal(T1), or etse-

in the beams interacting with residual gas atoms in the vacuum pipe
{termed beam gas events).

3) QED reactions, e‘e” = e*e”, p*uw~, or ¥y, including single photon
radiative additions to these reactions (termed QED events). Direct
resonance decays to lepton pairs are also included in this category

(ie. J/Y or ¥/ > 2*2°).
Non-removable Backgrounds

4) HNon-rescnance hadron production, ete” < hadrons not via J7¥ or ¥/

(termed non-resonance events).
The goal in the data selection process uas to efficiently retrieve the
hadronic decays while minimizing the inclusion of the background events.
It was found that each of the above backgrounds, except the
non-resonance events, had a characteristic signature allowing it to be

effectively removed. The residual contamination due to backgrounds 1)
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through 3) above amounted to 0.8% for the J/v sample and 1.5% for the ¥/
sample. The number of non-resonance background events was calculated to
be 17-10% at Js/¥ and 53-10° at v/, and no attempt was made to remove
them from the sample. The characteristics of the 1inclusive hadronic
decays uere sufficiently different from the backgrounds te allow for a
94% efficiency in the data selection. A description of the parameters
characterizing the classes of events and the details of the selection
criterion will be discussed bhelou. During this discussion, the use of
the term "background™ shall refer to the first three classes of gvents

only.

3.2 INTERPRETATION OF JHE CRYSTAL ENERGIES

To minimize the event selection bias and to simplify the Monte Carlo
simulation of the inclusive hadronic decays of Js/¥ and ¥/, it was
decided to use only the crystal energy data and some properties derived
from this in the event selection. No information was required from the
central or end cap tracking chambers. | Cosmic ray and beam gas events
were removed solely on the basis of their spatial energy deposition
pattern in the NalI(T1). The QED event selection required the more
sophisticated determination of particle track information (i.e., the
number of tracks and their energies). Note that the use of the word
"track”" in this study refers to both neutral and charged tracks.

Aside from the analysis which Jleads +to the isalation of the
individual tinal state particles, to be described below, each event may
be analyzed as a unique pattern of energy. This 1ead$ to tuwo

interpretations of an event: i) a mixture of isolated and sometimes
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overlapping energy depositions produced by the final state particle
interactions in the detector, and ii) a pattern of energy deposition
characteristic of a particular class of event. Three parameters uere
used 1o quantify the patterns. These uere the event’s total
multiplicity, total energy, and asymmetry, as uill be discussed in
Section 3.4. Follouing is a description of the particle identification
and track reconstruction techniques. This information is pertinent to
the QED event subtraction and to the inclusive photon analysis in
Chapter 1IV.

The crystal map has proven to be a useful mode of graphically
displaying the energy deposited in each event. Figures 10 and 11 shou a
Js¥ hadronic decay, a cosmic ray event, a beam gas event, and a J/¥
radiative QED event. The map projections are made by dividing the ball
along it’s major triangle boundaries, and then unfolding 1it. Each
crystal is projected as a small triangle, with it“s energy inscribed.
The tunnel regions appear as hexagonal holes. Any energy deposited in
the end caps is indicated in these holes. Readily visible are clusters
of crystals with non-zero energies, corresponding to points of impact by
the reaction products. Also apparent 1o the eye are the widely
different patterns of energy distribution in these typical events.

It is clear from Figures 18 and 11 that most clusters appear to
result from a single particle. This means that there is one central
crystal with the maximum energy, surrounded by crystals with lesser
energies which can be attributed to the shouwer of a single particle
striking the central crystai. Some examples of energy clusters

(connected regions) are shown in Figure 12. An isolated minimum
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Figure 10: <Crystal Energy Maps-I1.
The top figure (a) indicates a typical J/¥ hadronic decay. It is not
possible to distinguish this event from a ¥’/ decay. The bottom figure
(b} illustrates a cosmic ray traversing two lines of crystals separated
by the inner hollow dome of the detector. Tracks identified by the
standard production analysis are printed at the left.
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' Figure 11: <Crystal Energy Maps-II.

A ?yp1ca1!y asymmetric beam gas event is shoun in the top figure (a),
while a radiative QED event at Js¥ is shoun in the bottom figure (b)
The energy of the crystal indicated by "®%%" g shoun above the map
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jonizing particle sometimes provides an extreme example of the single
bump connected region, where all the energy of the cluster is contained
in one crystal. Electromagnetic showers are examples of very regular
energy deposits, both in the longitudinal and lateral development of the
shouer. Their fluctuatiﬁns are relatively smatll, though occasional
large fluctuations do occur. As a contrast, interacting hadrons produce
extremely varied energy patterns in the Nal(T1). Their fluctuations are
large and irregular when compared to electromagnetic shouers.

In addition there are multiple bump clusters, where the energy
depositions of several particles may overlap (see Figure 12). In these
cases the individual bumps had to be unfolded from the main clusters
using the bump discriminator algorithm.! The analysis began by finding
connected regions of energy defined as follous:

A coﬁnected region is a cluster of contiguous crystals atll

with an energy greater than 10 MeV. Contiguous means

crystals touching at either their vertices or their sides.
The bump discriminator algorithm was then applied +to each connected
region to determine the number of particles within the region.
Initially there is only a single identified particle (bump), wuhich is
associated wuwith the c¢rystal containing the maximum energy in the
connected ragion. Each crystal in the connected region uas tested to
see if it’s energy could be explained as a probable shouwer fluctuation
of this bump. An empirically derived envelope function was fine tuned
on the data to most effectively discriminate true particle bumps from
shower flucituations by hand scanning events. This necessarily required

walking a fine line between, on the one hand, finding tos many fake
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bumps due to fluctuations, and on the other hand, introducing a large
detection inefficiency by radically suppressing fake bumps and real
bumps. In the search for neuw bumps the energy of the 1ith crystal is
compared to the empirically estimated maximdm energy for the iin crystal
resulting from a fluctuation of a showering particle striking the bump

crystal. The envelope function is parameterized by the intercrystal

opening angle, ¢, as followus:

Eb , for ¢ < 120
f($) = Ep-0.72-exp(-9.4-(1 - cos#)), for 12° ¢ ¢  45° (111-13
0 ,» for ¢ > 45°

where Ep is the energy of the particle striking the bump module (the 24
was used for estimating Ep, see below). The itn crystal is considered
another bump if E; > f(&;). This process is repeated until each of the
modules in the connected region has been explained as either a bump or a
fluctuation of an existing bump.

The multiplicity of the event refers to the number of observed
discrete energy bumps. Each bump became an impact site for a particle
candidate and was associated with a track 1in the event track bank. on
occasion, the charged particle trajectory reconstruction programs, uwhich
used only the central spark chamber data, weuld find a track which uas
not associated with any energy bump in the detector. A hand scan of
some of these events revealed the cause: charged particle trajectories
were fit individually to roads of spark chamber hits. only after all
the tracks were fitted was the common interaction vertex determined.
The trajectories were then displaced to intersect the vertex. Sometimes

a poor initial vertex determination would move the trajectory far enough
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away from it’s itrue energy bump to destroy the correspondence. The
result uwas a charged track uith zero energy. As a coﬁsequence the true
charged particle energy deposit became a fake "photon.™ To remove the
overcounting bias the multiplicity was defined as the number of bumps
rather than the number of tracks.

Tuo generically different methods for measuring the particle’s energy
deposition were employed in the standard event analysis. The energy
sort algorithm? (ESORT) wuas the more sophisticated method in that it
attempted to unscramble overlapping shouers. It saorted each crystal’s
energy, determining what fraction belonged +to each particle. In most
cases each crystal’s entire energy was attributed to a single particle.
With regard to multiple bump energy clusters, the ESORY method achieved
the maximum possible spatial resolution which was set by the resolutiaon
of  the bump discriminator. The algorithm was fine tuned on
electromagnetic shouers, since their energies uefe the most reliably
measured.

In contrast, the much simpler 313 algorithm estimated the particle’s
energy as the sum of a geometrically fixed pattern of crystals
surrounding the bump module; usually 13 crystals were involved (see
Figure 13), although bumps at the major triangle vertices involved only
12 crystals. In practice, the distribution of the number of crystals
uith an energy > 0.5 MeV used in the 3213 energy calculation, peaked at 8
crystals nith a standard deviation = 3 crystals. This method made no
attempt to unscramble overlapping energy deposits. on the one hand, it
systematically underestimated the energy of electromagnetic shouwers, by

not including the average #2.2% of energy deposited outside the 213. On
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the other hand, it suffered from a systematic overestimate of the
particle’s energy, 1if another particle impacted sufficiently close by.
In this case there uwas a double counting of the deposited energy since
the two 213’s overlapped. This was remedied by requiring that the
interparticle opening angle, 8;j, satisfy cosf;; ¢ 0.85. With this cut,
the 213 energy estimate yielded a slightly better resolution than the
ESORT mesurement, but at the expense of a reduced acceptance for
particle detection.

Since obtaining the best resolution is c¢ritical to the analysis of
the inclusive photon spectra and the search for small signals, the 213
energy estimate was choéen. The final particle energy was calculated

using the follouwing equation:
Etrack = 213-PCORR/0.978 (111-2)

where the factor 0.978 corrects for the 313 underes{imating bias and the
PCORR term represents a position correction3 to the energy based on the
estimated impact point of the photon relative to the crystal sides and
vertices. On the average, showers near a ckystal vertex have a
proportionally larger energy 1035 than showers near a side or a center.
The PpORR correction improved the resclution at 1.84Gev by =264 over the
reso]ﬁtion resulting from the 137¢s, Vvan de Graaff, and . Bhabha
calibrations alone (see Section 2.7).

The photon directions were calculated wusing the energy uWeighted
average of the bump module neighbor c¢rystal centroids (a modified
centroid estimate), plus a correction for the known bias? in this

estimate. From Monte Carlo studies the centroid estimate alone is knoun
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Figure 13: Geometry of the }13 Crystal Pattern
Also indicated are the bump module (21) and the 24 modules. The 22max
modules includes the bump module plus wuhichever module is the next
highest in energy with in the 313, which may or may not be in the Ya.
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to be biased towards the center of the bump module, away from the
vertices. An empirical correction was added which shifted the centroid
¥ direction towards the nearest vertex paraliel to the nearest crystal
side. The resulting photon trajectory re;onstruction algorithm® uas
tested by adding Monte Carlo photons, at various energies, to real J/vy
events and then comparing the analyzed Monte Carlo ¥ direction to the
dialed ¥ direction. See Appendix C for a discussion of the Monte Carlo
technique. The photon angular resolution obtained in this way is

plotted in Figure 14.
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Figure 14: Neutral Tracking Resolution.
The photon tracking resolution, for the algorithm SHOWER,Y is plotted as
a function of the Monte Carlo ¥ energy, for ¥’s generated at z = 0.0 in
an environment of inclusive Jsv hadronic decays. An additional =157
degradation 1in resolution is expected to result from a distributed
interaction vertex (z # 0.0). Comparable results were obtained for the

standard production analysis photon tracking routines.
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3.3 BACKGROUND DATA SAMPLES

The event selection criterion were tuned on a combination of data
samples and Monte Carlo simulated events (for the latter see Appendix
). Special runs uwere made at SPEAR with the e* and e~ beams separated,
to produce a data sample including only cosmic ray and beam gas events.
This was done several times during the data acquisition to average over
slight variations in SPEAR performan§a and the trigger conditions.
These special runs were set up with the following procedure: Electrons
and positrons were injected into the SPEAR ring and made to collide as
during the normal data acquisition. After colliding for a short time to
allow the SPEAR operators to stabilize the orbits, the beams wuere
separated and the data acquisition begun. In addition, a few runs uere
made without beams present. Thesé cosmic ray data precisely duplicated
cosmic rays logged during the data acquisition, since the trigger timing
coincidence came from the R.F. oscillator at SPEAR, and did not require
the presence of heams.

As the QED process e*e” = p*u~ and the direct decays Js7¥ and ¥/ -
p¥p- produce events very similar to cosmic rays penetrating the central
hollouw sphere of the ball, they uere studied with the data samples
mentioned above. A second class of events involving e*e~ - e'e (7)),
ete” » 9y(¥), and the direct decays J7¥ and ¥/ - ete- uwere lumped
together in a category termed shouering QED events. Generally they
deposit about twice the beam energy in two symmetric energy patterns.
The non-radiating two body final state channels were easily removed with

a multiplicity cut, which rejected events with ¢ 2 tracks, as discussed
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belou. The difficulty arose in selecting out the radiative 3 and
occasionally 4 body final states, without also removing interesting
decays of the ¥/, eg. ¥/ = XJ/¥y - Xete~. The electron and positron in
the J/v decay are eﬁergetic and so, resemble a QED event.

The effectiveness of the showering QED event selection criterion uas
studied using a variety of enriched data samples and Monte Carlo events.
Compared to the J/¥ and ¥’/ resonances, the data taken at Epeawm = 1.835
GeV, just below the ¥/ resonance, and at Epegm = 2.0-2.5 GeV, above the
. open charm threshold; shoued a relatively stronger shouwering QED signal.
These off resonance events had proportionally far fewer hadronic decays.
In addition a select sample of events fitted to the channel,®

V> yYJsY > yvete”
was used to tune the QED criterion and reduce the 1loss of this signal.
The rejection efficiency was evaluated using a J/7v = 37, QED Monte
Carlo.
To evaluate the overall inclusive hadronic decay selection

efficiency, Monte Carlo events were generated for each of the processes:

¥/ -2 hadrons

Vo> yxy

Ls hadrons
v > Yne’

Ls hadrons
v/ > ¥Nc

Ls hadrons
J7¥ » hadrons
J7¥y > Yne

Ls hadrons

The term "hadrons™ refers to a phase space distribution of pions, etas,
and kaons in reliative proportion to the known hadronic decays of J/¥ and

¥/. In addition, the channels with significant branching fractions uere
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explicitly included. The generation procedure and details of the Monte
tarloc program are given in Appendix C. The simulated events were
analyzed identically to real data. The number of events passing the
event selection cuts uwas used to determine the efficiency for each
channel. Similar efficiencies were measured for all the channels in the
range (34-95)% except for ¥/ = ¥ne and ¥/ > yxjy = vYJ/¥ where a value of

(95-97)7% was cbtained.

3.4 BEAM GAS AND COSMIC RAY SUBTRACTION

A loose set of minimal cuts was applied to all the raw data during
the standard produétion analysis (see Table 4) to remove the most
glaring cosmic ray and beam gas backgrounds. These cuts resulted in a
#30% reduction in the number of rauw triggers and are included for
completeness, although they are far outside the much tighter criterion
used in the hadron selection. All further discussion of the data sample

selection refers to those events which had passed the minimal cuts.

TABLE 4

List of Minimal Cuts Applied to All Data.
These cuts uere imposed on the raw data early in the production analysis
to remove the most obvious cosmic ray and beam gas backgrounds. Ehalf+z
and Ens1f-z are the total energies in the +z half and -z half of the
detector, respectively, 1including the end cap energies. A connected
region is defined in the text.

REJECTION CRITERION

Standard Production Analysis Minimal Cuts:

1) Etot 2> 10 GeV, or
2) Ehalfez € 20 MeV, or
3 Ehalt-=z € 20 MeV, or
4) Humber of Connected Regions ¢ 1

- 51 -



As mantioned previously, three quantities were found to adequately
‘classify the event patterns. These uere: i) the event’s total
multiplicity, ii) the event’s total energy, Eigt, and iii) the event’s
asymmetry, Asym. Figure 15 shous the multiplicity distributions for
uncut J/¥ and ¥/ data, separated beams data, and enriched QED data at

Ebeam » 2 GeV. The total energy is calculated by summing all the

crystal energies:

Etot = 2Ej (111-3)

where the sum runs over ail the central and end cap crystals with an
energy E; > 0.5 MeVv. Figures 16(c) and (d) contains histograms of Eiot
for the separated beams data, and the enriched QED data. These may be
compared to Figures 16(a) and (b) showing the Etot distributions for
unselected J7¥ and ¥/ evenits. The principle features in the spectra are
indicated in the figure captions.

Coarse background rejection cuts uere applied to remove the bulk of
the shouering QED, beam gas, and cosmic ray events. These cuts were
near but cutside the final cut windows. They are summarized in Table 5.

The asymmetry parameter, Agym» is defined as:

IYAGE;1
Agym = ———— (I11-4)
Etot
where nj is the unit vector pointing to the center of the ith crystal,
and the sum runs over all the crystals wuwith an energy Ej > 0.5 MeVv.
Alone, the asymmetry does not adequately separate the event classes.

Also the Agyn parameter was not used in the removal of QED events.
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Figure 15: Multiplicity Distributions.
The event multiplicities are shown for the unselected data in Figures
(a) and (b), the separated beams events (c), and the enriched QED data

(d). Note the high preponderance of background events in the lou
multiplicity channels and the broad bump centered at a multiplicity of
28 in the resonance data indicative of the hadronic signal. A cut uas

made on events with a multiplicity ¢ 2.
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Figure 16:

Total Energy Bistributions for Js¥ and ¥’ Decays

Figures (a) and (b) give the Etot distributions for unselected J/¥ and
¥/ events. The background data is shoun in figures (¢) and (d}. The
peak at the low energy end is produced by the trigger threshold acting
on a sharply rising beam gas and cosmic ray background. The hadronic
signals are clearly seen in the resonance data centered at =18060 MeV.
The peaks at 2-Epaam are due to ete~ = e‘e-, efe” » 77, radiative
contributiocns ioc these channels, and all neutral final states. At ¥’

there is an addtional contribution from ¥/ = XJs¥ - Xete~, where X is an
all neutral combination of particles.
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TABLE 5

Coarse Background Rejection Criteria

REJECTION CRITERION Jsy v’

Coarse Background Rejection Cuts:

1) Humber of Tracks ¢ 2 2, or
2) Eiot ? 3445 MeV 4100 MeV, or
3) Eiot ¢ 656 MeV 800 MeV.

The pattern cut best suited for the removal of beam gas and cosmic
ray events at the Js/¥ and ¥’ resonances is clearly seen in- the tuo
dimensional energy-asymmetry space. Figure 17 shous a scatter plot for
the separated beam events and for the off rescnance data. The quantity
Etot is plotted on the vertical axis and the Agymy on the horizontal
axis. Two regions are populated by the cosmic rays. The first region
is at a total energy of #420 MeV and a range of asymmetry values betueen
0.0 and 0.4 corresponding to cosmic rays traversing the center of the
detector. The second region is at a total energy of 2600 MeV and at a
larger asymmetry of 0.5 to 080.9. These are cosmic rays with trajectories
missing the hollow inner dome of the detector. Their longer fiight path
in the Nal results in a heavier energy deposition. Also evident are
energetic showering cosmic rays, most of which are highly asymmetric.
The beam gas events are concentrated in the region Etgt { Ebeams» Since
they result from a single beam particile. They cover a uwide range of
asymmetry. Both backgrounds are seen to contribute a small
contamination in the 1-2 GeV, moderate asymmetry portion of the plot,

nhich is within the hadronic event selection windou.
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The two dimensional energy-~asymmetry decigion function was chosen to
strongly suppress the backgrounds. It can be seen as the curve and
lines drawn on the scatter plot. The selection function was scaled by
the beam energy to accomodate both the J/¥v and ¥/ data. For comparison,
the unselecied resonance data 1is showun in Figure 18. The hadronic
signal is centered in the region 2-3 GeV and Agyy < 0.4. Also evident
is the strong showering QED signal at Eiot = 2Ebesm and Asym < 0.1,
Table & summarizes the explicit form of the final energy-asymmetry cut.

Approximately 1% of the rétained events were found to have been
triggered by the NIM trigger alone. A single energy cut uwas found to be
sufficient for selecting a clean sample of these events. In addition,
¥/ events from the 1381 data acquisition which failed the selection cuts
were kept anyuay if they contained the inclusive process J/7¢ = 2%2°,
This contributed an additional =2% to the retained data sample, mostly
from V4 - f1wdsy > wmetnT, uwhich uwere otherwise removed by the

energy-asymmeiry cut.
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Figure 17: Energy-Asymmetry Plot for Background.
The top figure (a) shous the distribution of separated beam events in
the two dimensional energy-asymmetry space used for the selection of
hadronic decays. The cut is indicated by the drawn curve
The bottom figure (b)) 1is the same distribution for off-
Note the concentration of QED events at high energy
with a tail leading to lower energies
tunnel crystals being included in the

and lines.
resonance data.
and low asymmetiry,
and higher asymmetries due to the
trigger energy summation.
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Figure 18: J/¥ and ¥/ Energy-Asymmetry Scatter Plots.
The energy-asymmetry distributions for J/¥v and ¥’/ colliding beam data is
shoun in the top (a) and bottom (b) figures respectively. The draun
curve and lines indicate the cut chosen to optimize the rejection of
backgrounds and the acceptance of hadronic decays.



TABLE 6

Beam Gas and Cosmic Ray Event Rejection Criteria
The typically louw energy ands/or highly asymmetric background events uwere
removed with the follouwing cuts. Different cuts were applied to those
events which triggered the NIM trigger and not the tower trigger. They
contributed € 1% to final selected event sample.

REJECTION CRITERION

Events Triggered by the Touwer Trigger, and:

13 Asym > 0.7, or

2) Etot €< 0.4888 - Epeam - [1 + (Agyns/0.732-02],
Events not Triggered by the Touwer Trigger, and:

1) Etpt € 0.8 - Ebeanm-

3.5 QED SUBTRACTION

The showering class of QED events cén be seen populating the upper
left hand corner of Figure 18(al. This area is also populated by any
channel with all gammas ands/or electron-positron pairs in the final
state, as uell as ¥/ = qwlu~Jd/7v > atnete”. gf primary concern uwas
rescuing of the channel ¥/ - yyJds/¥ + yye*e~ from the the QED cut uwhile
still retaining a high efficiency for removing radiative showering QED
avents. 0f secondary importance uas the retention of the V¥’ - nnete-
channel as an important contiribution to the inclusive decay sample.
Table 7 summarizes the tuned cuts which accomplished this goal. About
98.3% of the QED Monte Carlo generated J/¥ - 37 events uere rejected,
while only about 7% of the ¥ > ¥yryete~ data sample were cut. The cut
also removed about 25% of the w*n-ete~ data sample. The efficiency for
accepiing some exclusive decay channels, like SINSYNIYYY Was
drastically reduced.

The shouering QED class of events uould generally be expected to have

Fiot = 2Ebeam- Houever, there is a small subclass with Etot as louw as
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0.7Epeam due primarily to shouer leakage into the empty tunnel region of
the detector uwhen one of the energetic e* or e- particles strikes a
tunnel boarder module. These events uere detected when the tunnel
boarder crystals were included in the trigger harduare energy summations
and were removed by the QED cut.

The quantity X = Etrsck/Ebeam Was used as the basic parameter in the
search for the remaining radiative QED triggers. Events having 2 3
tracks with x > 0.5 uere rare, comprising #0.1% of the unselected data
sample. A hand scan of these events revealed that they were mostly
ete vy with a hard radiative Y. These events were cut. Events having 2
tracks with x > 0.5 and a multiplicity of 3 were removed, since an
examination showed that they were dominated by ete~y and yyy radiative
QED processes. This cut removed about 75% of the QED 3y Monte Carlo
events and did not fit the topology for vve‘e™ or gwwete”. The remaining
two cuts [3) and 4) in Table 7] uere designed to suppress both the hard
and soft radiative QED processes uhere the energetic shouwers fluctuated
sufficiently to produce tuo or more bumps as recognized by the bump

discriminator algorithm.
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TABLE 7

QEB Event Rejection Criteria.
QED events were removed from the data sample with the following set of
cuts. Note that all the tuwo track {final states in the QED event class
will have been removed by the the preliminary cuts listed in Table 5.
The cuts here are designed to remove the radiative QED events. For each
track the quantity X = Etrack/Ebesm 1S calculated. The quantity
YX(xco.5) is the sum of x for each track with x ¢ 0.5. The quantity
Xmaxt(x¢o0-53 15 the track uith the largest x < 0.5.

REJECTION CRITERIA

Etot > 0.7 - Epeamr 2nd:
1) 2 3 Tracks have x > 0.5, or,
2} 2 Tracks have x > 0.5, and the multiplicity is 3, pr,
3) 1 or 2 Tracks have x > 0.5, and ?x(x<o-5; € 0.12, or,
4) 1 or 2 Tracks have x > 0.5, and ¥X(x<0-5) — Xmax(x<0-5) < 0.04.

3.6 RESULTS

The number of events surviving the data selection (Nobs) amounted to
21,8-10% each for both J/yv and V7. Some of these events are due to
background triggers not entirely removed by the selection process. The
contamination due to cosmic ray events uas-easily measured by examining
the trigger timing relafive to the beam cross signal, since cosmic rays
were entirely asynchronous and produced a flat background beneath the
hadronic signal. The beam gas contamination could not be measured in
this way as it was in time with the beam cross. Tuo estimates of the
beam gas contamination were made using information from the separated
beam data. The number of retained background events which uwere in time
with the beam cross were scaled by their beam currents and live time up
to the full resonance data sahples. This gave one estimate of the beam
gas contamination. A second estimate used the ratio of the number of

kept background events to the number of rejected background events

- b6t -



populating the high asymmetry-lou energy portion of the scatter plot
which were in time with the beam cross. Since it is virtually devoid of
hadronic final states, this region uwas used as a monitor of the number
oé beam gas events contaminating the full resonance data samples. Both
estimates gave similar valués. The QED contamination uwas estimated by
multiplying the ratio of the number of Monte Carlo 3y events passing the
selection cuts to the number removed, by the total number of 3 or more
track QED events cut from the full resonance data samples.

To calculate the number of produced resonances the background
contaminations were subtracted and a correction was included for the
selection inefficiency. The latter factor was composed of two parts:
i) a term for inclusive hadronic decays and ii) a term for the leptonic
decays of J7v and ¥7. The non-resonance backgound was calculated using

the formula,
Nrnonres = R'G(e*e‘*u*u')'ILdt (I11-5)

where R = 2.4*0.3 1is the measured® ratio of cross sections,
o(e*e >hadrons) to c(ete »p*pu~), off resonance, and fLdt is the total
integrated luminosity. This number is necessarily subtracted from the

corrected number of hadrons. The following formula was used for the

calculation.

(Nobs = Ncosmic ~ Nbeam — qud)
- Nnonres (111-6)
Neprod = €

1 - B(Res = A¥R7)
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Where Nprod is the number of produced resonances, Ncosmic» Nbeamr Nged:
and Nnponres are the numbers of retained background events, € is the
inclusive hadronic decay selection efficiency determined from Monte
Carlo, and B(Res » Z*L~) 1is the resonance branching ratioc to lepton

pairs. Table 8 summarizes the value for each term in Equation I1I-6 for

Js7y and v,

TABLE 8

Resonance Subtraction and Correction Factors

An explanation of the terms is given in the text. Also see equation
111-6.

RESONANCE € Bl{res = £+JQ-) NObS NCOSIﬂiC Nbeam qud Nprod

5% Ref. 6 ( <103 )
J7¥ 0.941 0.148 1779 10 3 2 2180
A 0.944 0.017 1753 13 8 5 1806
RESONANCE  fLdt Nnonres

nb~ 1) -103)

Jry 768 17
v’ 3452 53

The net inefficiency for selecting hadronic decays of the Js¥ and ¥/

resonances amounted to «6%. About 1% each was due to the trigger
inefficiency and to the @QED cut. The remaining #5% was due to the

energy—-asymmetry cut. A cross check was made by monitoring the number
of 19’s found in the Y-y mass distribution for the rejected events.
Both the data and the Monte Carlo agreed, vyielding about 0.008 w%’s cut
per hadronic event retained. This suggests that hadronic events failing

the selection cuts are dominated by a Tow 1% multiplicity (=0.16).
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Chapter 1V

INCLUSIVE PHOTON DATA ANALYSIS

4.1 INTRODBUCTION

The primary goal of this study is to examine the inclusive photon
spectra observed in decays of the Js/¥v and ¥/ resonances. The previous
chapter dealt with the selection of a clean data sample. This chapter
Will report on the fitting techniques and the results obtained from the
inciusive ¥ spectira. A previeu of» the main features in this
investigation is presented in Figure 19, showing a final inclusive
photon spectrum from v’ decays. Radiative transitions to all the lower
lying charmonium states, except the 'P; state, are readily apparent.

The analysis breaks doun into several tasks listed belou, and more
fully described in the follouing sectidns.

1) Based on the crystal and track information for each entry in the
track bank, how are photons to be defined? The Crystal Ball
detector provides a lot of information about each photon candidate.
In order %o check the bias associated with the photon selection
criteria, several widely different criteria were used and the final
results were compared.

2} Since all the experimental measurements are to be derived from the
spectra, what 1is the best way to it them? In particular this
amounted to determining what information is knoun and may be fixed
in the fitting process, and what parameters are to be measured and
alloued to vary in the fit.

3) To extract branching ratios from the fitted signals it is necessary
to measure the efficiency for observing the particular decay being
studied. What is the best method available for determining the
photon detection efficiency in this experiment? Does the determined
efficiency have a bias depending on the photon selection criteria?

4) As seen in Figure 16, all the signals sit on top of a large
continuum. How can the bias associated with the photon background
be checked?
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Figure 19: A Preview of the ¥/ Spectrum
The charmonium Jevel scheme and observed tfransitions are shown in the
diagram. The numbers above the signals correspond to the transitions
indicated. Local fits to the pseudoscalar states are shown in the

insets. This spectrum resulted from roughly half of the available data
sample.
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4.2 PHOTON SELECTION CRITERION

4.2.1 ¥/ 2 yxy and xu 2 77

To check the 1impact of the photon selection process and it’s
interaction with the background shape on the resulting branching ratio
and natural line width measurements, a variety of neutral track
selection criteria (cuts) were used. For the transitions ¥/ - ¥X%,y and
¥y <> vJdsv¥, the study uwas done with four spectra, showun 1in Figures
20(Ca)~-(d). These spectra result from the application of successively

»tighter requirements on the particle selection spanning the range from

virtually no cuts to a full range of cuts designed to remove backgrounds

and enhance the signals. A description of these cuts follous:

A) Figure 20(a) contains a spectrum of " all tracks, whether called
neutral or charged by the ' analysis programs. The only requirement
is that lcosB4ipsck-z! ¢ 0.85. The angle Btrack-z 18 the angle
between the track and the positron direction. Figure 21 shous the
distribution for c¢os8+rsck.-z and indicates the cut used. As
mentioned earlier, this solid angle cut ensures that the particle
energy is not degraded by edge effects near the tunnel regions in
the central NalI(T1) detector. The most prominent feature in this
spectrum is the enormous peak at =210 MeV produced by minimum
ionizing charged particles traversing the 16 L,.sq of Nal(T1). Here
the transitions to and from the xj states appear only as shoulders
above a huge background of mainly charged particies and photons.

These shoulders houever, are highly significant and measurable, as
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B)

C)

Dl

will be seen belowu. For reference, inclusive charged particle
spectra are shoun in figures at the end of Appendix E.

In the second spectrum, Figure 20(b), charged particlies are removed
using information from the central trackjng chambers. only a small
remnant of the telltale minimum iJonizing peak remains, as evidence
of the inefficiency in the central chambers.

Figure 20(c) shouws the third spectrum containing twe additional
requirements on the photon selection. Using the entire acceptance
of the detector, including end caps, all the neutrals in each event
which reconstruct globally to wo~»yyY decays are removed (see Appendix
D). This considerably reduces the number of background gammas in
the spectrum. However, about half the time the 1° subtraction
algorithm removes non 1% gammas, so there 1is also some loss in the
signals. The second cut removes neutrals too close to charged
particles which interact or shower (the cosine of the opening angle
must be ¢ 0.85). R bulge below =250 MeV due to split-off fragments
from hadron-nuclear interactions in the detector 1is clearly seen
(see Appendix EJ. These split-offs are frequently far enocugh away
from the parent charged particle to escape charge tagging and the
opening angle cut mentioned above. Figure 22 shous the distribution
for cosBneutral-interacting charge and the cut at 0.85 applied.

The fourth spectrum, Figure 20(d), 1includes a pattern cut on the
lateral shouwer energy deposition of the particle (see Appendix EJ.
Those neutrals retained are required to have an energy depositon
pattern typical of single photon showers in the NaI(T1). The cutl is

sufficiently stringent to remove virtually all the remaining minimum
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ionizing charged particles, as seen by the absence of the peak at
2210 Mev. Compared to the other three specira this cut has
dramatically enhanced the signal to noise. The X%y transitions are
seen as sharp peaks on a much gentler background. The ¥/ = 9Y7¢

transition is now clearly visible at Ey=640 MeV.
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Figure 20: A)-D) ¥’ Inclusive Photon Spectra.

In figure (a) the particle energy Etprack 15 plotted for all tracks with
lcosBtprack.-2l € 0.85 in 1% energy bins. In figure (b) the energy is
plotited for each particle identified as a neutral by the central
tracking chambers, in addition to the solid angle cut used in (a). The
inclusive ¥ spectrum, after subtracting ¥-¥ pairs uhich reconstruct to a
1% mass, is shoun in figure (c). In addition, neutrals too close to
interacting charged particles are removed. Figure (d) shous the ¥
spectrum with pattern cuts applied to remove hon-photon like shouers, in
addition to the cuts used in the previous figures. The best signal to
noise ratio is achieved here.
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Figure 21: Inclusive Neutral Angular Distribution

The distribution of c¢o0s8Birack-z for all the neutrals identified by the
central and end cap tracking chambers is plotted. TYhe angle Birzck-z 1S
the polar angle betuween the track and the +z axis (e* direction). The
rise in the distribution towards cosf = +1 and -1 is due to a decrease
in the charged particle identification efficiency in these regions. The
symmeiric dips in the distribution within both cut regions result from a
louered particle acceptance in the spaces betueen the end cap Nal and
the Ball Nal.
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Figure 22: . Neutral-Interacting Charged Particle Opening Angle.

The <cosine of the opening angle between each neutral and each
interacting charged particle is plotted. Interacting charged particles
are identified by their lateral energy deposition pattern, as discussed
in the text, and in Appendix E. The acceptance is 0. for cos8 > 0.95,
which 1is the particle resolving limit for the bump discriminator
algorithm. The rise in the distribution for cos® > 0.5 is at least
partially due to clustering of hadron-nuclear fragments, identified as
neutrals (split-offs), near the interacting charged particle. The
gentle increase for cosf ¢ 0.0 may be due to a phase space bias
associated with the charged particle direction.
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4.2.2 ¥ 2 yn-(2984) and J/¥ > ¥7n.(2984)

The radiative transitions to the 7.(2984) candidate state from ¥/ and
J7¥y uere studied with three photon selection criteria to evaluate the
sensitivity of the measured branching ratios and the 7 natural line
width to the cuts and the background shape. The same set of cuts, B)
and C), as described above for ¥/ uere used here. Also the pattern cut
D) was divided into tuwo parts, only one of which was used here. Figures
23(a) and (b) correspond to Figures 20(h) and (c). Figures 23(c¢c) and
{(d) shou the Js/¥ and ¥/ spectra resulting from a partial application of
the cut B). The selection is as follous;

B) Same as above.

C} Same as above.

E) The pattern cut described in B) above, removes a particle uith a
lateral energy distribution both too narrow to be a photon shouer
and too wide to‘be a single photon shower. The narrow energy
deposition is typical of minimum donizing charged particles which
deposit their energy in only a few crystals. That part of the cut
was not applied here. Rather, in addtion to criteria A)J-C), Figures
23(c) and (d) show the result of requiring that the particle shouers
merely not be too broad (see Appendix E). This has the effect of
removing energetic w%’s (Ey > 600 MeV) uhere the shouers from the
decay ¥‘s have merged, and is responsible far the improved signal to
noise seen at the Js¥ spectrum end point. More important to the
present application, interacting charged particles also tend to have

broad energy patterns and are suppressed by this cut.
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The 7M¢ signal was also seen in spectra obtained by applying the cuts R)

and DJ.
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Figure 23: B), C), and E) Jsv¥ and ¥/ Inclusive ¥ Spectra.
The J7¥ spectra (a) and (b) result from the same c¢uts as used for
Figures 20(b) and (cJ. Figures (¢} and (d) show Js/¥ and ¥’ specira
obtained by applying the pattern cut E) designed to remove energetic
71%’s as well as interacting charged particles. The removal of fast m%’s
especially enhances the end point structure as seen in the Js/¥ spectrum.
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4.2.3 ¥ > n.7(3592)

Slightly different photon selection criteri; uere used for studying
the %.7(35%92) candidate state observed in the transition ¥ =» ¥ync’ at a
photon energy of 292 MeV. The cuts are summarized here:

B) Same as above.

6) In addition to B) the particles were required to pass a pattern cut
which rejected energy depositions too broad to be consistent with a
single photon shouer. The cut was similar to E), but less
stringent. In the region of Ey = 92 MeV, this cut predominantly
removed interacting charged particles, misidentified as photons.
Neutral tracks too close to 1interacting charged particles were also
remoVed if cosBtrack-interacting charge > 0.85.

H) Instead of criterion 6), and in addition to B), an alternate pattern
cut was applied. Using a different parameterization for the lateral
energy profile, a selection criterion similar to but milder than D),
was used to suppress hoth interacting and minimum ionizing charged
particles (see Appendix E). Neutral tracks too close to any charged
particle were removed if cosBirzck-charge < 0.90.

1) In addition to H), photon pairs reconstructing to a n® mass were
removed, Hith the techniques described in Appendix D.

The four ¥/ inclusive ¥ spectra resulting from the above selection
criteria are shoun in Figure 24 plotted 1in 2.5% energy bins. All the
structure which was evident 1in the ¥/ spectra previously shoun,
including the signal at Ey 2z 636 MeV due the 7c, is seen in these

figures. Tuo factors are working together to bring out the additional
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structure seen at 292 MeV: i) the coarse binning does not wash out the
signal, and i1i) the milder pattern cuts retain the excellent improvement
in signal to background at Ey = 92 MeV without severely lowering the
efficiency. No further significant structure, belou the end point, is

seen in the ¥/ inclusive photon spectrum.
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Figure 24: FJ)-I1) Inclusive ¥ Spectra from ¥/ Decays: mne’ Study.
Four inclusive ¥’/ photon spectra used in the analysis of the transition

¥’ > ¥ne’ are shoun. The photon selection cuts are discussed 1in the
text.
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4.3 FITS 10 THE INCLUSIVE PHOTON SPECTRA

The goal in fitting the spectira is to reliably measure the signal
amplitudes, the peak photon energies, and the state’s natural line
widths. Of primary concern is the effect of the large underlying
background on these measurements. Basically there are two approaches to
fitting the signals: i} fit only the small local portion of the
spectrum surrounding the signal, or ii) perform a glebal fit to a large
portion of the spectrum. The global fit necessarily requires a detailed
model for the background, taking into account contributions from
misidentified charged particles, the broad photon continuum due to u°
and n > 2v decays, and the presence of additional photon signals due to
near threshold production and decay of 17%’s and %’s. The latter
complication results from the channels ¥/ = 9J/¥ and ¥7 - 1%n°J/¥, where
the phase space of the 7%’s and w°’s are limited.

The shape of the signal itself depends on a variety of factors.
First, 1if the transition is to a narrouw state the monochromatic photon
Wwill be seen as the line shape response function of the Crystal Ball,
uith the intrinsic resoclution of the apparatus. Studies of Bhabha
events, ete~ > e*e”, at Epesm = 1.547 Gev, have shoun that the
detector’/s response function to monocenergetic showering particles can be
adequately described by a Gaussian and a pouwer law tail to low energies,
starting at :i sigma bhelow the peak and joined to the Gaussian with
continuous firsi derivative. If either the parent or the recoil state
is broad, the signal will be widened by the Breit-Wigner mass

distribution of the broad state, and the line shape will be modified by
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the convolution process. In the transition %4 » vJs¥, the parent state
is also Doppler shifted. The corresponding signal shape must reflect
the resulting Doppler broadening. Finally, thé photon energy dependence
in the dipole transition matrix element to wide states (like E43 for
allowed E1 and M1 transitions or Ey’ for forbidden M1 transitions) must
be included in the convolution integral and will slightly shift the
photon signals to a higher energy. A detailed discussion of the
detector’s intrinsic 1line shape and the result of folding it with the

various broadening and shifting functions may be found in Appendix F.

4.3.1 ¥ 2 yx4 and x5 2 YJ/¥

For the complicated xj state transitions shoun in Figures 20(al)-(d),
a global fit was made to the photon energy region, 65 Mev ¢ Ey < 600
MeV. These spectra, With their crouded and overlapping signals sitting
on top of a broad thrusting background, became the c¢rucible for
cross—-checking the entire fitting analysis.

In fitting the signals, the form of the detector’s response function
was fixed, although the two parameters specifying the joining position
and the pouer law (see Appendix F) uere determined globally from the
fit. The three x; states were assumed to have non-zero widths described
by a non-relativistic Breit-Wigner resonance shape. The width of the
Breit-Wigner distribution was determined by the fit. The transition
matrix elements for the xj transitions uas taken to be dominantly
electric dipole,' leading to an E43 energy dependence in the folded
signal shape. The photon peaks and signal amplitudes for the ¥/ > ¥xy

transitions were also determined from the +fit. Houever, the gamma
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energies dere fixed for the x,,2 @ ¥J/¥ transitions based on the X1,2
masses determined from the initial ¥/ +transition and the masses? of the
¥/ and Jry. The'Doppler broadening (due to the recoil of the %4,2) was
fixed, based on the gamma energy in the primary transition from ¥/ -
Y¥%1,2- No signal corresponding to X¢ = YJ/¥ has been observed in the
inclusive photon spectra. The transition has been measured in the
exclusive analysis of cascade decays,' but is below the sensitivity of
this study.
Three sources of background>to the spectra uere incluﬁed in the fits:
i) The charged particle contribution was taken 1into account, by
including in the fit the shape of the charged particle spectrum (see
figures at the end of Appendix E). The charged particle spectrum
was prepared by plotting the energy of only reconstructed charged
particle tracks passing through both ceniral magnetostrictive spark
chambers ("well-defined charged particles). Each background
spectrum, from which the background shapes uwere derived, Was
tailored by applying the appropriate selection criteria for the ¥
spectrum being fit. During the fitting, the charged particle
background shape was fixed and it‘s amplitude was allouwed to vary.
i1} The shape of the photon contribution from the decay ¥/ > nJds¥v
>yyJ/Y was determined by a Monte Carlo calculation and 1is shoun in
Figure 25 (also see Appendix C)J. Monochromatic n’s uwere generated
and allowed to decay to ¥y. The photons uwere propagated through the
apparatus geometry using the EGS (electron-gamma-shouwer) program.3
The resulting Monte Carlo data was added +to real Js¥ events (one 7

per Jszv), to simulate the decay ¥/ -»nds¥. The background spectrum
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shape uwas plotted from these simulated events. In fitting the
inclusive ¥ spectra, the amplitude for this background was held
fixed, based on the known branching ratio! B(¥/>nJs¥) =
(2.1820.38)%, and the measured number of background 7’s per event,
The background photons resulting from the decay ¥/ = 1°1%J/¥ uere
found to have a negligible effect on the fitted signal amplitudes
and natural line widths, and were not included.
jii) The remaining broad photon background was assumed to be smooth and
was fit with a sum of Legendre polynomials. The fits to the specira
in Figures 20(a)-(¢) used fourth order polynomials, while the fit to
the spectrum in Figure 20(d) needed a fifth order polynomial.
Figure 26 shous the final fits to the ¥/ inclusive photon spectra and
to the %y transitions. The X% confidence levels ranged from 12%-52%,
indicating that the signal shapes and backgroundsbare consistent with
the data. Table 9 summarizes the resulting signal amplitudes and
natural line Widths, along with their statistical errors from the fit.
As a cross check on the background medel and it’‘s possible interplay
with the large xy transitions, a similar global fit was made to the
transition J7¥ = ¥7m¢ in  the J/7v inclusive photon spectrum. The Jsv¥
spectrum, uhich does not contain such large signals nor the complex
structure as in the ¥/ spectrum, provides an excellent test of the
background hypothesis. Only background contributions due to i) and 1ii)
above were included in the fit. The background charged particle shape
was obtained from a spectrum of uell-defined charged particles in Jsv
decays. Figure 27 shous the resulting fits to the Iy photon spectra

osbtained using selecticn criteria A) and DJ}. The fitted background
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Figure 25: B) Monte Carlo Derived Photon Spectrum for v/ -nds/v.
A Monte Carlo generated ¥ specirum for the process ¥/ = nds¥v > vvJ/Y,
obtained from =12.4-103 events and using the photon selection criterion
B) is shoun.
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The four ¥/ inclusive photon specira shoun in Figures 20(a)-(d), are fit
The bottom portion of each
figure shouws the result of subtracting the fitted background.

with the techniques described in the
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The results from the fits to the
in Figure 26 are listed here.
except for

the fit only,

TABLE 9

Fit Results for the %3 States.

four ¥/ inclusive photon spectra shoun
The errors are statistical resulting from
the natural

line widths uhere the 90% C.L.
interval due to the uncertainty in resolution is also shoun.

DATUM

Xo X1 X2
Spectrum A)
Ey (MeV3 258.43+0.17 169.91*0.15 126.06*0.07
I' (MeV) (14.7-18.1) %1, (0-3.1x0.4) (1.2%0.4-3.43:0. 2D
Ny (¥7oyxy) 110090%4260 96668+3610 769653110
Ny (X >7ds¥) not seen 30879x1210 10598*1010
Spectrum B)
‘ Ey (MeV) . 258.73%0.13 169.75*0.08 126.14*0.10
I' (Mev) (16.5-20.132%1. (0-3.2%0.4) (1.720.4-4.430.2)
Ny (¥7-vx3y) 1016502100 87051+2430 736682610
Ny (X pyJds¥y) not seen 286491856 123141763
Specirum C)
Ey (MeV) 258.59%0.14 169.54%0.15 125.92%0.08
I (Mev) (14.5-18. 1) %%, (0-3.30.4) (1.3&0.4-3.7i0v2)
Ny (¥72vx%4) 666331660 57411%12380 - 47566*1110
Ny (Xg>yJds¥) not seen 22317517 8672453 -
Spectrum D) _ ¥
Ey (MeV) 258.00%0.18 169.36*0.07 - 125.88%0.03
I (MeV) (15.4-18.2)*1, (0-3.4*0.43 (1.7%20.4-4.720.2)
Ny ($7>vx ) 45626+1250 34900+537 27786%442 -
Ny (X j>YJd/¥) not seen 16241%393 6086+359

agrees reasonably well with

of freedom, respectively).

the data (x%2 = 101 and

112 for 100 degrees

More ®ill be said below about the signal at

2108 MeV due to the radiative transition to the 7.02984).

0f crucial

knouledge of the detector’s intrinsic resoclution.

amplitudes uere

importance to

found to

be fairly

insensitive to

the natural line width measurements Vis a

The fitted signal

variations in the

resolution, since the signal shape was a convolution of the intrinsic

line shape and the Breit-Wigner

resonance shape.

However, the fitted

natural line widths varied inversely to the resolution, and for the more
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Figure 27: Global Fits to the Js/¢v Inclusive Photon Spectra.
Global fits to the Js/¥ gamma spectra selected with cuts A) and D) are
shoun (see Section 4.2.1). The fits were performed, as described in the
text, as a cross check on the background model used 1in fitting the ¥/
gamma specira, since the Js/¥ spectrum in the region 65 MeV to 600 MeV
contains much less structure than the ¥/ spectrum. The background is

reasonably uell fit when the signal due to the radiative transition Js/¥
2 ¥Nhe is incliuded in the fit.
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narrod states (%4,2), in a nonlinear way. The extracted widths of the
narrou states were very sensitive to small changes in the resolution.
The photon energy resolution in the region of the xj gamma transitions
was assumed to follow the empirical function given in Equation (IV-1).
Go
0 = — (iv-1
Eyt/®

uhere 6 (og) is the re]atiQe energy resolution at a photon energy Ey (Ey
= 1 GeV). The value taken for the parameter is oy B8 (2.4-22.8)% as a
90% C.L. interval. While a more detailed discussion of the resclution
and it’s uncertainty may be found in Appendix F, a few comments are in
order here. The upper error oh oy 1is obtained by fitting the ¥/
inclusive photon spectra with the natural line width of the %,(3510)
fixed at 0. MeV and letting the resolution parameter oo vary. Strictly
speaking, the resuit of such a fit sets a 90% confidence 1level upper
limit on the resolution for photon energy of 170 MeV at %2.8%, but does
not necessarily give information on the resolution at 126 MeV or 260 MeV
{corresponding to the transitions ¥/ = ¥X;,o respectively). The valﬁe
oo = 2.4% is taken as a reasonable estimate of the detector’s louer
Timit (90% C.L.) resolution based on i) studies of exclusive channels
invoiving low energy photons, and ii) the variation in the %2 for fits
to the %35 1lines as a function of o4. Reasonable pulls on the fitted
photon energies were found for resolutions in the range o = (2.5-2.7)Z.
Houever, this is an estimate since rigorous quantitative measurements
are lacking at this time, although work on this problem is in progress.
The results from the +fits to the inclusive photon specira are given in

Appendix F.
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The pouer dependence in Equation IV-1 (1/4 pouer) was empirically
derived from studies on a prototype® of the Crystal Ball detector
containing 54 crystals. The resolution was found to obey the 1/4 pouer
law for photon energies in the range 0.66 MeV to 2.0 GeV. The Crystal
Ball detector though, has been unable to obtain the high quality
resolution achieved in the 54 test, shedding some doubt on the validity
of 174 pouer law for the full detector. An uncertainty in the pouwer lau
of (8.25+0.05,-0.08) is included in the resolution error.

Figure 28 shous the variation in the fitted natural line widths as a
function of the intrinsic resolution given by Equation IV-1. The error
in the xy widths was dominated by the uncertainty in the intrinsic

resolution, although relatively less so for the xp width.
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Figure 28: Variation in xj Natural Line Widths Vs. Resolution.
The variation in the xj natural line width is shown as function of the
intrinsic resclution for fits to the ¥/ spectrum shoun in Figure 20.
The error bars indicate the magnitude of the statistical error from the

fit. The upper limit on the intrinsic resolution varied slightly among
the spectra.
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4.3.2 ¥ > ¥n.(2984) and J/¥ = ¥n.(23984)

The radiative transitions to the m¢ candidate state from ¥/ and J/¥
were studied simultaneously to check the consistency of the tuo photon
signals and to make a global determination of the state’s mass and
width. To accomplish this, each pair of Js¥ and ¥/ spectra from the
three photon selectioh criteria B), Cj. and E) uere simultaneously fit
to an 7 mass and width constrgined to be the same in both spectra. The
same analysis of the signal shapes as was used for the transitions ¥/ -
Yxg was also used for the radiative decays to the 7., except for the
energy dependence in the hindered magnetic dipole transition matrix
element for ¥/ = ¥nc. A factor of Ey? was included in the convolution
of the detector’s response function with the =n¢ Breit-Wigner resonance
shape for this transition, uwhile a factor of E4° uwas used for the decay
J/Y > Yne. Figures 29(al)-(f) show the results of the simultaneous fits
to the spectra in Figures 20(bland (c), and 23(al)-(d). The numerical
results are tabulated in Table 10.

The problem of determining the m¢ natural line width is dominated by
the statistical uncertainty in the signal Js/v » v9o, since the signal at
Ey 2 636 MeV in the transition ¥/ = ¥nc is fairly insensitive to the 7
width, The error introduced due ito the uncertainty in the detector’s
intrinsic resclution for the J/¥ transition is small, since the observed
ne width is about equal to the detector’s resolution at Ey 2108 MeV. In
this regard, the ne natural width measurement is similar to the Xj
measurement. Figure 38 gives a plot of the variation in %2 versus the

fitted 71 width, for each fit shoun in Figure 29. The single dot in
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Figure 29: B),C),E) Simultaneously Fitted Js¥ and ¥/ Spectra: ne.
The results of a simultaneous fit to the 7 mass in ¥ > 7vne and J7¥y =
Yhe. The fits (b) and (d) correspond to J/¥ spectra shoun in Figures
23(a) and (b), and the fits (a) and (¢} to the ¥/ spectra shoun in
Figures 20(b) and (¢). The third fit, (f) and (e), is to the Js/v and ¥’

spectra in Figure 23(c) and (d), respectively. The preferred resolution
value of og = 2.7% was used here.
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Figure 30 represents the fit results for a resclution given by
2.7%/E4V Y Each half parabola shous the variation in x? obtained from
the fit by manually varying I'(ng) for the tuwo extremes in the resolution
uncertainty interval. The parabola on the left (right) corresponds to
the worst (best) estimated resolution. A symmetric parabola uwould have
resulted if the resolution had been held fixed.

Both the ¥/ > 9¥me and the J/7¥ - ¥n. signals uwere first measuredS in
the 1878 and 1979 resonance data. With the 1980 and 1981 data
acquisition, the ?; and Js/¥ data samples Were doubled, yielding the
results shoun here. Several cross-checks wuwere made on 7 signals,
verifying that they uere present 1in subsets of the data, and in all
regions of the Nal(Tl}. In addition, hoth signals correspond to
transitions to a state vyielding a consistent mass at 29844 MeV.
ConfirmationsS-% of the state in exclusive decays of the ¥/ and J/V¥ have

also been reported.
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Figure 30: x2 Distribution Versus the m¢ Natural Line Width.

The variation 1in x? is shoun as a function of the nc uidth in the
simul taneous fit to the ¥/ and JsVv ¥ spectra shoun in Figure 29. The
contributions to the error in T (verticle dashed lines) include: i) the
statistical uncertainty traced by the parabolic variations in x% and ii)
the systematic uncertainty in the resolution indicated by the separation
in the vertices for the tuo half parabola. The half parabola on the
right (left) corresponds to the best (uworst) 1limits in the resolution.
The point in betueen results from a resoiution of 2.7%/Ey1/%,
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TABLE 10

Fit Results for the 7. State.
The results from the simultanecus fits to the three ¥/ and Js¥ inclusive
photon specira shoun in Figure 29.

SPECTRUM MASS Ny (¥/>7ne) Ny (U797 ) r
(MeV) (MeV)

B) 2983.3%1.3 2595423 13500%2642.1887 9.2%4.4.3.2

) 2986.5%1.2 2538%373 10300%1553.1476 13.3%3.7

E) 2982.1%1.5 2227%277 4600%1220.943  12.0%5.2.4.7

4.3.3 ¥’ > yn.'(3592)

The four ¥/ spectira shoun in Figure 24 were fit in the region of 92
MeV with an analysis identical to that wused for the Js7vy = 7¥1n¢
transition. Tﬁe results of the fits are tabulated in Table 11, while
Figure 31 shous four vieus of the fitted signal using the central value
for the detector’s resolution. The signal at =92 MeV uwas first seen in
the inclusive photon spectrum from the 1978-1979 ¥’ data. When combined
with the 1981 ¥/ data (doubling the data samplel), the highly significant
signal shoun in the fits was identified? as the n¢’ candidate state at a
mass of 35924 MeV thereafter referred to as the n¢” for brevity).

The uncertainty in the determined 7.’ natural line width is equally
dominated by the statistical uncertainty in the signal and the
systématic uncertainty in the detector’s resolution. 1In this regard the
Ne’ Width measurement has similar problems when compared to the narrou
%41 and X%, states. Figure 32 shouws the variation in %% and the highly
correlated signal amplitude as a function of the =’ width. The data
were plotted from fits made while the resolution was fixed at it’s lower

uncertainty value, 1in order to obtain an upper limit on the 7n¢’ width
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and signal strength. Upper limits at the 80% confidence level (C.L.)
were identified by a change in x% of 2.7. The lower limits for the
signal amplitude were calculated by subtracting 1.3-0statistical from
the amplitude obtained by +fixing I’ = 0.0 MeV, and using the narrouest
detector resclution.

The following cross checks, in addition to some of the checks
mentioned for the 7(2984) candidate state, were made on the analysis to
verify this interesting result. Monte Carlo studies ruled out the
possibility of a fake signal resulting from the photon background in
decays like ¥ = 1%q%Js¢ and ¥/ > =Js¥, where the n%’s and the 7 are
produced close to threshold. In addition, the charged particle spectrum

was examined for structure near 92 MeV, and none was found.
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Figure 32: x2% Distribution for the 7’ Fit.
The x% distribution and the variation in the signal amplitude for ¥/ -
Yne’ are shoun as a function of the m¢’ natural line width for the fits
to the inclusive ¥ spectra shoun in Figure 24. The dashed 1lines
indicate the statistical contribution to the upper limit for the 7.’
natural line width for the case with the best detector resolution.
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TABLE 11

Fit Results for the 7’ State.

The results from the four fitted inclusive photon ¥’ specira shoun in
Figure 24 are given belou.

SPECTRUM Ey Ny (¥7=ync”) r
(MeV) (80% Cc.L. Interval) (MeV) (90% C.L. Upper Limitl)
B) 91.09+0.95 [4402-108001] < 9.5
G) 90.96%0.74 [4484-9100] < 7.0
H3 91.34*0.69 [5119-81001] < 5.5
1) 92.07%0.73 [2968-55001 < 5.8

4.4 PHOTON DETYECTION EFFICIENCY IN MULTIHADRON FINAL STATES

As uas discussed in Chapter Il, the Crystal Ball detector has a near
100% sensitivity to photonic energy above =1 MeV. For ¥’s in the energy
region of the radiative transitions studied here, their detection as
particles within the fiducial volume lcos8! (¢ 0.85 would alsoc be nearly
100%, if it were not for the following loss mechanisms:

1) The successful detection of a photon requires that: i) a bump is
spatially correlated with the photon and ii) the energy measurement
for the bump is not too different from the photon’s energy. I1f the
photon shcuwer overlaps with another particle’s energy deposition,
either or both conditions may not be met. This includes overlaps
uith split-offs from hadron-nuclear interactions in the WNaI{T1).
Typically, split-offs deposit ¢ 100 MeV as evidenced by the lou
energy hump in the spectrum shoun in Figure 20(c¢). A photon might
not be detected if it overlaps uith some of this hadronic debris.
Clearly these loss mechanisms are dependent on the photon energy.
The more energetic the photon is, the more robust it 1is, and the

more likely it uill be detected.
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2} If a photon is misidentified as a charged particle, due to fake
combinatorials in the central tracking chamber data, it ®ill be
lost, unless al} tracks are included in the selection sample.

3} The photon selection criteria themselves are major contributors to
the photon detection inefficiency.

4) Finally, there is a finite probability that a photon will convert in
the beam—-pipe or central chambers and be called charged. This loss
mechanism will not apply to the all track selection criterion A).

Items 2) and 4) lare not energy dependent for photons with energies
betueen 2100 and =600 MeV. Losses due to the selection cuts, though,
are highly energy dependent in a complex way. A Monte Carlo technique

(see below) was used to measure the effects of items 1) through 3). The

photon conversion probability, €conv, 18 calculated in Appendix A to be

(3.50.53%. The resulting efficiency, €y, 1is calculated as a function

of energy and the selection criteria according to:

€y = €pe5-(1 - €cony) (1v-2)
where ene is the efficiency calculated with the Monte Carlo technique,
and & is a geometric correction factor (see Table 123 for the photon
angular distributions, since the Monte Carlo v’s uere generated
isotropically. The energy dependent uncertainty in €4 ranges from *2.9%
to :4.5% in addition to its overall normalization error of 5j.

A detailed description of the Monte Carlo technique used to calculate
€me may be found in Appendix C; a summary 1is presented here.
mgnochroﬁatic photons uwere generated with akflat angular distribution at
several specific energies in the range 80 MeV to 500 MeV. The photons

were propagated through the ¢Crystal Ball detector geometry using the
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TABLE 12

Photon Angular Distribution Correcticon Factor
Geometric correction factors based on the knhoun or assumed photon
angular distributions for the transitions studied 1is given. The
correction factor, &, is relative to a flat distribution.

TRANSITION ANGULAR DISTRIBUTION ) COMMENT
V> Xg (1+co0s28) 0.931

Vv Xy (1-0.18%co0s28) 1.014 } Ref. 1
VI YX 2 (1-0.052c0s28) 1.005

Yi>vne’ : (1+c0s28) G.931

¥y ne {1+co0s28) 0.931 ] Assumed
J7¥>Yne (1+cos?8) 0.931

Electron-Gamma-Shower (EGS) code.® The shower from each Monte Carlo
photon was then added to a real J/¥ event and analyzed with the standard
analysis programs. These events simulated the transition ¥/»¥X, where X
decays similarly to the hadronic decays of J/¥. About 5-10% of these
simulated events, at a single photon energy, uwere added to the real full
¥/ data sample. This resulted in one additional signal (simulated) to
the structure in the V¥’ spectrum, and with an amplitude roughly
equivalent to the xj signals. Using the photon selection criteria
described above for the X%y transitons, four spectra were generated from
the modified data sample. Figure 33 shows a typical fit to one of these
specira containing an additional Monte Carilo trahsition at Ey = 320 MeVv.
The efficiency, e€pe» 15 extracted by fitting the modified spectra and
. comparing the fitted Monte Carlo signal amplitude to the number
generated. Figure 34 shous the resulting efficiencies for each of the
four photon selection criteria. The region near 210 MeV for selection
cuts A)J-C) is complicated by the presence of the minimum ionizing peak.
. However, this is not a problem +for the pattern cut selection criterion
D) (see Figure 20(d)). |
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Figure 33: A Fitted Monte Carlo Line in the ¥/ Spectrum.
An example of a 320 MeV Monte Carlo gamma added to J/¥ evenis and then
combined with the ¥/ spectrum is shoun. The photon detection efficiency

is determined from the number of fitted Monte Carlo gammas compared to
the number originally generated.
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Figure 34: The Photon Detection Efficiency.
The photon detection efficiencies A)-D) corresponding to the four ¥/
spectra shoun in Figures 208(a)-(d). These values assume a flat photon
angular distribution, and do not account for photon conversion in the
inner detecior. The error bars are from the fits to the Monte Carlo
lines. An overall normalization error of 5% is not shoun. The region

near 2210 MeV is complicated by the minimum ionizing charged particle
peak for the criteria A)-C) only.
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4.5 RESULTS

4.5.1 ¥ > ¥xy and x4 2 YJ/Y
For each of the four spectra in Figure 26 and for each of the fitted
signal amplitudes, Ny, a branching ratio Qas calculated based on the
following formula:
Ny

Branching Ratio = B = (1v-3)
Nprod €y €+s

where Nprod 15 the corrected number of produced ¥/ events given in Table
8, €y is the photon detection efficiency from Equation IV-2 and Figure
34, and €55 is the final state event selection efficiency. For example,
for the transition ¥/ » v¥X3, €45 is the probability of selecting an
event containing a Xy decay and a photon. In determining e€fg5, it is
assumed thai the decays of the charmonium daughter states are
sufficiently similar to hadronic decays of Js/¥, in terms of the final
state multiplicities and angular distributions, +to warrant modeling the
daughter’s decays after Js/¥ hadronic decays. A Monte Carlo calculated
value of 0.944 is used for e¢ss for all the transitions, except Xy > vJd/v
and ¥ = ¥ymnc where a value of 0.960 is used (see Appendix CJ. The
overall normalization errors for Nprod and €4 are each 5. The error
in egg (£22) reflects the error due to the uncertainty in the

dissimilarity betueen the particular final state and inclusive J/¥

hadronic decays.
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Figure 35 presents a graphic comparison of the resulting Xy branching
ratios. The errors shouwn are due to the statistical uncertainties in
the fits. An important cross-check is the observed consistency between
the same branching ratio extracted +from different spectra, seen by
reading across the figure from left to right. Considering the uwide
variation in background shapes and efficiencies (especially seen 1in
Figure 20) the agreement within statistical errors gives confidence to
the procedure for extracting the branching ratios, and ultimately to an
understanding of the backgrounds and photon detection efficiencies. The
bottom of Figure 35 presents another check on the analysis by comparing
the product branching ratios B(¥/3¥X4,2) -B(xq,227d/¥), from the
inclusive photon analysis here with the values obtained from a study' of
the cascade decays in the exclusive channel . ¥/ » yyJds¥ > JsYete” or
wtu-, also using the Crystal Ball detector. In the inclusive spectra,
the signals corresponding to the X4¢ and %, cascade transitions are seen
to overlap, while 1in the exclusive channel measurement the product
branching raticos are extracted from the first cascade gammas which do
not overlap. A slight bias is noted in the inclusive result here, also
seen in Monte Carlo studies, where the stronger signal steals some of
the amplitude from the weaker signal. However, wuwhen the two product
branching ratios are added together, removing this bias, agreement is

observed.
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Figure 35: Comparison of the ¥J Branching Ratio Results.
A comparison is shown for the branching ratios B(Y/>¥xy) and
B(y¥/»yx yydsy) among the four fitted inclusive ¥/ photon spectra shoun
in Figure 26. The error bars indicate the statistical uncertainty from
the fits only. The letters A)-D) below the branching ratios refer io
the photon selection criterion described earlier in this chapter. The
plus and minus one sigma statistical errors on the exclusively derived
cascade product branching ratios! using the Crystal Ball detector are

indicated by the dashed lines for comparison with the inclusive values
shoun as data points.
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4.5.2 ¥’ and J/¥ > yn.(2984)

Figure 36 gives a tuo dimensional c¢omparison of the ne width and
branching ratios, B(¥/=¥Yne) and B(J/¥>¥n¢), obtained from the three
fitted spectra in Figure 29. The branching ratios were calculated using
Equation IV-3, and the data in Table 10 with a final state detection
efficiency, €¢5, of 0.944 for the radiative Js/v transition and 0.960 for

the radiative ¥’/ transition. The photon detection efficiency, €y, for
the spectira B) and C) were obtained from Equation IV-2 using the resultis
in Figure 34. For spectrum E), €y was determined to be (24%5)%. Only
the statistical error in the branching ratios from the fit is shoun,
while the width error is a combination of statistical uncertainty from

the fit and systematic uncertainty in the detector resolution.
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Figure 36: Comparison of the no Fitted Widths and Branching Ratios.
The n¢ natural line width, branching ratio B(¥’/»7n:), and branching
ratio BUJ/=yne) obtained from the three simultaneous fits shoun in
Figure 29 are compared. The errors include contributions from the
statistical wuncertainty and from the systematic uncertainty in the
detector’s resolution.
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4.5.3 ¥ > yn.7(3592)

A comparison. of the branching ratios B(¥/»ync’) obtained from the
four fitted spectra in Figure 31, are shoun in Figure 37. The photon
detection efficiencies, €y, at 92 MeV for each spectra B), 6), H), and
1) were found to be 48%, 39%, 44%, and 32% respectively (25%). The ¢’
natural line width was found to be consistent with zero (90% confidence
level wupperlimit is T < 7 MeVv). The main contribution to it’s

substantial upper limit is due to the statistical uncertainty in the

fitted signal.
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Figure 37: A Comparison of the mc” Branching Ratio Results.
The branching ratio B(y’>yne’) extracted from the four spectra in Figure
31 are compared. The errors result from a combination of the

statistical uncertainty and the systematic uncertainty in the detector’s
resclution.
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Chapter v

CONCLUSIONS

5.1 STATUS DF CHARMONIUM SPECTRUM

With the existence of the two strong candidates for the pseudoscalar
states, the 7nc(2984) and the 71¢7(3592), the measured charmonium bound
state specirum substantially bears cut the predictions of the theory.
0f the eight excepted states below the DD threshold, only the singlet
Py state has not been observed experimentally. The resulting
charmonium level scheme and radiative transitions are shoun in Figure 38
(compare with Figure 2).

The naive QCD potential models without spin and relatijvistic dynamics
cannot predict how the triplet 3Py states split about their center of
gravity (the fine structure) or the degree of splitting betueen the
singlet 'Sy pseudoscalar states and their triplet 3S; vector partners
{the hyperfine structure). However, in QCD the triplet 3P, center of
gravity (c.c.g.) 1is split from the 23S; state by the long range
confining potential without including the spin structure, unlike the
situation in QED.

Numerous accounts of houw the spin dependent forces in QCD should bhe
included have been published. Some of these are reviewed in Appendix A.
It will suffice +{for now to make a comparison between the resultis
presented hefe and a couple of the standard models. In the spirit of

the success of the "Coulomb plus linesar®™ naive models in predicting the
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spectra of triplet S states and the triplet P and D states c¢.o.g9.,
Buchmiiller gt al (model-A) have employed a similar approach in obtaining
a QCD spin dependent Hamiltonian,? They superimposed the one gluon
exchange Breit-Fermi Hamiltonian (for the short distance dynamics) wuith
a long distance Thomas precession term defined by the confining
potential. They base their model on the hypothesis that at large
distances the color fields in the rest +frame of the flux tube joining
the quark.and antiquark are purely electric. Buchmiller points out that
their results are alsoc obtainable from the standard non-relativistic
reduction of the Bethe-Salpeter equation wuith a kernel given by an
instantaneous inté;action and a Lorentz structure corresponding to a
vector exchange at short distance and a scalar exchange at large
distance. A model? of this latter type has been formulated by Byers and
McClary (model-B3}, where 1in addition they included relativistic
corrections to the non-spin part of the Hamiltonian. The corrections in
both of these models uere up to order (vs/c)?2 in the quark velocity.
Typically (vs/c)? is =0.25.

An alternate approach,® formulated by Henriques, Kellett, and
Moorhouse in 1976 (model-C) started with the Bethe-Salpeter equation
incorporating an instantaneous potential having a scalar confining piece
and a one gluon exchange plece. From this they obtained and solved a
modified Salpeter equation (they droped the negative energy projections)
to all orders of (vsc).

Table 13 compares the model predictions with the experimentally
observed values. The SPEAR values for the ¥/ and J/¥ resonance masses

have been corrected? using the recent Particle Data Group
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determinations. R correction has also been included for the estimated
bias in the calibration (see Appendix F), which just cancels the
previous correction_(both are 22 MeV). The masses reflect the unfolding
of the skewing in their signals from the ¥ energy dependence in their
production dipole matrix elements. The fine structure may be compared

using a parameter first introduced by Schnitzer® to characterize the

splitting.
M(3P,) - M(3P4)
R = {v-12
M(3P;) - M(3Pp)
The model of Buchmiiller gives Rip, = 0.61, while the relativistic
prediction of Henriques et al gives =0.5. The data yields Rexp =
0.48x0.02. Using a purely vector confining potential in the
Bethe-Salpeter equation leads to the prediction® Rip = 1.38. The

theoretical analysis of the fine structure may be complicated by the
long range contribution to the spin-orbit interaction. Since ag =« 0.5
for the cC seperation in the triplet P states, perturbation calculations

might be less reliable.

Excellent agreement is seen for the hyperfine splitting when compared

with the Byers and McClary derivation. Models based on only a scalar

piece to the confining potential (no vector piece) result in a contact
spin-spin interaction. In this short distance interaction, perturbative
QC0 (one gluon exchange) might be expected to uwork well. Including a
vector confining piece results in a long range spin-spin interaction,’?

which can yield quite large hyperfine splittings.
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Figure 38: Current Status of the Charmonium Spectrum.

The level scheme for the bound states of charmonium is shoun. The only
state not yet observed and predicted by the theory is the singlet 'Py
state. The radiative transitions allowed by the theory are indicated
by: i) a solid line for the electric dipole transitions, 1i) a dashed
line for the ™allowed" magnetic dipole transitions, and iii) a dot-
dashed 1line for the "hindered™ magnetic dipole transitions. The
transition We’2YJds7¥ has not been observed.
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TABLE 13

Charmonium Masses from the Inclusive Photon Spectra.
The masses of the charmonium states observed in radiative decays of the

v/ and J/¥ calculated from the photon energies are given. The first
~error is statistical from the fit and the second error is due to the
systematic uncertainty in the detector energy calibration. The

reference to theory is explained in the text.

STATE MASS: EXPERIMENT MODEL-A MODEL-B MODEL-C
(MeV3 Ref. 1 Ref. 2 Ref. 3

e’ (35392) 3581.520.8x4.0 359235 3.65%.03

7e(2984) 2984.0%2.3%4.0 298415 3.02%.03

X2 (3555) 3557.8%03.2%4.0 3553 3523 3.54

%4 (35103 3512.3x0.3%4.0 - 3502 3486 3.50

%o (3415) 3417.8%0.424.0 3419 3380 3.42

5.2 CHARMONTIUM MATURAL LINE WIDTHS

An analysis of the signal widths in the fitted inclusive photon
spectra allows for the possibility of measuring the state’s natural line
width contribution. No previous experiment has determined the %3 or
pseudoscalar widths. Practically speaking, the quality of the natural
line shape measurement depends on two interrelated factors: 1) the
statistical significance of the signal, and ii) the relative size of the
state’s uidth compared to the detector’s resolution. The convolution
process used in the fitting fs explained in Appendix F. For the
preseht, it is useful to formally express the state’s natural line
width, T, as a function of the signal’s full width, Tgig, and the
detector’s full width resolution, Ires, as follous:

r = f[g(rsig) = h(rres)]
(v-2)
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where f, g, and h correspond to a functional relationship someuhere
between quadratic and linear subtraction. The significance of the T
measurement results from a complicated relationship between hou
precisely TIgig is knoun (depends on the signal’s statistical
significance), how precisely I'reg 1is knouwn (depends on how well the
detector is understood) and how large Tgijqg is compared to Tres. As
discussed in Chapter 1V, in all cases where the natural 1line width
determinations uere difficult , an analysis of the fit’s x% significance
relative to the state’s width was used in the final evaluation of the
width’s error or upper limit. Table 14 summarizes the experimental
results.

In the ¥/ inclusive photon spectrum, the %j signals corresponding 1o
the ¥/ 2 ¥yx, transition are highly significant. Based on the statistics
of these signhais alone it is possib!e'to extract width measurements for
the narrouer states on the order of =1 MeV. Houever, the uncertainty in
the detector’s resolution is also of this order, and so entirely
dominates the uncertainty in their natural width measurements or upper
limits. For the %o transition, the substantially broader signal width
relative to the resolution results in a large value for the Xg’s natural
line width relative to either the contribution due to the statistical
uncertainty, or due to the resolution uncertainty. The Xy width
measurement is quite significant.

For similar reasons the 7mc w®idth measurement results almost entirely
from the J/¥ > ¥n¢ signal. Here the detector’s full width resolution
for the #108 MeV ¥ is 212 MeV, wuith an uncertainty much less than the

purely statistical uncertainty in the resulting nc width measurement.
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Houwever, the full width resolution for the ¥/ » ¥n¢ transition ¥ is 245
MeV. Aside from the uncertainty in resolution, the low statistics for
this transition render the extraction of a roughly 12 MeV natural line
width insignificant. Consequently, the m¢ natural Tine uwidth
measurement is primarily atiribuiable to the signal width in the Js¥v -
Yne transition, and the error in the widith 1is dominated by the
statistical uncertainty in that fitted signal.

Although the small absolute size in the resolution error for the 292
MeV ¥ from the ¥/ - ync’ transition works in favor of a precise natural
width determination, the signal’s lou statistics make it impossible to
extract a significani measurement. In this case an upper limit for the
Nne” natural line width contains contributions from both the statistiéal
uncertainty in the signal and the uncertainiy in the detector’s
resolution.

On the theoretical side, predictions for the charmonium state’s decay
rates to hadrons, the principal component® to their widths, 1is hampered
by the calculational difficulties in QCD. Lowest order estimates,?
obtainable from positronium theory after substituting for the Q€D
coupling constant and color factor, suggest a % wMidth substantially
below the measured value. Although the calculation of higher order QCD
contributions to the %y state’s absolute widths are not nowm possible,
estimates of the corrections to the relative widths have been made,?® as
indicated in Table 14, and are found to be large. The relative xjy state
widths are in fairly good agreement with the higher order GCD corrected
theory. Absolute estimates of the pseudoscalar hadronic widths with QcCD

corrections® are also seen to be in agreement with the measured values

as shoun in Table 14.
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TABLE 14

Charmonium Natural Line Widths
The charmonium state’s natural line uidths extracted from the fitted
inclusive photon spectra 1in decays of the V¥’ and Js/¥ are given. The
errors, or 90% confidence level limits, reflect both the statistical
uncertainty from the fit and the systematic uncertainty in the
detector’s energy resolution. The ratio of measured widths 1is also
given. The reference to theory is described in the text.

BATUM Xo X1 X2
' (MeV)
Inclusive ¥ (13.5-20.4) 3.8 (0.85-4.9)
Louwest Order QCD,° 22.4 =03.14 20.64
Relative Widths
Inclusive ¥ (2.8~-24) : < 4.5 : 1
Lowest Order QCD,? 3.75 : 0.25 :
QCD Radiative Corr.? 6.8*0.4 : 08.17:0.03 : 1
DATUM Ne Ne’
I' (MeV)
Inclusive ¥ 11.5%4.5.4.0 <7
QCD Radiative Corr.? 8.310.5 6.9¥3.5

5.3 CHARMONIUM RABIATIVE TRANSITION RATES

5.3.1  yZ 2 yx4

Table 16 summarizes the branching ratio measurements obtained for the
the ¥/ - ¥xg,1,2 transitions. The values shown were derived by
averaging the four branching ratio resulis shoun in Figure 35, ueighted
by their energy dependent errors.'® The effect of the weighting process
was to slightly de-emphasize the results from the uncut spectrum
containing charged and neutral particles. Tuwo errors are given for each
branching ratio. The first error is dominated by the uncertainty in the
photon detection efficiency and the statistical uncertainty from the

fitted signals. The second error contains all the uncertainty in the
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overall normalization, due mainly to the systematic error in the number
of resonances produced (x5%) and to an absolute wuncertainty in the
photon detection efficiency (25%4). The error attributable to the
systematic uncertainty in the detector’s resolution is #*1%. For the
relative ratio of transition rates shoun in Table 16 the second error
cancels. The ratios were calculated after normalizing by the factor
1/7[E43-(2J+1)1, yielding the ratio of electric dipole matrix elements as
discussed below (see Equation (V-3). Comparison with the earlier SPEAR
result!! from the experiment SP-27 1is seen to agree wuithin the
experimental error, although consistently louer.

The naive non-relativistic charmonium model predictions? for these
branching ratios, based on the electric dipole formula [see Equation

(v-3)3, yield rates about a factor of tuwo larger than observed.

Tys=yxy) = (47273 (29+ DIQ2al<¥#1r1 v > 12Ky 3 (v-3)

The model of McClary and Byers? uses a Breit-Fermi Hamiltonian
derived from an instantaneocus approximation to a Bethe-Salpeter equation
whose kernel contains both a one gluon Coulomb exchange plus a scalar
linear confinement piece. They retain leading (v/c)?2 corrections to the
non-relativistic model which result in additional spin—ofbit, spin-spin,
tensor, and spin independent forces. In the Byers and McClary model,?
substantial corrections to the naive predictions uere found, stemming
from partial cancellations in the dipole matrix element which louered
the predicted rates [see Equation (V-3)]. They found that the matrix
element overlap integral was very sensitive to shifts in the x, state

wave functions due to the spin-orbit interaction. The sensitivity
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resulted from the degree of overlap betueen the peak in the X, states
radial wuwave funciion and the node 1in the radially excited ¥/ wuave
function. Their final predictions, 2 (model-A) included‘in Table 16,
also incorporated substantial corrections® resulting from ¥’ coupling to
nearby closed decay channels. Considering the factor of tuo discrepancy
with the naive models, the agreement with the Byers and McClary model is
substantially better. Included 1in Table 16 are the relativistic
predictions® of Henriques, Kelietit, and Moorhouse (model-B) which were

" discussed above. Their prediction agrees with the measurement to within

the errors.

TABLE 16

Radiative Transition Rates for ¥/ - ¥¥xy,.

The absolute and relative rates for ¥/ = ¥%g,1,2 obtained from the
fitted inclusive photon spectra in decays of the ¥/ are given here. The
first error is the total energy dependent uncertainty used in
calculating the errors for the ratio of transition rates. The second
error is the systematic uncertainty in the overall normalization, which
cancels in the ratio of rates calculation. The reference to theory is
discussed in the text. The fitted photon energies are also listed.

DATUM %o x4 %2
Ey (MeV) 258.4*0.4 169.6+0.3 126.0%0.2
B{¥ »yxyl (%)
Inclusive ¥ 9.9+0.5x0.8 9.0%0.530.7 8.0+0.5*0.7
SP-27 Ref. 11 7.2%2.3 7.1*1.9 7.0%2.0
Model-A Ref. 2 7.4*¥1.4 10.722.0 10.2%1.9
Model-B Ref. 3 102 9.8%1.8 6.5%1.2
Ratio of Rates (see text)
Inclusive ¥ 1 : 1.07:0.08 : 1.38%0. 11
Model-A Ref. 2 1 : 1.70 : 2.38
Model-B Ref. 3 1 : 1.14 : 1.12
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5.3.2 x4 2 ¥y

As was discussed in Chaﬁter I1¥, the product branching ratios B2(x4,2)
= B{Y/>YXq, ) -B(Xq, 27Jd/¥) extracted from the fits to the 1inclusive
photon spectra suffer from a bias atiributable to the overlap of the ¥,
and Xz signals in the ¢/ spectrum.b The size of the bias uas estimated
with a Monte Carlo calculation (#5%) and used to correct the product
branching ratio measurements. The resulis are given in Table 15, uwhere
the errors are as described above for the branching ratio B(¥/2rxyl.
Comparison with the other experimental results,?-13-15 shoun in the
»table is good.

Dividing the product branching ratios B2(x4,;) by the inclusive
results for the B(¥/-¥X4,2), from Table 16, yields the branching ratio
B(Xq,22vJs¥). Note that in these calculations the normalization errors
cancel. For the branching ratio B(xg»vJs/¥) the Crystal Ball exclusive
channel product branching ratiol'® was divided by the inclusive result.
In this case only the common normalization error due to the uncertainty

in the numher of ¥/ resonances produced cancels, The results are shoun

in Table 15.
In order to compare these results uith theory, the radiative rates
must be calculated. Using the %y widths from Table 14 and the formula

Trad = Blxy»vJds¥) T yields the values shoun in Table 15. The quality of
the measurements is dominated by the large error in I’ for the xg states.
Consequently, the best determined radiative wuidth is for ¥xg. Virtually
all theoretical models, whether corrected or not, are in agreement with
the observedvrates for Xq,23vJd7¥. The naive model predictions for the

Xg radiative width are slightly higher than the experimental value. For
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completeness the Byers and McClary model predictions for these radiative

widths are included in the table.

TABLE 15

Radiative Transition Rates for xy - vJ/¥.
The product branching ratioc cascade rates determined from the fitted
inclusive photon spectra are compared With previous experimental
resuits. The use of the tuwo errors is the same as explained in Table 16
for the ¥/»yx,y transitions. Values for the calculated branching ratio
Bix j»vJds¥l, were obtained by dividing the product branching ratios
B(472vXq,2)-B(Xq,22YJdr/¥) from the table by the inclusive branching
ratios B(¥/»%x,,,3 from Table 16. B(xo»YJ/¥) was calculated using the
Crystal Balil exclusive channel product branching ratio value.'$ For
comparison with theory, the absolute radiative rates T'(xg>rJs¥) are
calculated based on the natural 1line widths in Table 14 and the

branching ratio B(x j>yJ/¥). The comparison to theory is explained in
the text. '
DATUM Xo X1 X2
BZ{xy) (%)
Inclusive ¥ not seen 2.56%0.1220.20 0.99+0.10x0.08
C. B. Exclusive 0.059x0.017 2.38%0.40 1.26%0.22
Mark-11 < 0.56 2.4*0.6 1.1%0.3
Mark-1I 0.2x0.2 2.4*0.8 1.26%0.22
DESY-Heidelberg 0.14x0.009% 2.5%0.4 1.0%0.2
B(x g>vJd ¥v) (%)
Inclusive ¥ 0.60%0.17 28.4*2 .1 12.4x1.5
T(xg>vJdsz¥y) (KeV)
Inclusive ¥ (80% C.L.} 51-167 < 1183 839-703
Model Ref. 2 117 240 305

5.3.3 Radiative Decavs 1o the mn. and m:”

Table 17 summarizes the pseudoscalar branching ratios obtained by
averaging the results from each spectrum. A1l contributions to the
uncertainty are.given in the single error which includes a contribution
due to the uncertainty in the intrinsic detector resolution and a *8%
normalization error. The dominant error is attributable to the lou

statistics of their signals over a large background which 1is further
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complicated by the correlation of the fitted signal amplitudes and
widths (except for the iransition ¥/ = ¥n.).

When the naive model prediction for the magnetic dipole transition
J7y > YNHe is properly corrected, as indicated by Sucher, Feinberg and
Kang,'? a rate is predicted in close agreement with the experimentally
observed value, 1if the confining part of the potential is taken to have
a scalar Lorentz structure. Table 17 includes this corrected model
estimate given by Martin,'® which is a factor of 2 below the naive M1l
value. Since a similar correction for the transition ¥/ = 2.’ is
lacking, the naive M1 theory prediction® is given in the table. A
prediction for the hindered magnhetic dipole transition ¥/ » ¥7nc obtained

using a QCD sum rule,'? is found to be in agreement with the cbserved

value.

TABLE 17

Radiative Decays to the Pseudoscalar Candidates.
The branching ratios B(¥/=»yn¢’), B(¥/>1nel), and B(J/¥>rnc) chtained from
the fitted inclusive photon spectra from J/v and ¥/ decays are given.
The errors reflect the total uncertainty 1in the branching ratio values.
A description of the reference to theory may be found in the text.

DATUM Ne ne’
B(Y/»y154) (%)

Inclusive ¥ 0.28*0.06 (0.5-1.2) 90% C.L.

QCD Sum Rule Ref. 19 0.35

Naive M1 Theory Ref. 6 0.6x0.1
B(J/¥=>y1S,y) (%)

Inclusive ¥ 1.27%0.36

Corr. M! Theory Ref. 18 (1.0-1.3)
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Appendix A

CHARMONIUM THEORY

Thé model for a strongly bound system of a quark and antiquark is
knoun as quarkonium. The gquarkonium model applicable to the Js/¥ family
is called charmonium, with reference to the flavor quantum number charm,
carried by the quark antiquark pair (cg). The members of the family
have a net charm of zero, as it cancels in the particle antiparticle
pair. The states are distinguishable by other quantum numbers, such as
spin (3), orbital angular momentum (), space parity (P), charge parity
(¢), and energy (E). Because of the symmetry in fermion-antifermion
bound states, not all the quantum numbers are independent. 1+ J is the

total angular momentum, due to T and 3 coupling, then it is known! that:
C = (-1)YS apnd P = -(-1)L, (A-1)

where J =T +8, 3 & §c + §e, J =L+ Sg, L =20,%2,... or S$,P,0,... in
spectroscopic notation, S = 0 or 1, and Sz = 0,*1. These resulis are

independent of the interaction, and predict the following tuwo sets of

states:
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singlet states triplet states

S=0 S=1
Ly . Ay
where J = L where J = L-1,L,L+1, if L >0
or J=1ifL =20 (A-2)
c = (-t C = ~-(-Nt

P=-¢C P=¢

for L = 0,1,2,..., where the spectroscopic notation, 25S*'L,, is used for

a state with spin = 8, orbital angular momentum = L, and total angular
momentum = J.

The charmonium energy (mass) spectrum within the purely quantum
mechanical constraints given by (A-2), 1is determined by the details of
the full strong interaction dynamics betueen the ¢t pair. In this way.,
states with different quantum numbers will have different masses to the
extent that the quantum numbers enter into the interaction. For an
interaction which depends only on the separation of the constituents,
the quantized radial excitations constrain the possible values for the
angular momentum. For the radial quantum number, n= 1,2,3,...,

indicating n-1 nodes in the radial wave function, the angular momentum

is Timited to L = n,n-1,n-2,...,0. The following states are possible:
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3 154,384 'P1,3Po,1,2 'D2,3B4,2,3 'F3,%Fz,a,y

2 154,381 'P4,%Pg,1,2  'D2,3D4,2,3 (A-3)
1 180’351 1P1'3p0)1;2
n L=20 1 2 3 .

The ordering of the states in terms of mass will again depend on the
details of the interaction.

Understanding spectroscopy viewed as an observable property of the
underlying quark structure is essentially a bound state field theoretic
problem in the strong interaction. Currently the best candidate for a
theory o¥ the strong force is quantum chromodynamics {(QCDJ. It 1is
hoped, but not presently realizable, that in QCD the meson
spectroscopies can be calculated precisely. Perturbative calculations
in QCD fail to converge for separations roughly 2 1 Fernmi, where the
strong coupling constant, g, grouws larger than 1. The interaction
energy betuween quarks separated a large distance increases linearly with
distance, resuiting in a constant attractive force of 216 tons. In this
confinement domain, perturbation theory breaks doun. At the other end
cf the scale for separations roughly £ 1 Fermi, QCD predicts the
interaction to be ueak, i.e., ag < 1. With small enough separation the
quarks are expected to become asympiotically free states. Here louest
order ﬁerturbation theory (one gluon exchange) is expected to yield

reasonable predictions. Figure 39 shouws the QCD value for the strong
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coupling constant, «g, as a function of the momentum transfer squared.
The sizes of a few of the charmonium states are also indicated.

Aside from the numerous decay channels of charmonium, two features in
the c¢¢ decay scheme are notable in relation to this investigation. The
first 1is the empirically observed suppression of the annihilation
channel, theoretically attributable to asymptotic freedom and the small
value of ag = 0.25. The annihilation process involves contact betueen
the quark and antiquark, which then convert into gluons. The second is
the threshold for c¢& decays into DD pairs, where each D meson 1is
composed of a ¢ quark bound to a lighter u or d antiquark. Hith
reference to (A-3) the 2D and n 2 3 states are ohserved to be above the
DD threshold (23730 MeV) and to have widths ranging from 25 to 80 MeV.
Belou the threshold, seven states are observed within «700 MeV of each
other. Their widths range from =63 KeV to 215 MeV. Extensive
experimental investigation of the excitation spectrum below the DD
threshold has been possible because the tuo J(PC) = 1(--) triplet states
(Js9(3085) and ¥/ (3684)) produceable in e*e~ machines, are very narrou
relative to the beam energy spread in the storage ring, and possess
large production cross sections (their leptonic branching ratios are
Iargg). |

Since as yet no field theory of the strong interactions has been able
to explicitly solve the heavy quark-antiquark bound system problem, a
major effort has been directed toward the employment of an instantaneous
potential in conjunction with the experience gained from @QED as a
vehicle to carry out the desired calculations. Inasmuch as the

charmonium binding energies are small compared to the ¢ quark mass, by
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Figure 39: ag(S) Versus S and the Size of Charmonium.

The radial expectation value, <(R2>'/2, for a few of the charmonium bound
states is showun along with the value for the strong coupling constant,
¢5(S), as a function of § = q¢ = the momentum transfer of the strong
process squared. The point labeled Js¥ at § = 10 GeV? gives the ag
value for the Js¥ annihilation into gluons. The sizes of the charmed
states equate uwith a larger value for ag corresponding to a smaller
momentum transfer squared.
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far the most powerful approximation in terms of calculating assumes a
nonrelativistic system with a spin-independent central potential. All
the formalisms of nonrelativistic quantum mechanics and static pétential
theory can be used. The standard potential.includes two terms, one for

asymptotic freedom and one for confinement:
V(R) = -k/R + Rra? (A-4)

where the first term can be considered due to single gluon exchange and
the second term represents confinement. The spectrum and wave functions
are obtained by solving the Schrodinger equation. Since QCD suggests
only the asymptotic form of the potential (short distance and 1long
distance) a variety of functions (and derivations) for the intermediate
region have been tried.2-7 Figure 40 shous a comparison of a feuw of the
potentials used, along w«ith the corresponding mean square radii of
charmonium states. The approach may be modified by including effects
due to coupling with nearby states above and below the charm threshold.3
Spin and relativistic effects may be calculated perturbatively.?
Uncorrected 1limits on the E! rates can also be estimated by using
dipole sum rules.'® For completeness the dipole rate formulae!l!-12 for
radiative transitions between states with quantum numbers J;L;iS; =~

J§L§Ss are given belou.
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Figure 48: Charmonium Potentials.
A comparison® of some of the potentials which have been used to fit the
charmonium system: a) A+B-R* potential® with x =« 0.1; b) QCD inspired
potential;s «¢) Coulomb plus linear plus logarithmic interpolation
potential;*% d) Coulomb plus linear potential;3 e) same as c¢) but
including running coupling constant dependence,? ag(R). The error bars
indicate the R independent normalization uncertainty.
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E1 {no spin flip, parity flip, S; = S¢) Ref. 11
Ty = (473 20+ DQ%a|<velr]¥vid| 2Ky 3545
(S Lf J¢
where, S¢; = S;3¢ = MAX(Lji,L$)
1 J5 Lj
is defined interms of the 63 symbol.

M1 (spin flip, no parity flip, Lj = L$) Ref. 12
For transitions between 337 and !Sg only. (A-5)

Ty = [47(2S5i+11(Q%a/Mg?) | 1] 2Ky [(M;2+M£2) /7 (2M;2)]

where, Mg is the quark mass,
M; (Mg) is the initial (final) state mass, and

I = radial matrix element = 14 + I, + I3 + I,

I3 = ¥el-doKyr72) ¥
is the nonrelativistic ampiitude,

Ip = <Vi|2pq2/7(3Mg2) |¥i>
is the spin-independent relativistic correction,

I3 = ()<¥¢|Vas]Vir a7 Mi-mp)

is the spin-spin interaction effect on the radial
wave function and applies only to the M1 hindered
transitions, Vg5 is the spin-spin interaction
potential, the +(~} sign is for 8; = 0(1),

Iy = <Ve|Veio(Kyrs2) | ¥id> Mg
is the virtual gquark pair correction, and Vg is
the scalar part of the potential.

These formulae are good to order (vs/ec)?2 when the eigenvalues and

eigenfunctions used in the calculation are also correct to this order.
More complex approaches include spin dependence via a Breit-Fermi

Hamiltonian including all relativistic corrections!3 to order (v/c)? in

the quark velocity. The spin~dependent part of the potential can be

uritten as:
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Vepin = (3Vy’ - VgL -3/(2m2R)
+ (V2v,)28,-3,/(3m2)
(A-6)
+ (Vy’/R = V”)(35,-A%,:h - §4-8,)7(3m2)

where, N is the unit radial vector.

The fine structure is given by the first term (spin-orbit interaction)
and the third term (tensor interaction). The second term yields the
hyperffne structure, where the Laplacian operating on Vy, produces a
' delta function (contact) term. The exact form of Equation (A-6) depends
on assumptions regarding the Lorentz structure of the potential. As
shoun, the scalar part (Vg) contains all of the linear confining piece.
The Coulomb exchange part is contained in the vector part, Vy. There is
an additional long range dependence in the spin-orbit term uwhich does
not exist in QED, resulting from the scalar part of the potential.
Setting Vs = 0 would give the Breit reduction %ound in QED. An analog
of the Breit-Fermi equation has been calculated for an arbitrary
potential from QCcb without the necessity of inputing Lorentz
structure.'™ This calculation vielded an opposite sign for the long
range spin-orbit interaction. The Klein-Gordon equation was used in
another approach, with a static potential to gauge the effect of
relativistic wave functions on the E1I rates. !5 In addition,
relativistic corrections can be applied consistently to the electric
dipole rate formula.'® Relativistic sum rules have provided a corrected
estimate of the relative E1l rates.!'? 1t is possible to avoid the
non—re}ativistic assumption and retain the use of an instantaneous
potential with spin dependence and a particular Lorentz structure by

solving the Salpeter integral equation of motion.'® In this case
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relativistic wave functions are also obtained. Gthers have calculated
the leading QCD corrections. 1929

An approach independent of potential models, based on the calculable
aspects of QCD such as gluonic vacuum expectation values, perturbative
amplitudes, and dispersion relations,?! attempts a "first principles”
formulation (QCD sum rules are derived). The procedure includes
relativistic effects, the non-Abelian and noninstantaneous nature of the
gluonic field, and couplings to mixed states. Although the methods are
formalized and not ambiguous, they do not easily lend themselves to
generalizations beyond predictions for the ground states.

A comparison2® of the predictions among the models 1listed above and

to some preliminary resulis from this investigaiton may be found in the

references.

- 135 -



Appendix B

MAGNETOSTRICTIVE SPARK CHAMBERS

Magnetostrictive spark chambers?5 (MSSC) were chosen as the primary
charged particle 1tracking system because of their superior resolution
capabilities within the narrou spatial confines of the Crystal Ball’s
interior, and because of their clean signals and 1insensitivity to lowu
level beam related backgrounds. A cylindrica] geometry uwas selected as
the most compatible with the inner detector space, bound by the
cylindrical beam pipe on the inside and by the spherical cavity of the
Crystal Ball on the cutside. A 1 mm wuire spacing yielded a maximum
geometrical resolution of about *5 mr, +to be compared with about *22 mr
for the multiwire prqportiona] chambers (MWPC). The MWPC package uas
included to compensate for the known sag in spark chamber efficiency as
the charged particle multiplicity increases. The design philosophy for
the central chambers can be summarized as follous: the magnetostrictive
spark chambers were responsiblek for reconstructing a few gold plated
chargéd particle itracks, while the MWPC’s were responsible for tagging
the charged particles missed due to the MSSC inefficiency.

A reconstructed track refers ito the result of a successful straight
line fit +to a group of spark chamber hits and is constrained +to pass
through the z-axis. The fits uwere made independently of any bump
information from the Nal. After all the reconstructed tracks were

found, the remaining MSSC and MWPC hits not correlated with a fitted

- 136 -



track uWere used to tag bumps as charged. The tagging scheme uas
necessarily less precise than the reconstruction technique. The outcome
yielded a charged particle detection efficiency of (85-92)% and a photon

over{agging probability of =10Z.

B.1 CONSTRUCTIODN

A cross sectional schematic of the spark chambers is shoun in Figure
9. The basic component in the chamber structure is the laminated
eylindrical shell. The shells serve as: i) the plane upon mhich the
etched wires are mounted, i) the enclosure for the Ne-He gas mixture
(90%/10%), and iii) the main structural support for the chambers. Using
aluminum mandrels turned on a lathe to the desired 0D dimension, the
laminated shells were contructed as follous:
1) The inner conductor/Mylar uas Nrapbed on the mandrel and coated with

epoxXy.

2) A thin layer of styrofoam uas tightly urapped around the epoxy which
was allowed to set.

3) The styrofoam was '"™machined” to the desired 0D dimension. (0.036

inches for MSSC and 0.060 inches for the MWPC). A coat of epoxy uas
applied.

4) The outer conductor/Mylar was urapped tightiy and the epoxy uas
allouwed to set.

When the epoxy had set, the laminated shell was pulled from the mandrel.
The smaller diameter shells wuere joined to the larger shells wuith
specially machined lucite rings at the ends of the chambers. The rings
included provisions for gas inlets and outlets, and machined fingers for
holding the magnetostrictive wands tightly against the etched spark
planes.

The MSSC package consisted of tuwo chambers. The inner chamber with

an 10 for the innermost spark plane of 13.98 cm was separated from the

- 137 -



0D of the beam pipe by =1 cm, andbuas the closest part of the detector
to the intéraction region (IR). It had an active length 1in the 2
direction of =57 cm subtending a solid angle of 294% of 4nw sr. The
chamber was divided intc tuo 9.0 mm spark .gaps delimited by a single
shell. Two shells formed the inner and outer surfaces. The outer spark
chamber was separated from the inner spark chamber by the MWPC. The ID
of the outer MSSC was 25.65 cm and it had an active length of #28 cm or
%71% of 4m sr. It was also divided into two 9.0 mm gaps and Was built
from 3 laminated shells.

Each of the four spark gaps was formed by a ground plane?® of etched
copper-Mylar facing a negative high voltage pltane of etched
copper-Mylar. The etched uire tracings were 0.012 inches wide with a
1.0 mm spacing. The two high voltage planes for each chamber were
consiructed on the middle shell and the tracings uwere all parallel to
the z-axis (0° stereo angle). The ground tracings for the inner (outer)
chamber uWere inclined to a stereo angle of 30° (45°). For the inner
chamber the 30° ground planes had opposite helicity, while for the outer
chamber they had opposite helicity in the 1978 and 1979 data, but the
same helicity in the 1980 and 1981 data, when new chambers wuere
installed.

The ground and high voltage spark planes extended beyond the lucite
rings outside the spark gaps. The magnetestrictive uands uere fastened
against the planes at this exterior point. - The wands had to be
specially designed to allow them physical flexibility, since they uere
urapped around the exposed ends of the etched spark planes. The wuands

were built up with three pieces of teflon spaghetti surrounded with
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shrink tubing. The wire was fed through the middle teflon and anchored
at one end with a soft setting epoxy/RTV mixture to provide acoustic
dampening. The other end of the wand uwas fastened to the pick up coil
and bias magnet head. The four wWands in each chamber uwere held in place
firmly against the etched conductors by machined lucite fingers.

The gas system consisted of two stages of low pressure regulators fed
by a bank of 1A cvylinders containing a mixture of Neon(90%) and
Helium(102). A flow rate of =0.2 SCFH per gap uas maintained and
monitored by bubBling the return gas from the gaps through a mineral oil
bath. The driving pressure uas 2#0.25 inches of uwater.

Each gap uas driven by three 33 Ohm (source impedance) cables charged
to 9.4 KV and discharged by a Thyratron pulser (see Figure 41). The
Thyratron was fired by a prepulser which was iriggered by a signal from
the control room event trigger logic. The 4.5 KV negative going pulse
from the Thyratron had a width of 2250 ns and was terminated at the gap
with its characteristic 33 Ohm impedance. Spark formation was observed
to require = 150-170 ns, leaving = 80-100 ns for +the spark discharge.
During the‘discharge, about 280 amps of current was available for all
the spark channels formed. The gap termination, as shouwn in Figure 42,
was distributed between the gap fiducials and resistance to ground. Two
tracings from each plane were isolated as fiducials; one was held as a
spare. Roughly 63 amps of current was allowed for each fiducial during
spark formation period.

When a spark occurred in a gap along the ionized path of a charged
particle, current would flow across the spark and through a pair of

etched tracings, one on the high voltage plane and one on the ground
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Figure 41: Spark Chamber High Voltage Pulse.
The general features of the Thyratron high voltage pulser used to fire
the spark chambers is outlined. The MSSC represents a capacitive load
until the spark discharge occurs, when it is seen as a short.
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Figure 42: Typical Single Spark Chamber Gap Termination.
The schematic shows the fiducials, the distributed terminations, and the
clearing field connection for one gap in the MSSC.
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plane, ultimately passing next to the magnetostrictive wands. The
process is illusirated in Figure 43. The pulse of current and
associated magnetic field wuwould excite an acoustic uwave in the
maghetostrictive wire. The wave uould generate a pulse of magnetic flux
through the pick-up coil driven by the bias magnet. The change in
magnetic flux through the coil generated a voltage pulse which wuas
preamplified in the dry room and fed differentially +to the counting
house amplifier, resulting in a = 1.5 volt signal.

The amplified wand signals were passed through a zero-croass detector
vto remove bias due to a variable pulse amplitude. The =zero-cross
signals were fed to a time digitizer with memory in a module on a
special CAMAC branch of the computer. When the digitization wuas
through, the computer controller uwould read the data from the memories
via a direct memory access (DMA).  DBuring the DMA, a 350 volt pulse
lasting 15 ms was fed to the ground planes to clear ions left over from
any spark discharge. The timing sequence is summarized 1in Figure 44,
and required a total dead time of 40 ms. The data uwere in the form of
channel numbers corresponding to the transit time of the acoustic pulses
in the wand wire plus an offset. Using the offline software, the offset
could be removed by subtracting the first fiducial time, and the transit
times could then be mapped into fractions of a circumference on the
appropriate MSSC plane, or 1into angles. By comparing the overlaps

between hits in the various planes, space points corresponding to the

sparks were obtained.
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Figure 43: Operation of the Magnetostrictive Wand.
The physics of the magnetostrictive wand is illustrated. The spark

current excites an acoustic wave in the wand wire, which induces an EMF
in the pickup coil.

- 143 -



Trigger Pulse
Thyratron H.V.
Pulse

TDC (ANNA)Reset
TDC START
Wand Signalis
Clearing Field on

DMA Start

DMA Done

12-82
441841

SPARK CHAMBER
DATA ACQUISITION TIMING

|
-
1
‘
s
} i
T
—t—]
| b | f=— 100-200..s —~
i i A
: Lol byt Fgucial 9™ ond Figucial = 15 ms —]
1 i EE I j J—————
| I | | |
1 1 Il !
1 1 T —t
R s
| 1 1 1
o A jIJ
0O 280 25 33 ~50 1 4 <40
ns  us  us S ms ms ms

Figure 44: MSSC Data Acquisition Timing.

The sequence of events involved in obtaining the the MSSC data is

illustrated.

- 144 -



B.2 OPERATION AND PERFORMANCE

Information on the MSSC charged particle detection efficiency wuwas
obtained using: i) a pion test beam, ii)~ cosmic rays, 1ii1i) Bhabha
events, iv) the number of charged particles found in the photon spectrum
for inclusive decays of the ¥/ and J/¥, and v) the number of w°’s found
in the gamma-gamma, gamma-charge, and charge-charge mass spectra.
Figure 45 shous the results ,Of a test using cosmic rays. Plastic
scintillators were used to define the +timing and the presence of cosmic
rays. After triggering the spark chambers, the coincident hits within
the expected region of the chamber uwere counted. Figure 46(a) shous the
outcome of a similar test using a charged pion test beam. Both of these
investigations were performed when the spark chambers uere isoclated from
the rest of the detector. | Figure 46(b} was obtained by studying the
chamber’s response t{o Bhabha events using ‘the full detector at SPEAR.
The events were defined by back-to-back energy deposits in a narrou
window about the e*e~ beam energy. A clear plateau in efficiency is
seen at =9.4 K¥, which is where the MSSC were operated. During'the data
acquisition period at SPEAR the back-to-back e*e~ efficiency wuas
monitored on a run by run basis and uas generally found in the interval
(85-9534.

However, a substantially decreased efficiency was observed for events
with more than tuwo charged particles. Studies using the Monte Carlo
simulation of the MSSC and MHPC indicated that spark chamber
efficiencies per plane in the range (70-75)% uere necessary in order to
obtain pl#ne occupancies for fitted and tagged tracks comparable to what
Was seen iﬁ the inclusive hadronic data.
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Figure 45: Spark Chamber Efficiency from Cosmic Rays.

A plot of the cosmic ray detection efficiency per gap for the ground
planes versus the charging voltage is shomun. Figure (a) shous the
efficiency for detecting a cosmic ray on the inner most gap ground plane
given that a spark was detected on the high voltage plane in the region
of the track for the same gap. Essentially this checks the sensitivity
of the wand and electrical instrumentation for detecting a spark.
Figures (b)-(d) give true cosmic ray detection efficiencies.
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Figure 46: MSSC Pion and Bhabha Efficiency.
Figure (b) plots the spark chamber - efficiency per plane typical of the
charged pion test beam results. The efficiency for detecting individual
e* or e~ tracks per plane is shoun in figure (a), for candidate events
selected using the Crystal Ball energy information.
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B.3 PHOTON CONVERSION PROBABILITY

Part of the photon detection inefficiency is attributable to the
probability that the photon converts to a e*e™ pair in the material
preceeding the Nal and is then labeled charged. Since the probability
is only a few percent, several approximations were made. The conversion
probability was assumed to be independent of photon energy in the range
100 MeV to 650 MeV (this is «*10% effect). The probability was averaged
over the central tracking chamber’s acceptances for a +flat photon
angular distribution. The wuncertainty due to these assumptions 1is

included in the error. Table 18 lists the Lp.3d4 for the various central

components of the apparatus.

TABLE 18

The Radiation Thickness of the Inner Detector.
Values given are for 100 to 600 MeV photons at normal incidence.

DETECTOR SOLID ANGLE % RADIATION
ELEMENT COVERAGE LENGTH
(% OF 4m) (Lradg)
Beam Pipe 100 1.9
Inner MSSC 94 2.0
MWPC 83 0.35
Quter MSSC 71 2.0

Based on the software requirements for identifying a particle as
charged, the photon was required to convert in the Beam pipe, the inner
MSSC, or halfuay through the MWPC. The overall inefficiency in photon

detection due to conversion was found to be (3.5%0.5)%.
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Appendix C

MONTE CARLO STUDIES

The Crystal Ball Monte Carlo program?? has two main parts: i) the
event generator?® and ii) the detector harduware simulator.2? Any
configuration of +final state Vparticles can be prepared by the event
generator. In this experiment, the inclusive hadronic decays of the
charmonium states were simulated 1in order to calculate the event
selection efficiency. In the determination of the photon detection
efficiency, events were prepared by the Monte Carlo program with only
one photon, later to be combined with real Jsv events to simulate the

radiative charmonium decays.

c.1 YHE CHARMONIUM MODEL FOR GENERATING FULL EVENTS

The purpose in simulating full events was to measure the detector’s
trigger efficiency and the hadronic event selection efficiency for
inclusive final states. With this in mind, only the gross features of
the hadronic decays were input to the event generator, while the
significant decays from one charmonium state to another were included
explicitly.

The Monte Carlo model for ¥/ decays contained the following branching
fractions: i) B(Y/»undsy) = 0.54, i) B(Y/ondsYy) = 0.024, and iii)
B(?'*720,1,z) = 0.07 each. The mass of the 7w system was forced to

reproduce the the measured distribution.3® The angular distributions
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for the radiative decays were fixed at (l1+cos?6), (1-0.33cos?6), and
(1+0.077co0s28) for Xo,41,2» respectively. A 0.1% and 0.3% branching
ratio was included to the mn¢’ and n¢ respectively, both with (1+cos?8)
angular distributions. The singlet 'P, state was not included in the
medel .

The knoun charmonium masses were used, except at that time the 7’
mass Was guessed to be 3.62 GeV. The tuwo pseudoscalars uwere assumed to
have widths of 20 MeV each, uwhile the Xg,4,2 widths were input as 7, O,
and 2 MeV, respectively. The x4 states Were radiatively decayved to Js/¥
0.7%, 28%, and 16% of the time for 4 = 0, 1, and 2. A branching ratio
of 0.069 was included for each of the lebtonic decays of the Jr¥y to p*p-
or e¥e-,

All  the remaining branching fractions were assumed to be purely
hadronic. A general state of pions, etas, and kaons was generated with
Poisson distributed multiplicities. The momenta of the final state
particles were distributed according to phase space. Table 19 lists the
species muitiplicities input to the general hadronic decay mode for eaph
charmonium state. The experimentally observed net charged particle
multiplicity3? was used to fix the number of nw*m- and K*K- pairs.

For the Js7¥ model, only the radiative decay to the nc was included,
all the remaining decays uwere assumed to be hadronic. The decay of the
parent resonance into lepton pairs was not allowed in either model. The
n’s, w%’s, and Kg% were all allowed to decay, according to their knoun
properties. Ten thousand eventis uWere generated at ¥’/ and J/¥ each,
along with smaller samples of eventis for specific channels, such as ¥/ »

YNhe and v’/ = yydsyd.
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TABLE 19

Monte Carlo Species Multiplicities.
The mean number of w*n~ pairs, =u°%’s, =’s, and KK pairs per event that
was input to the Monte Carlo for the inclusive hadronic decavs of the
charmonium states is listed.

STATE Nimtm™) N(n©%) N(®) N (KK)
J/7¥(3095) 1.84 1.84 0.25 6.1
v/ (3684) 2.03 2.03 0.06 0.1
%o (3415) 1.87 1.97 0.06 0.1
x4 (3510) 1.98 1.99 0.06 0.1
%, (3555) 2.0 2.0 5.06 0.1
7o(2980) 1.64 1.64 0.25% 0.3
e’ (3620) 2.02 2.02 0.06 6.1

c.2 DETECTOR SIMULATION

Only the Ball and central tracking chambers uere simulated in the
program. The end caps and other deteﬁtor components were not included.
Photon, positron, and electron showers in the Nal uere simulated with
the Electron-Gamma-Shower (EGS) routines,®? tajlored to the Crystal Ball
geometry. Charged pions and kaons uere transported through the Nal
using the High Energy Transport Code33 (HETC). Both EGS and HETC
directly gave the energy deposition in each c¢rystal generated by the
incident particle. Although this procedure was straightforuward, it
excluded several details found in the real detector: i) multiple
scattering in the beam pipe and central chambers, i1i)} photon conversion
in the beam pipe and central chambers, iii) imperfect light transmission
through the crystals and into the phototubes, iv) shouwer losses due to
the paper and aluminized Mylar betuween the crystals, as uwell as to the

material of the hemisphere cans, v} phototube muitiplication statistics,
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vi) electronic signal processing and digitizatien, and vii) the
interplay with the calibration process. In addition HETC treated kaons
by scaling to pions, with the same velocity as the kaon. In a later
version approximate corrections for the pion-kaon mass difference uere
made 1o the energy released in nuclear interactions.

Regarding the omission of the end caps, this did not affect the
trigger efficiency calculation since they were not part of the trigger
criterion. However, the absence of 24% of the total energy (=4% loss in
solid angle) would lead to a slight wunderestimate for the inclusive
hadronic event selection efficiency. This was included as part of the
5% overall uncertainty in the event selection efficiency.

The central magnetostrictive spark chambers and multiuwire
proportional chambers were simulated 1in great detail. The rau data
output was of the same form as for the real experiment. Although
simulated central chamber data were not used in this study, they are
included in the discussion for completeness.

The Monte Carlo technique actually wused for calculating the photon
detection efficiency was designed to remove as much bias as possible
resulting from the simulation process. The method used combined single
photons generated isotropically over the entire 4n solid angle, with
real J7¥ evenits obtained using the hadron selection algorithm. The
number of ¥’s generated was used to normalize the number detected at the
end to yield an efficiency. Samples of =50-10% gammas each uere
prepared at Ey = 90, 145, 210, 320, and 500 MeV. An immediate loss of
27% resulted from applyving the EGS code, since the end caps were not in

the simulated geometry package. This did not bias the final result, as
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all candidates for the inclusive‘photon spectra uwere required to pass a
solid angle cul of lcosBiprzek.z! € 0.85. The array of crys{al energies
for each Monte Carlo photon Was sﬁmmed with the existing crystal energy
data of a single J/¥ event. The result uwas a typical J/¥ event with an
extra monochromatic photon.

With the assumption that on the average all the bound charmonium
states have similar multibody hadronic decays, these mixed events uere
used 1o simulate either v/ = ¥X or Jsvy > ¥X, uhere X 1is any
charmonium-like state. The number of Monte Carlo gammas surviving the
loss mechanisms mentioned in Chapter IV, divided by the number generated
is the phoiton detection efficiency (after including a correction for the
photon conversion probability 1in the beam pipe and inner chambers).
This technigque contains a slight underestimating bias due to neglecting
the decay'recoil against the radiative gamma. The bias should be
largest for the highest Monte Carlo photon energies. The uncertainty
due to this effect is included 1in the *5% overall normalization error

for the photon detection efficiency.

€.3 MONTE CARLO PERFORMANCE

About 42% of the energy deposited by HETC charged hadronic particles
came from the primary particle ionization on the average. An additional
207 (9Z) uas generated_by secondary proton (charged pion) ionization.
The tuwo photon decay of m%’s contributed 14%. Secondary muons and their
electron decays yielded 1.9%. The remaining 213% of the average energy
deposition was attributed to three processes knowun to produce split-offs

in the Monte Carlo: i) ionization by heavy nuclear fragments uere
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responsible for 2.5% of the total energy, 1i) prompt ¥’s from the decay
of excited nuclei gave 3.5%, and iii) lou energy neutrons from the decay
of excited nuclei gave 7.1%. In the HETC code, the heavies, photons,
and neutrons from the last three mentioned sources were not transported.
All their kinetic energy uwas deposited at the point uhere they uere
generated. This is only correct for the nuclear fragments where a short
path length would be expected from their strong ionization. 1t uas
observed fhat HETC produced far more split-offs than were seen 1in the
data. By suppressing the last three processes HETC was made to closely
reproduce the real split-off distributions.

The quality of the Monte Carlo data was checked by making several
comparisons to the real resonance data. Figures 47-50 show the total
multiplicity and energy distributions, ¥ and charged particle spectra,
neutral and charge multiplicities, and y-y mass plots for ¥/ and Monte
Carlo data resuiting from the standard production analysis programs.

As can be seen in Figure 47, the Monte Carlo’s total energy
distribution is shifted slightly higher than segen in the data. This 1is
believed to result from two main sources: i) charged particles in HETC
deposit slight?Q more energy (=260 MeV) on the average than in real
events (=204 MeV¥) and ii) the model used to generate the decays is not
exact. This is expected to lead to a slight overestimate for the event
selection efficiency, but well within the *5% error. The charged
particle spectrum produced by HETC deviates from the data mainly in the
minimum ionizing peak and in the continuum belouw 200 MeV (populated
mostly by charged particles which have ranged out). The continuum above

200 Me¥ contains mostly interacting hadrons, and good agreement is seen

there.
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Figure 47: Total Energy and Multiplicity for ¥/ Monte Carlo and Data.
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Figure 48: v and Charged Particle Specira for Monte Carlo and Data.
Figure (a) compares particles identified as neutrals from the data and
from the Monte Carlo. The dominant contributions are from real photons
in the. data and EGS generated shouers in the Monte Carlo. tharged
hadron cascades generated by HETC are compared With real charged

particles in figure (b). The bump at 3.2 GeV is due to real and EGS
shouwered e¥ and e~ from ¥/2XJ/¥>Xete".
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Figure 49: Neutral and Charge Multiplicities for Monte Carlo and Data.
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Figure 50: ¥-y Mass Plot for Monte Carlo and Data.
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Since Monie Carle photons uere used to measure the photon detection
efficiency under a variety of selection criteria, including pattern
cuts, the EGS generated shower profiles were compared with real photons.
The source of real ¥’s was from the fitted data sample ¥/ > yyds/¥v >
vyYR*4™, although in the comparison, unfitted quantities Were used. The
following shouer quantities Were checked: i) the number of crystals in
the 313 geometry with an energy > 1% of the photon energy (Figure
51(a)), 1i) the spectrum of energies deposited in each crystal (Figure
51(b)), iii) the 21/¥4 energy ratio (Figure 52(a)), iv) the 22/34 energy
ratio (Figure 52(b)}, and v) the Y4/313 energy ratio (Figure 52(c)).

Very good agreement is seen between the EGS produced photon shouwers and

the real gamma showers.
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Figure 51: Crystal Energies for Monte Carlo and Real Photons.
Monte Cario and real photon shouwers are compared. Figure (a) shous the
distribution of the number of crystals within the Y13 which have an
energy > 1.0% of the track energy for 175 MeV { Etrack ¢ 250 Mev. The
natural log of the inclusive energy depositon in each crystal uwithin the
13 is plotted in figure (b) for the same energy photons.
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Figure 52: Monte Carlo and Real Photon Sheuer Patterns.

Monte Carlo and real photon shower patterns Rz,4, R4,ss, and Ry,q3 are
compared.

- 161 -



Appendix D

SUBTRACTION OF RECONSTRUCTED 1°’S

Neutral pions uere identified®" in the events by selecting the best
combination of all fitted y-y mass pairs wuith the lowest global x2
~statistic. The result of this best combination uas stored for later
subtraction of ¥’s resulting from w® decay 1in the photon spectra.
Photon candidates from the entire detector’s acceptance (98% of 4w sr)
were included 1in the combinatorial search. Neutral tracks uere
identified on the basis of the end cap and central tracking chamber data
alone (no pattern cuts were used). Also the algorithm was not intended
to find the class of energetic w® decays (Egx roughly > 600 MeV), where
the two ¥ showers overlap due to their small opening angle. | The
discussion Wwhich follous excludes this class of w? decay.

First the routine TGFIT operated on each ¥-Y pair. In the fit35 the
photon pair opening angle (8y4) and energies (Ey4q and Eyz) uwere varried
to minimize the %2 statistic subject to the constraint that MZyy(fitted)

= MZpo, where %2 is defined as:

x2 = [Eyq(fitted) - Eyq(measured)]?/ceq? +

[Ey2(fFitted) - Eyz(measured)]2/cq22 +
(0-1)

[8yy(fitted) - 8y (measured)12/c(6)2 +

20 (M2yy(fitted)-M2q0)
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The uncertainties in the measurements uwere taken to be: oo = 2.4%/E4!'7Y
and o(8) = 37 mr. The minimization®5 was obtained by linearizing the
constraint function, M%2yy = 2Ey4Eyz2-(1-cos8ys), and iterating the
solution. The process uwould converge in less than 5 jterations and the
contribution from the tast term in Equation D-1 would be neglegable.
For each combination of neutrals the %% and the fitted v-y momentum
4-vector wuere saved. Figure 53(a) showus the wunfitted ¥-¥ mass
distribution input to TGFIT.

The confidence level (CL) for each pair uwas calculated from the x?2
for one degree of freedom and those pairs with a CL < 0.001 wuere
rejected from further consideration. The routine GPAIR evaluated the
total x2 for each possible global combination of y-y pairs within the
event. The combination giving the least overall %? uas selected as the
best hypothesis for that event.

Figure 53¢(b} shous the v¥Y-¥ mass plot after removing the best
combination of pairs. Monte Carlo studies indicate that the maximum
possible efficiency for reconstructing 1m%/s is 238%, ouwing to the photon
detection inefficiency for individual photons. Almost all of the intact
% decays in the event are removed by the reconstruction algorithm,
yielding an overall n% detection efficiency of =36% (for w%’s where the
decay ¥ shouers do not overlap). The algorithm oversubtracts, removing
almost as many non 1°’s gammas as real ones. Figure 54 shows the fitted

10 energy distribution for the best combination of reconstructed w%’s.
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Figure 53: ¢-¥ Mass Disiributions at ¥’
The mass distribution for all ¥-¥ pairs input to the % reconstruction
algorithm is shoun 1in figure (al. Figure (b) shous the result after
subtracting the best combination of 1°%’s. Note the strong enhancement
in the % signal at £545 MeV.
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Figure 54: Energy Distribution for Reconstructed m°%’s.
The shoulder at 540 MeV corresponds to the energy expected for w°’s from
o= qodsy, in addition to a contamination resluting from ¥/ = yyJd/¥
where the two ¥’s combine to form a fake 7° mass. Energetic m%’s with
an energy > =600 MeV are not uwell detected with this w° reconstruction
algorithm owing to the frequent overlap of the decay ¥’s.
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Appendix E

ELECTROMAGNETIC SHOWER PATTERNS

The identification of particles, based on their 1lateral energy
deposition profiles (pattern cuts), were chosen empirically from studies
of the energy distributions in groups of contiguocus crystals. The
overall goal was to select particles uwith energy depositions similar to
those of single photon shouers. In this study the principal background
to be removed was charged particles, misidentified as neutrals. 0f
lesser importance here, but significant to an analysis of the high
energy end-peint of the photon»spectra, is the rejection of overlapping
¥?’s from the decay of an energetic w® (Ey > =600 MeV).

Three parameters uwere used to characterize single photon shouers.

22max 2 24

Rz,y = ———, Rasy = ——, Rysq3 =

24 Y4 Y13

(E-1)

where the 21, Y2maxs 24, and 213 are energy sums based on the sum of 1,
2, 4, or 13 crystals as shoun in Figure 13. The ratios compare the
energy deposited in a group of crystals, always including the bump
module (31), to a ]aréer group of crystals. In general, R4,y and Ry, 13
are bound in the interval . [0,11, while R,y may be larger than 1.0.
This happens when the shower fluctuates across the bump module vertex
outside the 24 (such that the Y2max > 24). Values ot the parameters

near 1.0 indicate a narrow lateral energy profile, uhile smaller values
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indicate a broader profile. The distributions of these ratios uere

studied for uell-defined charged particles and photons.

A variety of pattern cuts were used in the inclusive photon analysis,
described in Chapter IV, to suppress the charged particle contamination
in the neutral particle sample. The details of the photon selection
criteria based on the ratio parameters will be discussed belouw, uith
reference to the cuts, A)-1), outlined in Chapter IV.

A)-C) No pattern cut was applied.

D) This pattern cut was composed of tuwo parts: i) The narrou energy
depositions of minimum ionizing charged particles were removed by
rejecting particles with Ry, ,q3 > 0.9875, or R,y > 0.9975, or Rz s >
0.8975 - (Ry, 12 - 0.95)1-23, Figure 55(a) shous a scatter plot of
R2,4 versus Ry, 13 for minimum ionizing charged particles. The curve
indicates the cut used +to remove this background. Photons also
populate the cut region (Figure 55(b}), though their main
distribution is centered outside the cut. Referring to Figure 13,
this cut selects those photons swhich shower across the central
crystal’s side (Rz,y ¢ 1.0) and rejects those which shower through
the vertex (Rz,y > 1.0). The cut on Ry,43 requires that the photon
shower deposit at least 1.25% of 1its energy outside the 24. The
transmission efficiency for both p*p~ pairs and a sample of
uell-defined photons wuas measured to ascertain the effect of the
pattern cut alone. The results are shown in Figure 56. ii) Photon
showers Nith large fluctuations, interacting charged particles, and
overlapping ¥ shouwers due to the decay of energetic 1%’s, are

suppressed by requiring that the particle’s energy deposition not be
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too broad. Particles were removed if Ry,153 < 0.85 or Rz,y ¢ 0.90.
This is a very stringent cut on the photons as 1is shoun in Figures
57 and 58. Although the combined effect of cuts i) and 1ii)
effectively suppresses the background, it introduces a large
inefficiency for louw energy ¥’s, as indicated by curve E) 1in Figure
34.

E) The pattern cut used here is identical to DJii), alone.

F} No pattern cut was applied.

G) Only partic}es with very broad lateral energy profiles uwere cut, but
not as strongly as in D)ii). This was done to improve the photon
detection efffciency over that cut. Particles wuere rejected if
Ry, 13 € 0.7 or Rz, ,y € 0.8,

H) and I) A milder version of the cuts used in B)i) and ii) was used to
suppress mainly charged particles. Instead of cutting on the ratio
Rz2/4» the ratio R4,4 Was used. Particles with lateral energy
distributions too narrow to be consistent with single photons were
removed if Ry, 13 > 0.985 or Ry, 4y > 0.98. Particles with too broad a
distribution uwere cut if Ry,q3 ¢ 0.7 or Ry,y < 0.4. These cuts are
shoun for well-defined charged particles and photons 1in Figures 60
and 59.

Figure 61(a)-{(c¢c) illustrates the effect of the cuts D)i) and ii) on
the charged particle spectrum from ¥/ decays. Also shoun is the charged
particle spectrum resulfing from the cuts used in H) and I3J. Note the
enhancement of the peak at 21525 MeV produced by the e*e” pairs in the
decay ¥/ = XJ/¥ > Xe'e-, compared to the considerable suppression of
hadronic charged particles in the spectrum. This is clear evidence of

the cut’s ability to select electromagnetic showers.
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Figure 55: R2,4y Versus Ry,13.
In figure (a) a scatter plot distribution is shoun for minimum jonizing
charged particles 1in the tuwo dimensional space of the parameters Rz, 4
and Ry, 13- Figure (b) shous the same distribution for uell-defined
photons from a fitted sample of events, Vv o yydsy > yyArRC. The cut

used to remove minimum ionizing charged particles is shown for both
figures.
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Figure 56: Rz,y~Ry,12 Pattern Cut Transmission Efficiency.
The transmission efficiency for p*u~ events (a) and well-defined photons
(b) is shown for the pattern cut designed to remove minimum ionizing
charged particles. HNote the dip in figure (a) at #2106 MeV, indicating a
strong suppression for minimum ionizing particles. The price is a heavy
loss in efficiency for low energy photons as shown in figure (b).
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Figure 57: sStringent Pattern Cut Using the Parameter Ry,13.
The distributions for the parameter Ry,13 are shoun for uell-defined
charged particles and photons. The cuts used in the selection criterion
D}ii) are indicated on the plot.

- 171 -



8 T | T .
(a) .
6 - Well -Defined -
y's
4 - o 7
Cut |,
— 2 I * ]
o L
© S
X [}
% el
5 0 ceselete 00 1 |
D
o
© 600 |- (b) -
Interacting
Charged Particles .
400 ~ —
Cut .
200 . -
O Lessssssocescessatees® ™™™ | | 1
0.5 0.6 0.7 0.8 0.9 1.0
11-82 R2/4 4416B19

Figure 58: Stringent Pattern Cut Using the Parameter
The distributions for the parameter R,,4y are shoun for
charged particles and photons. The line shows the cut
photon selection criterion BJ)ii).
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Figure 59: Mild Pattern Cut Using the Parameter R y.
The distribution of the parameter R4,y is shoun for well-defined charged

particles and photons. The pattern cut used in selection criterion H)
is draun on the plot.
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Figure 60: Mild Pattern Cut Using the Parameter Ry, q3.
The distribution for the parameter Ry,qy3 1is shown for uwell-defined

charged particles and photons. The pattern cut used in selection
criterion H) is draun on the plot.

- 174 -



TTTTTTT] T T TV T TTTTT] T T TTTTT]
70,000 |- (a) 4 35000 (b)
60,000 |- - 30,000 -
50,000 4 25,000 -
40,000 + 4 20,000 - —~
30,000 | 4 15,000 - -
20,000 — 10,000 —

@
= 10,000 | 4 5000 .
E 0 L1l IEEER 0 Lol L1 L1
w (d)
Zls 7,000} ()] !
©
6,000 |- -1 80,000 ~
Uncut
5,000 — .
60,000 |- ks .
4,000 - ~
3,000 4 40,000 |- L .
Z,OOO - ) ’:' !\ .'\.
20,000 | 2 i\ .
1,000 - - ’/,/;,
vl RIS RENAT 0 —g;?aﬂTTﬁ/ L1 Ll A
50 100 500 1000 50 100 500 1000
1182 E (MGV) 4416B8

Figure 61: Charged Particle Spectra with Pattern Cuts Applied.
An uncut spectrum of charged particles from decays of the ¥’ is shoun in
figure (a)l. Figure (b) 1is the result after applying the cut described
in B)i), and figure (¢) results after the additional cut DJii). The
application of the pattern cut H) yields the spectrum shown in the
bottom of figure (d). The top spectrum in figure (d) is uncut. Note
the relative enhancement of the showering e'e~ signal at =z1525 MeV from

decays of the Jrv, compared to hadronic charged particles in the
spectrum.
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Applying a pattern cut to reject particles with a shower too narrou
to be consistent with a singfe photon also suppresses the hadron-nuclear
interaction split-offs usually found 1in the neutral particle sample.
This property of the pattern cut [like DJ)il is not noticed in Figure 61,
but is readily seen by comparing the photon spectra in Figures 20(c) and
(d). The split-offs primarily occcupy the low energy (<100 MeV¥) region
of Figure 20(c), where their signal has been enhanced by the subtraction
of slow 1%’s. The sharp reduction in split-offs seen in Figure 20(d)
was traced to the application of the pattern cut DJ}i alone. The

efficiency for detecting low energy real photons ({100 MeV) is also

sharply reduced.
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Appendix F

LINE SHAPE AND RESOLUTION

The signal shapes observed in the inclusive photon spectra contain
information convoluted from tuwo sources: i) the detector’s response
function, which is the distribution of measured energies resulting from
monochromatic quanta of electromagnetic energy striking the detector,
and ii1) the physical properties of the states involved in the radiative
transition. Consider the decay taking place in the center of mass of
the radiatively excited parent particle, which has a width ()
‘essentially zero. If the mass of the daughter state is broad, than the
quantum of electromagneiic energy released in the transition will not be
monochromatic, reflecting the daughter state’s mass distribution. The
same resuli occurs if the parent state is broad and the daughter state
is narrow, or if they are both broad. In this experiment, for all the
transitions studied, either the ¥/ or the Js/¥ states were the parent or
the daughter particle. Since these resonances are known to be narrou,
21540 KeV for the ¥/ and 639 KeV for the Js/v, their contribution to
the signal shapes can be ignored. By making a detailed analysis of the
observed signal shapes 1t is possible to extract information about the
uidth of the other state involved in the transition.

For the two transitions X4,2 » ¥YJ/7¥, the %3 particle was recoiling
againsé a photon from the initial transition ¥/ > ¥x4,2. The Doppler

broadening of the second photon resulted from the non-zero momentum

- 177 -



distribution of the x particle in the laboratory center of mass. In
this case a Doppler broadening contribution ~to the signal shape was
included solely to enhance the reliability of the single amplitude
measurements. Information about the widths of the x%4,2 was not derived

from these transitions but from the initial transition.

F. 1 THE DETECTOR’S RESPOGNSE FUNCTIGN

The form of the detector’s response function was measured using the
moncchromatic e* and e~ from the Bhabha reaction e*te” = e*e~ at the J/¥
resonance (22/3), and from the direct decay J/¥v > ete~ (21/3). This is
the louest energy source of ue]l—défined electromagnetic quanta
available in the data. Events were selected to suppress radiative
Bhabha events by requiring the follouwing: i) only tuc charged particles
in the event with a total energy deposition of, Eiot > 2000 Mev, i)
both charged track trajectories had to be fully reconstructed from the
central spark chamber data and yield an IR vertex with Izl ¢ 10. cm, and
ii1) the charged particles had to be back to back, such that the charged
particle opening angle, 6;j, satisfied cos8;; < -0.9995.

The resulting spectrum of e and e~ energies was fit with a line

shape calculated from the differential amplitude dL/dw, as follous:

dL { expl-(u’-u)2/(2042)] y W2 Mg
du Alog/7 (W -ullx s W € Hiq
where, (F-1)
W = the observed detector’s energy response
Wi 3 W - agg
W’ = w + gelxsa - a)
A = (xs/a)X-exp(-aZ/2)
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The intrinsic detector resolution for a quanta of electromagnetic
energy, W’, incident on the apparatus is o.. This function describes a
line shape composed of a central Gaussian (mean = w’, standard deviation
= cei, with a pouer law tail to low energy joined to the Gaussian at uj
(x is the pouer). The term w” corresponds to the infinite asymptote of
the inverse power function. Both w” and the amplitude A are defined by
the requirement that the fuwo functions Jjoin smocthiy (continuous and
continuous first derivative). As a result, the detector’s response
function is specified by four parameters (u’, Oer X, and a), while the
form of the function is fixed to be that of Equation F-1.

Figure 62 shous the result of the fit to the e* e~ energy spectrum.
Several functional variations to Equation F-1 were tried and rejected,
since they all yielded much uworse fits. The outcome of the fit is w’ =
1.547 GeV, oo/u’ = 2.2%, a = 1.5, and‘x = 5.0. For completeness, the
detector response function parameters obtained from the fits to the xy

signals in the ¥/ spectra A)-D) are summarized in Table 20.
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Figure 62: ete” = e*e~ Final State Energy Spectrum.
The energy spectrum for e*te” final states is plotted. Also showun is the
result of the detector’s response function fit to the spectrum.
Reascnable agreement 1is seen (%2/D.F. = 64/50). The extracted
resoluticn from the fit was o = 2.2%/E.'/" at an energy Ee = 1.547 GeV.
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TABLE 20

The Fitted Detector Response Function Parameters.
The parameters x and «, used in equation (F-1) to describe the
detector’s response function were obtained from fits to the ¥/ inclusive
¥ specira shoun in Figure 256. The fits uwere found to be very
insensitive to the power term in the range of 15.0%7.0, so it was fixed
at 15.0.

¥/ SPECTRUM POGRER (x) JOIN PARAMETER (a)
AR} Figure 26(a) 15.0 0.814%0.044
B) Figure 261(b) 15.0 0.744%0.035
C) Figure 26(c) 15.0 6.752%0.029
D) Figure 26(d) 15.0 0.919%0.030

F.2 THE LINE SHAPE FOLDED WITH A BREIT-WIGNER DISTRIBUTION

The signal shape resulting from a transition to a broad state can be
expressed as a convolution of a Breit-Wigner mass distribution and the

response function as follouws:

du” w7 " (F-2)

dA(Wg—uW) ™p/ 2 dB{Ng-u’) dL{un?-w)
(1/Noprw)
0 du’ du

du

The response - function, dL(w’-w)s/dw, is given in Egquation F-1. The
Breit-Wigner distribution, dB(ug-xn"dsdun’, specifies a state with a
width, I, and a mean daughter mass, mg, reached by a photon uwith a _mean
energy Ko, from the parent state with a mass of mp. The term (w’)" is a
weight factor cobtained From the photon energy dependence 1in the dipole
rate formula. For E1 and allouwed M1 transitions, n = 3, while for the
forbidden M1 transitions n = 7. This term was dampened to prevent the
integral from diverging when W’ was far from wg, by forcing n=>0 for
]u’-uol > 4-T. The factor HNgerm 18 a normalization obtained by
integrating dAs/du. The non-relativistic Breii-Wigner mass distribution,
used here, takes the form,
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dB{me-m’) K

= (F-3)
dm’ (mg -~ m’3% + TZ/4

where m” is the observed daughter mass, and K is a constant independent
of m’. The transition photon energy is related to the daughter mass by
the relation m’ = (mpZ-2mpu’)'/2, which 1is also true for m’2mg and
W/ >UWg. Substituting for m” and myp, and neglecting terms of order
[W7/7(2m’p)12 or smaller yields the result,

dB{ug-u’) K

= (F-4)
du’ (W - w702 + T2/4

Equation F-4 differs from the corresponding relativistic Breit-Wigner
equation by replacing I'? by (mgs/mp)2-T2.  The signal shape was obtained
by inserting Equaticens F-4 and F-1 into Equation F-2, and numerically
integrating over du’. The final result still had to be normalized,
requiring an additional integration over du to obtain Norm. The
convoluted signal shape is specified by five parameters, mg, I')¥ 0@ @,
and x. ‘Figure 63 illustrates the result of +folding the detector
response funciion at 110 Mev with a 12 MeV wide Breit-Wigner

distribution using computer generated curves.
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Figure 63: Detector Response Function Folded with a Breit-Wigner,
The probability distribution for the detector’s response function to
monochromatic quanta of electromagnetic energy 1is shouwn in curve (a).
Curve (b) shous the result of f{folding (&) with a Breit-Wigner
distribution (I’ = 12 MeV). By including the energy dependence from the
dipole rate formula for radiative transitons (Ey43 here) the curve is
shifted up slightly, as seen in (c¢).
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F.3 THE LINE SHAPE FOLDED WITH A DOPPLER BROADENING

For the transitions Xx4,2 = vJ7¥ the signal shape uas obhtained by
replacing the Breit-Wigner function and the (w’)" term in Equation F-2
with a step function of amplitude 1.0 specifying the boost limits of the
X1,2 state. The first photon energy, Eyq, uwas obtained from the fitted
signal, ¥/ = ¥4%y, uhich then yielded the mass, m(xy). Using the knoun
mass difference, m(¥’) - m(Js¥) = 589 MeV, the second photon’s peak
energy, in the Xy center of mass was calculated, Ey; = [m(xy)2 -

m(J/¥)21/2m(xyd. The limits for the integral in Equation F-2 became:

where, (F-5)
Wo’ = [Eyz/m(X )] (Eyq2 + m(xy)2)1/2

§ = Ey1Ey2/mixy)

Since the natural line uidths for the %4,, states are small [T(x4,2)
2 0-5 Mev)] compared to either the resolution (FWUHM = 31 MeV) or the
Doppler broadening {(Doppler box full width = 34VMeV), the Breit-Wigner
convolution integrals wuere approximated before the Doppler broadening
was folded in. The response function with a modified 0e Was substituted

for the Breit-Wigner convolution integral. The added width of the %4,:2

states was taken into account by replacing oe with [(2.3500)2 +

T2]1/2,2 35,
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F.4 ENERGY RESOLUTION

As was pointed out in Chapters IV and V, a knoulege of the detector’s
intrinsic resolution is a necessary component 1in unfolding a broad
state’s width. The best way to measure the resolution (and response
function, for that matter) 1is to place the apparatus in a test beam of
monochromatic photons or electrons. This was done for a prototype3¢ of
the Crystal Ball containing 54 Nal(T1) modules. The crystals were of
the same design as used in the full detector. Directly assigning the
results of the 54-test to the performance of the Crystal Ball detector
in an environment of inclusive hadronic events suffers from four main
draubacks: 1) the data for the 54—test’at a fixed electron beam energy
were collected over a very short time (on the order of an hourl; ii) the
test beam was usually directed at the center of one particular crystal;
i11) the single particle data of the G54-test do not match the
environment of inclusive events populated by many particles and the
spiit-off debris from hadron-nuclear interactions; and iv) the actual
resolution for Bhabha events (uhich are clean) in the Crystal Ball
detector is significantly worse than uwas found for the 54-test. The
resolution results from the 54-test are shoun in Figure 64.

What follous is a review of the Crystal Ball resolution obtained from
the data and the numerous calibrations. The energy data consists of
four measurements for each crystal. The PMT signals are split into a
1ok channel and a high channel. The louw channel incorporates a gain of
20 over the high channel. This feature provides the large dynamic range
required, while still using a 13 bit ABC. The four datum consist of the

low and high channel pedestals, and the low and high channel digitized
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Figure 64: Resolution Obtained from the 54-Test.
The energy resolution measured in the 54 module prototype is plotted as
a function of energy. Also shoun 1is the Crystal Ball resolution for
137¢s, the Van de Graaff produced oxygen line, e*e~ events at the J/v¥
resonance, and the resolution used in this study (shoun as the three

limit barsl. The upper limit obtained from the transition V¥/-2¥x¢ is
also indicated.
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signals. By analyzing the +trigger pedestal values and pedestal
measurements made during the calibrations at %2 week intervals, it is
knoun that they fluctuate by about 1-2 counts or =#30 Kev in the lou
channel and =0.6 MeV in the high channel.” The periodic 1lou chénnel
calibrations were made with a '37Cs source (0.661 MeV ¥Y-ray) and the
reaction 'oF(p,adté0*>y160 (6.131 MeV ¥-ray), produced with the Van de
Graaff accelerator. The calibration of the high channel was
parameterized as a ratio of the low to high channel slope. The crystal
ratios were obtained by studying the data. When the energy deposited in
a crystal was simultaneously in both the Jlow and high channel ranges
(120~-200 MeV), the knoun lou channel calibration was used to calibrate
the ratio. An insignificant variation in the ratio values wWas seen
among the calibrations.

The entire calibration uwas then corrected using Bhabha and Y events
obtained over the =2 week period between louw channel calibrations. The
slope of each crystal was adjusted so that the spectrum of Bhabha events
with the given crystal as the bump module peaked at the known beam
energy. For any single calibration, the Bhabha corrections modified the
slopes by about (4-5)%. The Bhabha calibration significantly improved
the resolution for beam energy shouwers by about 34% over the low channel
calibration alone. Variations in the slope among calibrations uere
found 1o be (2-3)Z.

Variations in the calibration results might be atiributed to physical
changes in the environment of the apparatus. It was hoped that a xenon
1ight {flashing system connected to each PMT by a fiber optic would

provide the short term intercalibration data required to correct the
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calibrations for fluctuations. Houwever, when the xenon corrections uere
applied to the 1978 ¥/ data, no improvement in the resolution was found.
Improvement Qas defined as a significant reduction in the fitted xy
signal widths. It maQ be that variations in the environment were small
enough to not contribute significantly to the resolution.

Ancther area where an improvement in the resolution was made involved
a strong correlation betueen signal strength and wuhere the Bhabha
electron hit the crystal face. Impact points away from the crystal
center suffer a loss in signal, with the greatest loss occurring for
impact near a crystal vertex. The position bias uwas corrected, in the
Y13 energy estimate, by parameterizing the impact point’s deviation from
the crystal center with the ratio Ry, 93 = 21/213. Values of Rqi,93 near
1 correspond to a central impact; values less than 1 correspond to an
offcenter hit. Correcting for this systematic {;ss mechanism improved
the resolution for Bhabha electrons by 226%.

Potential improvement in the resolution is expected in the area of
non-linear energy-dependent intercrystal variations. The variation in
compensation (see Chapter II) is an example of this type of degradation.
The light output varies in a nonlinear relation to the photon energy and
the differences in this relation among crystals is significant. MWork on
including the known compensation curves in the calibration is under way,
but no compensation corrections were made to the data presented here.
It is estimated that compensation corrections could improve the
resolution by dcg & (1-2.5)Z%.

There is also some evidence for a systematic nonlinearity in the

energy calibration. Slow m%’s and 7n’s Were selected on the basis of a
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cut in the inclusive Y-y mass velocity (B < 0.4) and plotted. The
fitted W% and 7 signal peaks where at 132.0%0.5 MeV and 542%1 MeV
respectively. Houever, these results are complicated by an incomplete
understanding of possible correlations in the errors, including the
angle measurement.

Figure 64 summarizes what is knoun about the Crystal Ball resolution
from the data and the calibrations. Starting at the high energy end,

‘the point at 1.547 GeV was obtained by fitting the sample of all ete-
final states from the 1978 and 1979 Js/¥ data after applying a cut
designed to remove radiative Bhabha events (see abovel. This point
represents a clean measurement. Houwever, it does not reflect the
degrading effects on resclution found in inclusive hadronic final
states.

The 90% C.L. wupper limit at Ey = 170 MeV was cobtained by fixing the
width of the x4 state to be 0.0 and allowing the resolution to vary in a
fit to the ¥/ spectrum. For completeness, the resolutions at 6.131 MeV
and 0.661 MeV from the 1'37Cs and Van de Graaff calibrations are also
shoun.

To extract as much information as possible from the inclusive photon
spectra for v’ decays and as a check on the calibration interval used in

this study, fits to the Xy signals were made for various fixed

resolutions.  Figure 65 shous the variation in %2 from the fits versus
the resolution. The results assume an energy dependence in the
resolution of 1/E41/%, An average of the values obtained for specira

B)-D) is (0.0255%0.0013)%/E4'/%, which is consistent with the spread in

resolution used in this experiment [0y = (2.4-2.8)%]. The worst
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resolution obtained for spectrum A) may be due to the presence of
photons missidentified as charged particles because of their overlap

with a charged particle. This would degrade their resolution.
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Figure 65: x% Distribution Versus Photon Resolution.
The %2 distribution as a function of the input photon resolution is
shoun for the fitted ¥/ specira shoun in Figures 26(al)-(d).
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