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ABSTRACT

In this article, we provide a worked example of a theory-based approach to learning ana-
lytics in the context of an educational game. We do this not to provide an ideal solution for
others to emulate, but rather to explore the affordances of a theory-based - rather than
data-driven - approach. We do so by presenting 1) epistemic frame theory as an approach
to the conceptualization of learning; 2) data from an epistemic game, an approach to edu-
cational game design based on epistemic frame theory; and 3) epistemic network analysis
(ENA), a technique for analyzing discourse and other data for evidence of complex thinking
based on the same theory. We describe ENA through a specific analytic result, but our aim
is to explore how this result exemplifies what we consider a key "best practice" in the field

of learning analytics.

Keywords: Epistemic frame theory, epistemic game, epistemic network analysis (ENA),

evidence centred design

In this chapter, we look at the role of theory in learning
analytics. Researchers who study learning are blessed
with unprecedented quantities of data, whether infor-
mation about staggeringly large numbers of individuals
or data showing the microscopic, moment-by-moment
actions in the learning process. It is a brave new world.
We can look at second-by-second changes in where
students focus their attention, or examine what study
skills are effective by looking at thousands of students
ina MOOC.

As Wise and Shaffer (2016) argue in a special section
of the Journal of Learning Analytics, however, it is
dangerous to think that with enough information, the
data can speak for themselves — that we can conduct
analyses of learning without theories of learning. In
fact, the opposite is true. With larger amounts of data,
theory plays an even more critical role in analysis. Put
in simple terms, most extant statistical tools were
developed for datasets of a particular size and type:
large enough so that random effects are normally
distributed, but small enough to be obtained using
traditional data collection techniques. Applying these

techniques to datasets that are orders of magnitude
larger in length and number of variables without a
strong theoretical foundation is perilous at best.

In what follows, we look at this question not by ana-
lyzing the problems of applying statistics without a
theoretical framework. What Wise and Shaffer suggest
—and what the articles and commentaries in the special
section of the Journal of Learning Analytics show — is
that conducting theory-based learning analytics is
challenging. As a result, our approach in what follows
is to examine the role of theory in learning analytics
through the use of a worked example: the presentation
of a problem along with a step-by-step description of
its solution (Atkinson, Derry, Renkl, & Wortham, 2000).

In doing so, our aim is not to provide an ideal solution
for others to emulate, nor to suggest that our partic-
ular use of theory in learning analytics is better than
others. Rather, our goal is to reflect on the importance
of a theory-based approach — as opposed to an athe-
oretical or data-driven approach — to the analysis of
large educational datasets. We do so by presenting
epistemic network analysis (ENA; Andrist, Collier,
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Gleicher, Mutlu, & Shaffer, 2015; Arastoopour, Shaffer,
Swiecki, Ruis, & Chesler, 2016; Chesler et al., 2015; Nash
& Shaffer, 2013; Rupp, Gustha, Mislevy, & Shaffer, 2010;
Rupp, Sweet, & Choi, 2010; Shaffer et al., 2009; Shaffer,
Collier, & Ruis, 2016; Svarovsky, 2011), a novel learning
analytic technique. But importantly, we present ENA
in the context of epistemic frame theory — the approach
to learning on which ENA was based — and apply it to
data from an epistemic game, an approach to educa-
tional game design based on epistemic frame theory.
We thus describe ENA through a specific analytic
result to examine how this result exemplifies the
alignment of theory, data, and analysis as a “best
practice” in the field.

DATA

The data we will use to explore this particular worked
example come from an epistemic game (Shaffer, 2006,
2007), a simulation of authentic professional practice
that helps students learn to think in the way that experts
do. Specifically, the data come from the epistemic game
Land Science, an online urban planning simulation in
which students assume the role of interns at a fictitious
firm competing for a redevelopment contract from
the city of Lowell, Massachusetts. They work in small
teams, communicating via chat and email, to develop a
rezoning plan for the city that addresses the demands
of different stakeholder groups. To do this, students
review research briefs and other resources, conduct
a survey of stakeholder preferences, and model the
effects of land-use changes on pollution, revenue,
housing, and other indicators using a GIS mapping
tool. Because no rezoning plan can meet all stakeholder
preferences, students must justify the decisions they
make in their final proposals.

Land Science has been used with high school students
and first-year college students more than 30 times. Our
prior research (Bagley & Shaffer, 2009, 2015b; Nash,
Bagley, & Shaffer, 2012; Nash & Shaffer, 2012; Shaffer,
2007) has shown that Land Science helps students
learn content and practices in urban ecology, urban
planning, and related fields, and it also helps them
develop skills, interests, and motivation to improve
performance in school.

As with many educational technologies, Land Science
records all of the things that students do during the
simulation, including their chats and emails, their
notebooks and other work products, and every key-
stroke and mouse-click. This makes it possible to
analyze not only students’ final products but also the
problem-solving processes they use.

In the worked example presented below, we examine
the chat conversations from 311 students who used

the same version of Land Science, including seven
groups of college students (n = 155), eight groups of
high school students (n = 110), and three groups of
gifted and talented high school students (n = 46). In
its entirety, this dataset contains 44,964 lines of chat.

THEORY

Our analysis of the chat data from Land Science is
informed by epistemic frame theory (Shaffer, 2004,
2006, 2007, 2012). The theory of epistemic frames
models the ways of thinking, acting, and being in the
world of some community of practice (Lave & Wenger,
1991; Rohde & Shaffer, 2004). A community of prac-
tice, or a group of people with a common approach
to framing, investigating, and solving problems, has a
repertoire of knowledge and skills, a set of values that
guides how skills and knowledge should be used, and
a set of processes for making and justifying decisions.
A community also has a common identity exhibited
both through overt markers and through the enact-
ment of skills, values, and decision-making processes
characteristic of the community.

Becoming part of a community of practice, in other
words, means acquiring a particular Discourse: a way of
“talking, listening, writing, reading, acting, interacting,
believing, valuing, and feeling (and using various objects,
symbols, images, tools, and technologies)” (Gee, 1999,
p. 719). A Discourse is the manifestation of a culture
and, based on Goodwin’s (1994) professional vision,
an epistemic frame is the grammar of a Discourse: a
formal description of the configuration of Discourse
elements exhibited by members of a particular com-
munity of practice.

Importantly, however, it is not mere possession of
relevant knowledge, skills, values, practices, and other
attributes that characterizes the epistemic frame of a
community, but the particular set and configuration
of them. The concept of a frame comes from Goffman
(1974) (see also Tannen, 1993). Activity is interpreted
in terms of a frame: the rules and premises that shape
perceptions and actions, or the set of norms and
practices by which experiences are interpreted. An
epistemic frame is thus revealed by the actions and
interactions of an individual engaged in authentic
tasks (or simulations of authentic tasks).

To identify analytically the connections among ele-
ments that make up an epistemic frame, we identify
co-occurrences of them in student discourse — in this
case, in the conversations they have in an online chat
program. Researchers (Chesler et al., 2015; Dorogovt-
sev & Mendes, 2013; i Cancho & Solé, 2001; Landauer,
McNamara, Dennis, & Kintsch, 2007; Lund & Burgess,
1996) have shown that co-occurrences of concepts in
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a given segment of discourse data are a good indica-
tor of cognitive connections, particularly when the
co-occurrences are frequent (Newman, 2004). These
concepts can be identified a priori from a theoretical
or empirical analysis, or from an ethnographic study
of the community in action.

ENA operationalizes epistemic frame theory by iden-
tifying co-occurrences in segments of discourse data
and modelling the weighted structure of co-occur-
rences. ENA represents these patterns of co-occurrence
in a dynamic network model that quantifies changes
in the strength and composition of an epistemic frame
over time — a process we describe in the next section.

ENA

ENA models the weighted structure of connections
in discourse data, or in any kind of stanza-based
interaction data. In what follows, we describe both
the general principles of the ENA method and the
specific process by which the current version of ENA
software — www.epistemicnetwork.org — implements
the ENA algorithms.

Stanza-Based Interaction Data
Before we describe how ENA operationalizes epistemic
frame theory, it is important to understand how data

is configured for analysis using ENA. Consider the
simplified data in Table 15.1, which shows excerpts
from two conversations held by one group of students
in Land Science. In the five columns to the right are
the concepts, or codes, whose pattern of association
we want to model. In this case, the codes represent
various aspects of professional urban planning prac-
tice — that is, various elements of an urban planning
epistemic frame.

Note that sometimes we can see relations among the
codes in a single utterance, as in In Line 3, where
Jorge references knowledge of both social issues and
environmental issues. In other cases, relations occur
across utterances: in Line 10, Depesh talks about the
trade-off involved in increasing open space, which
responds to and builds on Natalie’s more general
comment about trade-offs in Line 8. However, we do
not necessarily want to look at the relations among
codes across all turns of talk. For example, two sepa-
rate conversations are represented in Table 15.1. Both
involve the same group of students (Group 3), but the
conversations took place on two different days while
the students were working on two different activities.

To create a network model of these data, we need to
group the lines into stanzas. The key idea behind a
stanza is that (a) codes in lines anywhere within the

Table 15.1. Edited Excerpt of Discourse Data Coded in ENA Format

¢ & & & ®
3833 ¢
) = g © % g E
c g 3 = O = D ©o
-5 Activity © Username Created Utterance T £ ® £ =
© g = g € 2
2 R @2 R @8
w o ¥ ¥ X
1 VSV Meeting 3 Natalie 02/11/1410:03 Okay, so what do the stakeholders want? 0O 0 0 0 O
talking w/ stakeholders, we learned that there are many issues
2 VSV Meeting 3 Depesh 02/11/1410:03  within the city but there are some bariers that prevent these 0 o0 1 0 O
issues from being easily solved
. . Yeah, the stakeholders care a lot about the environmental impact
3 VSV Meeting 3 Jorge 02/11/1410:04 in the area as well as the need for low income housing 0 0 1 0 1
4 VSV Meeting 3 Depesh 02/11/14 10:04 they cared about different issues but they all wanted to create a 0 0 1 0 0
healthy and livable community
5 VSV Meeting 3 Natalie 02/11/14 10:05 |Iagree. They are also worried about the quality of the water. 0 0O 0 O 1
. . . and they want more housing opportunities for low-income
6 VSV Meeting 3 Jessie 02/11/1410:06 residents 0 0 1 0 O
7 iPlan Meeting 3 Jorge 02/13/1410:21 Quick question, what does the indicator P mean? 0 0O 0 O 1
| found that certain indicators changed when altering the zoning
. . . . designations of specific sites. Each change in zoning category
8 iPlan Meeting 3 Natalie 02/13/1410:21 came with its benefits and drawbacks. There was usually a 0 1 0 1 0
tradeoff involved.
9 iPlan Meeting 3 Jessie 02/13/1410:21 @Jorge: P = phosporous 0O 0 0 0 1
. . . yeah, if you add open space you can help run-off and nesting but
10 iPlan Meeting 3 Depesh 02/13/1410:22 hurt the job totals 1 0 1 0 1
11 iPlan Meeting 3 Jorge 02/13/1410:25 Yeah, everything affects something. 0O 0 0 0 O

CHAPTER 15 EPISTEMIC NETWORK ANALYSIS: A WORKED EXAMPLE OF THEORY-BASED LEARNING ANALYTICS

|PG 177




same stanza are related to one another in the model,
and (b) codes in lines that are not in the same stanza
are not related to one another in the model. In this case,
stanzas indicate which co-occurrences of concepts
represent meaningful cognitive connections among
the epistemic frame elements of urban planning.

ENA Models

To construct a network model from stanza-based
interaction data, ENA collapses the stanzas. Usually
this is done as a binary accumulation: if any line of
data in the stanza contains code A, then the stanza
contains code A. For example, the data shown in Table
1would be collapsed as shown in Table 15.2 if we choose
“Activity” to define the stanzas.

Table 15.2. Stanzas by Activity for Group 3

Activity Group

E.social.issues
S.zoning.codes
K.social.issues
K.zoning.codes
K.environment

VSV Meeting 3 0 0 0

o
o

VSV Meeting 3 0 0 1 0

o

ENA then creates an adjacency matrix for each stanza,
which summarizes the co-occurrence of codes (see
Table 15.3). The diagonal of the matrix contains all
zeros because codes in this model, and in general in
ENA, do not co-occur with themselves. Each adjacency
matrix, in this case, represents the connections that
Group 3 made among urban planning epistemic frame
elements during a particular activity. For example, in
the VSV Meeting activity, K.social.issues, and K.envi-
ronment both occurred in Group 3’s discourse. The
adjacency matrix representing that activity in Table
15.3 (left) thus contains a 1 in the cells that represent
the co-occurrence of those two codes.

The adjacency matrices representing each stanza are
then summed into a cumulative adjacency matrix for
each unit of analysis in the dataset. The simple exam-
ple shown in Table 15.3 would thus be represented by
the cumulative adjacency matrix shown in Table 15.4.
At the end of this process of accumulation, each unit
in the dataset (in this case, each group) is associated
with a cumulative adjacency matrix that represents
the weighted pattern of co-occurrence (cognitive
connections) among the codes (epistemic frame ele-
ments) for that unit.

To understand the structure of connections across
different units — the relationships among their net-
works of connections, or the differences among their
cumulative adjacency matrices — ENA represents each
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cumulative adjacency matrix as a vector in a high-di-
mensional space, where each vector is defined by the
values in the upper diagonal half of the matrix. Note
that the dimensions of this space correspond to the
strength of association between every pair of codes.

Table 15.3. Stanzas by Activity for Group 3

¢ g & 8 =

3 o = o [}

& & @& 8 E

Group 3 = o = =) o
VSVMeeting & £ § £

S S % § §

i » ¥ N x
E.social.issues 0 0 0 0 0
S.zoning.codes 0 0 0 0 0
K.social.issues 0 0 0 0 1
K.zoning.codes 0 0 0 0 0
K.environment 0 0 1 0 0
2 g & & =

= o > o (7]

7] o (2] o E

R Q 2 Q c

Group 3 = o = =) o

iPlan Meeting -§ £ & £ =
2 | 8 R =&

i 17} 4 ¥ x

E.social.issues 0 1 1 1 1
S.zoning.codes 1 0 1 1 1
K.social.issues 1 1 0 1 1
K.zoning.codes 1 1 1 0 1
K.environment 1 1 1 1 0

Table 15.4. Cumulative Adjacency Matrix for Group
3, Summing the Two Adjacency Matrices Shown in
Table 3

Group 3

E.social.issues
S.zoning.codes
K.social.issues
K.zoning.codes
K.environment

—_
—
—

E.social.issues 0 1

S.zoning.codes 1 0 1 1 1

K.social.issues 1 1 0 1 2

K.zoning.codes 1 1 1 0 1

K.environment 1 1 2 1 0




Before analyzing the data in ENA space, ENA divides
each vector by its length to normalize the data. This
is done because the length of a vector is potentially
affected by the number of stanzas contained in the
unit of analysis. More stanzas are likely to produce
more co-occurrences, which result in longer vectors.
This is problematic because two vectors may represent
the same pattern of association, and thus point in the
same direction, but represent different numbers of
stanzas, and thus have different lengths.

Once the data are normalized, ENA performs a singular
value decomposition (SVD), a projection that centres
the data but does not rescale it. This maximizes the
variance accounted for in the data (similar to a principal
components analysis). However, unlike a traditional
PCA or factor analysis, (a) ENA is performed on the
co-occurrences from the cumulative adjacency ma-
trices, rather than on the counts or strengths of the
codes themselves, and (b) ENA performs a sphere or
cosine norm on the original data and centres it, but
does not rescale the dimensions individually.

Interpretation of ENA Models

Once an ENA model is created, a suite of tools can be
used to understand and create a meaningful inter-
pretation. For example, in the Land Science dataset
described above, the chat utterances of all students
were coded for 24 urban planning epistemic frame
elements (see Appendix I) using a previously developed
and validated automated coding process (Bagley &
Shaffer, 2015b; Nash & Shaffer, 2011). Codes relevant
to authentic urban planning practice were developed
based on an ethnographic study of how urban planners

Y (10%)

Elenvironmentalissues

.Ecompromnse K.environmentalissues

Kdata-®™

are trained (Bagley & Shaffer, 2015a).

ENA models are typically visualized using two-dimensions
at a time, which facilitates interpretation. Figure 15.1,
for example, shows the cumulative epistemic network
of a high school student (Student A) who participated
in Land Science. The network models the structure
of connections among the elements of the student’s
urban planning epistemic frame. In this case, Student
A’'s network shows a number of connections among
knowledge elements, such as knowledge of social issues
and knowledge of complex systems; epistemological
elements, such as compromise; and the skill of using
urban planning tools (such as a preference survey). The
network is also weighted: thicker, more saturated lines
represent stronger connections, whereas thinner, less
saturated lines represent weaker connections. The
thickness/saturation of a line is proportional to the
number of stanzas in which the connection between
the two epistemic frame elements occurred.

While we can draw some conclusions about this
student’s network — for example, Student A made
cognitive connections mostly among basic knowledge
and skills — in many cases, the salient features of a
network are easier to identify in comparison with
other networks. Figure 15.2 shows the urban planning
epistemic network of a second high school student
(Student B). Like Student A, Student B made a number
of connections among basic knowledge elements, but
Student B’s network exhibits more and stronger con-
nections overall as well as connections to additional
elements, most notably to more advanced skills, such
as scientific thinking, and to epistemological attributes.

(10%)

E.data
™

S.zoning.codes ; -
Eenvironmentalissues

7 X (11%)

K.socialissues
.

Krepresenting.

K;

S.urbanplannin

Figure 15.1. Epistemic network of a high school stu-
dent (Student A) representing the structure of cog-
nitive connections the student made while solving a
simulated urban redevelopment problem. Percent-
ages in parentheses indicate the total variance in the
model accounted for by each dimension.the integra-
tion of multiple sources of data.

CHAPTER 15 EPISTEMIC NETWORK ANALYSIS: A WORKED EXAMPLE OF THEORY-BASED LEARNING ANALYTICS

S.urbanplanning

{ SClentlflc thinking

Figure 15.2. Epistemic network of a high school
student (Student B) representing the cognitive con-
nections the student made while solving a simulated

urban redevelopment problem.
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As discussed above, epistemic frame theory suggests
that the epistemic frame of urban planning (or any
community of practice) is defined by how and to what
extent urban planning knowledge, skills, values, and
other attributes are interconnected. In this example,
ENA reveals that Student B’s network is more overtly
epistemic: she explained and justified her thinking in
the way that urban planners do, and is thus learning
to think like an urban planner.

What makes this comparison between Students A
and B possible is that the nodes in both epistemic
networks appear in exactly the same places in the
network projection space — for these two students,
and for all the students in the dataset. This invariance
in node placement allows us to compare the network
projections of different units directly, but this meth-
od of direct comparison only works for very small
numbers of networks — what if we want to compare
dozens or even hundreds of networks? For example,
what if we want to compare all 110 high school students
in this dataset, or compare the high school students
with the college students? ENA makes this possible
by representing each network as a single point in the
projection space, such that each point is the centroid
of the corresponding network.

The centroid of a network is similar to the centre of
mass of an object. Specifically, the centroid of a network
graph is the arithmetic mean of the edge weights of
the network model distributed according to the net-
work projection in space. The important point here is
that the centroid of an ENA network summarizes the
network as a single point in the projection space that
accounts for the weighted structure of connections in
the specific arrangement of the network model.

The locations of the nodes in the network projection
are determined by an optimization routine to mini-
mize, for any given network, the distance between (a)
the centroid of the network graph, and (b) the point
that represents the network under the SVD rotation.
Choosing fixed node positions to have the centroid of
a network correspond to the position of the network
in a projected space allows for characterization of the
projection space — and thus of the salient differences
among different networks in the ENA model. In this
case, we can interpret the projection space in the
following way: toward the lower left are basic pro-
fessional skills, such as professional communication
and use of urban planning tools; toward the right are
knowledge elements related to the specific redevel-
opment problem and to knowledge of more general
topics, such as data and scientific thinking; and toward
the upper left are elements of more advanced urban
planning thinking, especially epistemological elements
— making and justifying decisions according to urban
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planning conventions — and the use of zoning codes.

We can thus compare a large number of different
networks simultaneously because centroids located
in the same part of the projection space represent
networks with similar patterns of connections, while
centroids located in different parts of the projection
space represent networks with different patterns of
connections'. This allows us to explore any number
of research questions about students’ urban planning
epistemic frames. One question we might ask of the
Land Science dataset is How do the epistemic networks
of the different student populations (college, high school,
and gifted high school) differ? For example, when we
plot the centroids of the college students and the
high school students (Figure 15.3), the two groups are
distributed differently. To determine if the difference
is statistically significant, we can perform an inde-
pendent samples t test on the mean positions of the
two populations in the projection space. The college
students (dark) and high school students (light) are
significantly different on both dimensions:

< -0.083, %= 0.115, t = -7.025, p < 0.001, Cohen’s d = -0.428

College™

Y cotge= 0-040, 7= -0.045, t = 3199, p = 0.002, Cohen’s d = 0.186

When the gifted and talented high school students
are included in the analysis, in some respects they
are more similar to the college students, and in others

Y (10%)
Advanced Urban
Planning Thinking

.
X (11%)

O
Rm-‘.‘."'(\ﬁ_.":s:j the
Redevelopment

Problem
L ]

Basic Professional
Skills

Figure 15.3. Centroids of college students (dark) and
high school students (light) with the corresponding
means (squares) and confidence intervals (boxes).

It is possible, of course, that two networks with very different
structures of connections will share similar centroids. For example,
a network with many connections might have a centroid near the
origin; but the same would be true of a network that had only a few
connections at the far right and a few at the far left of the network
space. For obvious reasons, no summary statistic in a dimension-
al reduction can preserve all of the information of the original
network.




they are more similar to the high school students. The
mean position of the gifted high school students in the
projection space (Figure 15.4) is statistically significantly
different from both the college students and the high
school students only on the first (x) dimension:

0.007, x

X Gifteans™ College ™

0.007, %, =

X Giftedris™ College™

-0.083,t=2.538, p = 0.013, Cohen's d=0.202

0.115, t = -2.736, p = 0.007, Cohen's d=-0.223

advanced urban planning thinking. In other words, the
gifted high school students are somewhere between
the high school and college students intellectually, but
they are more similar to the high school students in
their level of basic professional and interpersonal skills.

Qualitative Triangulation of ENA Network
Models

Akey feature of ENA is the ability to trace connections
in the model back to the original data — the chats, in

10%
Advanced Urban L this case — on which the connections are based. By
remneties clicking on the line connecting “epistemology of social
issues” with “knowledge of data,” we can access all the
o 15 utterances that contributed to this connection in the

Basic Professional .
Skills

;__x1U%g

. ’ ¢
Knowledge of the
ﬁe:evemp ment

Problem
®

Figure 15.4. Mean network positions (squares) and
confidence intervals (boxes) of the college students

network graph. Figure 15.6 shows an excerpt of the
utterances that contributed to this connection in one
college student’s epistemic network.

The text is coloured such that stanzas or utterances
containing only the first code are shown in red, those
containing only the second code are shown in blue,
those containing both codes are shown in purple, and
those containing neither code are shown in black. The
stanza (i.e., the activity) “Final Proposal Reflection,”
for example, is coloured purple because it contains
utterances coded for both E.social.issues and K.data:
the first (red) utterance justifies a land-use change
based on a desire to improve the city (epistemology of

(left), high school students (right), and gifted high

social issues), while the second utterance references
school students (center).

knowledge about the effects of zoning changes on

To determine what factors account for the differences atmospheric carbon dioxide levels (knowledge of data).

among the three groups, we can compare their mean
epistemic networks. As Figure 15.5 shows, the gifted
high school students on average made more and
stronger connections to elements of advanced urban
planning thinking than the high school students, but
not to the same extent as the college students. That
is, they were somewhere between the high school and
college students with respect to complex thinking in
the domain. In contrast, the gifted high school students
seem to be more similar to the high school students in
that both populations made fewer connections than the
college students between basic professional skills and

This feature of ENA allows us to close the interpretive
loop (see Figure 15.7). We started with a dataset that was
coded for urban planning epistemic frame elements; we
used the coded data to create and visualize network
models of students’ urban planning thinking based on
the co-occurrence of frame elements; then, if we want
to understand the basis for any of the connections in
the network models, we can return to the original
utterances. ENA thus enables quantitative analysis
of qualitative data in such a way that the quantitative
results can be validated qualitatively.

.Edata \4 ( 10%) _Edata ( 10%) _Edata Y ( 10%)
Vrepresenting.stakeholdefs Vrepresenting.stakeholders
‘e . Benvironmentalissues L . Benvironmentalissues . a . Benvironmentalissues
Szoning.codes * Esgcialissues Szoning.codes * Esgcialissues Szoning.codes * Esgcialissues
K.zoning.coges K.zonlng.coaes K.zcnlng.coaes
S.compromise , K.environmentalissues K.environmentalissues K.environmentalissues
7 =7
/ X (11%) / X (11%) X (11%)
Erepresenting.stakeholders ®Kdata Erepresenting.stakeholders ®Kdata ta
Krepresentingstakeholders Krepresenting.stakeholders Krepresenting.stakehol
‘K ‘conplexsystems K.socialissues g K.complexsystems Ksocialissues K.complexsystoms Ksocialissues
.
/. “Kurbanglanning.tools /@ *Kurbanglanning.tools /‘/K,urban.c lanning.tools
P 'S,urban.planningvtools é ‘/S.urban.planningvtools P '/S.urban.planning.toms
Sprofessionalism Sprofessionalism Sprofessionalism

Figure 15.5. Mean epistemic networks of college students (red, left), gifted high school students (green, cen-
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Utterance Column: utterance
Stanza VSV Reflection

Stanza iPlan Practice

Stanza iPlan Reflection

short term.

Stanza Stakeholder Assessment Reflection

Stanza Final Proposal

Stanza Final Proposal Reflection

change

percentage increase

ENA Set: players by room, Unit Name: uiuc_d.92.player, Codes: E.sodal.issues K.data

v

After assessing the site it seems that there is a growing concern for both the environment, and
the commercial growth of the city. While some citizens want the natural ecosystem to be
preserved and built upon, others wish for an expanding housing market. This causes concern for
planning because there are two very distinct views, but both could probably be built upon.

Graphs are a good way to see if the changes you are making are good sometimes the changes
are not necessarily beneficial towards everyone. for example, you may decrease some of the multi
family housing units to single family housing, which in turn drives families out of their home in the

that could help us determine what final values to pursue

In the preference survey there is a specific number goal that we are striving for. This helps with
the decision making in getting as dose as possible to that value.

they could be justified through an initial goal to better the city. little change is better than no

more social zoning would make a greater impact on co2 so you need natural spaces to aid in the

Figure 15.6. Excerpt of the chat utterances that contributed to the connection between epistemology of social
issues and knowledge of data in one college student’s epistemic network. In the ENA toolkit, the text of each
utterance is coloured to indicate whether it contains code A (red), code B (blue), both (purple), or neither
(black).

Data

Interpretation

Model

Theory

Analysis

Figure 15.7. Good theory-based learning analytics “closes the interpretive loop” by making it possible to vali-
date the interpretation of a model against the original data.

DISCUSSION

In working through this analysis, our aim was not to
provide an ideal example for others to emulate, nor to
suggest that epistemic frame theory has any particular
analytic advantages over other learning theories, but
to provide context for a more general discussion of
methodology in learning analytics and educational
data mining. As analyses of large educational data-
sets have become more common, a key application is
obtaining empirical evidence to “refine and extend
educational theories and well-known educational
phenomena, towards gaining deeper understanding
of the key factors impacting learning” (Baker & Yacef,
2009, p. 7). In other words, a theoretical framework
guides the selection of variables and development of
hypotheses, which can lead to an explanation for why
observed phenomena are occurring.
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In the worked example presented above, we used the
theory of epistemic frames to guide our analysis of
student chat data in an urban planning simulation.
Epistemic frame theory suggests that learning can
be characterized by the structure of connections that
students make among elements of authentic practice.
Our analytic approach, ENA, uses discourse data to
construct models of student learning that are visualized
as network graphs, mathematical representations of
patterns of connections. The analysis is thus an op-
erationalization of a particular theoretical approach
to understanding learning.

One way to conceptualize the linkage between theory,
data, and analysis is through evidence centred design
(Mislevy & Riconscente, 2006; Rupp, Gustha et al., 2010;
Shaffer et al., 2009). In evidence-centred design, an
analytic framework is composed of three connected
models: a student model, an evidence model, and a
task model (see Figure 8; Mislevy, Steinberg, & Almond,




1999; Mislevy, 2006). The student model represents
the characteristics of the student that we want to
assess, or more generally the outcome we are trying
to model or measure. The task model represents the
activities and the data that will be used to measure
the outcomes in the student model. The student (out-
come) model and task (data) model are linked by an
evidence model, which details the analytic tools and
techniques that will be used to warrant conclusions
about the outcomes based on the data.

Evidence
Model

Student

Model

Figure 15.9. Models in an ECD Assessment (adapted
from Mislevy, 2006).

Our worked example illustrates an approach to learning
analytics in which each of the models (student, evi-
dence, and task) are derived from the same theoretical
framework — in this case, epistemic frame theory (see
Figure 15.9).

[ Epistemic Frame Theory J

Students’
Professional
Enculturation

Virtual
Internship

Figure 15.9. Mean network positions (squares) and
confidence intervals (boxes) of the college students
(left), high school students (right), and gifted high
school students (center).

The result is an approach to analyzing expertise in the
context of (simulated) complex problem solving that is
guided by a particular theory of expertise and validated
empirically. But critically, the empirical grounding of
the results does not rely solely on statistical signifi-
cance: because of the linkages between the different
models or layers of the evidentiary argument, the
interpretation of the statistics — the meaning of the
model — can be verified in the original data.

Despite these advantages of a theory-based approach
to data analysis, there has been a significant expansion
in studies that take a radically atheoretical approach

to discovery. Wired editor-in-chief Chris Anderson
(2008) has even claimed that theory-based inquiry
is unnecessary in the age of big data. “Petabytes [of
data] allow us to say: ‘Correlation is enough,” An-
derson suggests. “We can analyze the data without
hypotheses about what it might show. We can throw
the numbers into the biggest computing clusters the
world has ever seen and let statistical algorithms find
patterns where science cannot.” Despite the fact that
most scientists would be deeply uncomfortable with
the idea that causation is unimportant, Anderson’s
approach to the analysis of big data — “to view data
mathematically first and establish a context for it
later” — is a commonly applied method in data mining.

Of course, with a sufficiently large dataset and the
ability to run it through dozens if not hundreds of
mathematical models, statistically significant patterns
will be found. But statistical significance does not imply
conceptual or even practical significance. This does not
imply that all theory-based approaches to analyzing
large collections of data are ideal or even worthwhile.
There is bad theory, just as there is bad empiricism —
and even good theory badly operationalized or applied.
Nor are we suggesting that the worked example above,
or even more generally the theories and methods that
we chose, are ideal in all circumstances.

Our argument, rather, is that there are distinct advantages
to taking a theory-based approach to the analysis of
large educational datasets. The worked example above
illustrates how in theory-guided learning analytics, an
explicit theoretical framework guides the search for
understanding in a corpus of data and the selection of
appropriate analytic methods. These linkages between
data, theory, and analysis thus provide the ability to
interpret the results sensibly and meaningfully.
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APPENDIX 1

URBAN PLANNING EPISTEMIC FRAME CODE SET

Code

Code Description

Example

Epistemology of
Social Issues

Using social issues to justify a decision or to
ask for a justification of a decision (e.g., jobs,
crime, housing)

Because it effects their [the stakehold-
ers'] business

Epistemology of Envi-
ronmental Issues

Using environmental issues to justify a decision
or to ask for a justification of a decision (e.g.,
runoff, pollution, animal habitats)

except why wouldn't we think that they'd
care about social and environmental
issues?

Epistemology of
Representing Stake-
holders

Using the representation of stakeholders to
justify a decision or to ask for a justification of
a decision (e.g., referring to a specific stake-
holders’' needs by name, referring to the needs
of the stakeholder group)

Try and understand what the stakehold-
ers want and why. That might help you
come up with a plan that they'll support.

Epistemology of Data

Using data to justify a decision or to ask for
a justification of a decision (e.g., numbers,
collecting information)

there are three different groups L-EDC,
L-CAG, and LC-RWC and each group
have different recommendations. all
three of the numbers are different so it
seems impossible to meet all three of
those numbers at the same time. which
group are we suppose to follow?

Epistemology of
Compromise

Using compromise to justify a decision or to
ask for a justification of a decision (e.g., balanc-
ing stakeholders' needs, referring explicitly to
compromise)

You may have to make compromises,
because the stakeholder groups some-
times disagree.

Value of Represent-
ing Stakeholders

Utterances indicating that players should,
should not, must, must not, ought to care about
representing stakeholders

First, let's make sure we agree on what
the stakeholders want.

Value of Complex
Systems

Utterances indicating that players should,
should not, must, must not, ought to care about
relationships between parts of a larger system

Flavian and Natalie both want to protect
the enviornment in Lowell, whereas Lee
and Nathanial both want to increase
housing and economic groth

Value of Compromise

Utterances indicating that players should,
should not, must, must not, ought to care about
compromise

however, we may need to make com-
promises so everyone can live with the
changes.

Skill of Profession-
alism

Utterance indicating that a skill related to
professionalism was performed (e.g., sending
an email)

OK. I finished the interview and | read
the resources.

Skill of Data

Utterance indicating that a skill related to data
was performed (e.g., entering values into the
TIM, referring to values of TIM output and
stakeholder assessment values)

we listened to the feedbacks and chose
the best numbers according to what
they wanted so i think 99.9999

Skill of Scientific
Thinking

Utterance indicating that a skill related to
scientific thinking was performed (e.g., making
hypotheses, testing hypotheses, developing
models)

so we put test numbers into the TIM to
see how they react?

Skill of Compromise

Utterance indicating that a skill related to com-
promise was performed

however, we may need to make com-
promises so everyone can live with the
changes.

Identity of Urban
Planners

Utterance indicating that one or one's group
identifies as an urban planner

Sure. iPlan is a model, so as a planner,
when you make changes in iPlan, it
shows us what might happen if you
made those changes in the real world.

Identity of Interns

Utterance indicating that one or one's group
identifies as interns

please remember we are professionals
and all our chat and work that we hand
in should reflect that.

Knowledge of Social
Issues

Utterance referring to social issues (e.g., jobs,
crime, housing)

I worked with a group that cared about
nests, housing, phosphorous, and
runoffs

PG 186 | HANDBOOK OF LEARNING ANALYTICS




Code

Code Description

Example

Knowledge of Envi-
ronmental Issues

Utterance referring to environmental issues
(e.g., runoff, pollution, animal habitats)

| worked with the Connecticut River
Water council and they cared about the
environment.

Knowledge of Repre-
senting Stakeholders

Utterance referring to representing stakehold-
ers (e.g., referring to a specific stakeholders’
needs by name, referring to the needs of the
stakeholder group)

You may have to make compromises,
because the stakeholder groups some-
times disagree

Knowledge of Com-
plex Systems

Utterance referring to relationships between
parts of a larger system

inorder to reduce co?2 levels | had to
increase the bird populations

Knowledge of Urban
Planning Tools

Utterance referring to urban planning tools
(e.g., iPlan, TIM, Preference Survey)

so wer making one iplan?

Knowledge of Zoning
Codes

Utterance referring to zoning codes (e.g., open
space, industrial space, housing, wetlands)

well if you changed a piece of land from
open space to industrial, you create
jobs, but the CO might increase as well

Knowledge of Data

Utterance referring to data (e.g., entering values
into the TIM, referring to values of TIM output
and stakeholder assessment values)

i got really positive feedback except for
my runoff number. i need to reduce that
a bit more

Knowledge of Scien-
tific Thinking

Utterance referring to scientific thinking (e.g.,
making hypothesis, testing hypothesis, devel-
oping models)

I guess it would be a model that you can
test and observe the effects that would
happen in the real world.

Skill of Zoning Codes

Utterance indicating that a skill related to zon-
ing codes was performed

Converting land to open space/wetlands
increases the bird population. That's
one of the stakeholder's concerns, so |
should maybe mark more open space
and less industrial or commercial

Skill of Urban Plan-
ning Tools

Utterance indicating that a skill related to urban
planning tools was performed

To get the desired result you'd have to
change a few different indicators.
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