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ABSTRACT

State-of-the-art Entity Matching (EM) approaches rely on trans-
former architectures, such as BERT, for generating highly contex-
tualized embeddings of terms. The embeddings are then used to
predict whether pairs of entity descriptions refer to the same real-
world entity. BERT-based EM models demonstrated to be effective,
but act as black-boxes for the users, who have limited insight into
the motivations behind their decisions.

In this paper, we perform a multi-facet analysis of the compo-
nents of pre-trained and fine-tuned BERT architectures applied to
an EM task. The main findings resulting from our extensive ex-
perimental evaluation are (1) the fine-tuning process applied to
the EM task mainly modifies the last layers of the BERT compo-
nents, but in a different way on tokens belonging to descriptions
of matching / non-matching entities; (2) the special structure of
the EM datasets, where records are pairs of entity descriptions is
recognized by BERT; (3) the pair-wise semantic similarity of tokens
is not a key knowledge exploited by BERT-based EM models.
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1 INTRODUCTION

The adoption of BERT [7] and other transformer architectures [32]
has resulted in a breakthrough in the effectiveness of the Entity
Matching (EM) approaches (see, for example, [4, 17]). Nevertheless,
BERT, and more generally transformers, are black-box architectures
and it is not easy to understand which are the internal mechanisms
that allow them to obtain such outstanding results. Providing an
answer to this question is crucial to increase their trustworthiness
and promote their application in real-world scenarios.

This work is licensed under the Creative Commons BY-NC-ND 4.0 International
License. Visit https://creativecommons.org/licenses/by-nc-nd/4.0/ to view a copy of
this license. For any use beyond those covered by this license, obtain permission by
emailing info@vldb.org. Copyright is held by the owner/author(s). Publication rights
licensed to the VLDB Endowment.

Proceedings of the VLDB Endowment, Vol. 15, No. 8 ISSN 2150-8097.
doi:10.14778/3529337.3529356

1726

Francesco Del Buono
University of Modena and Reggio Emilia
Modena, Italy
francesco.delbuono@unimore.it

Francesco Guerra
University of Modena and Reggio Emilia
Modena, Italy
francesco.guerra@unimore.it

The NLP research community recently put a big effort in analyz-
ing which knowledge is learned and applied by transformer-based
architectures. The term BERTology [25] was coined to refer to the
large number of papers that have investigated BERT-based archi-
tectures [6, 9, 13, 14, 16, 18, 19, 24, 28, 29]. These analyses typically
follow two main research directions: they directly evaluate the
contribution of specific architecture components (such as contex-
tualized embedding or attention modules) or they examine the
parameters of probing classifiers trained on top of them.

Inspired by these works, we propose to inspect the ability of
BERT-based approaches to perform EM. This operation is usually
conceived as a binary classification problem, where the class shows
if pairs of entity descriptions are (or not) matching, i.e., they refer
to the same real-world entity. The structure of the EM datasets, de-
scribing two evidences per record, makes this task far from the ones
typically studied in ML and DL, whereas the records usually refer
to single evidences. We wonder in which way the transformers are
able to manage this special dataset structure and if the fine-tuning
allows transformer components to learn some matching logic from
the data. We therefore formulated three research questions that
provide methodological guidance to our research. They concern (1)
the impact of fine-tuning on the effectiveness of the EM task; (2)
the capability of BERT to detect and exploit the special structure of
the EM datasets and (3) the extent to which BERT-based EM models
rely on the semantic similarity of pairs of tokens.

Sections 4-6 propose deep experimental evaluations that provide
answers to the aforementioned questions. Their overall analysis
allows us to get three main findings (Section 7): 1) BERT archi-
tectures fine-tuned on the EM task are more efficient than ad-hoc
EM models. Fine-tuning impacts the last layers of the attention
modules and modifies the space of the embeddings differently de-
pending on whether the records refer to matching/non-matching
entity descriptions. 2) The attention weights recognize that records
in the EM datasets describe pairs of entities through the same set of
attributes. A special pattern is found in the attention modules that
gives attention to attributes describing the same entity property in
different entity descriptions. Moreover, BERT is able to discover the
attributes which mostly contribute to solving the EM task. 3) The
pair-wise semantic similarity of tokens is not particularly exploited
by the model. BERT seems to introduce and use a more contextual-
ized, pragmatic kind of knowledge that involves more tokens and
attributes. The importance of the one-to-one relationships defined
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by the semantic similarity decreases with the fine-tuning process,
and increases the importance given to the EM structure.

The rest of the paper is organized as follows. Section 2 intro-
duces related work; in Section 3 we define the boundaries of our
experimental evaluation that results in an analysis of the impact of
fine-tuning on the effectiveness (Section 4); of what BERT learns
from the dataset structure (Section 5); and the importance of the
pair-wise semantic similarity of tokens in the EM process (Section
6). In Section 7 we point out some lessons learned, and in Section 8
we sketch out some conclusions and future work.

2 RELATED WORK

BERT architecture overview. BERT [7] is a large transformer-based
architecture whose main component is a self-attention module
[32]. It takes as input a sequence of token representations, learns
the reciprocal attention that each token of the sequence directs
towards each other token (i.e. the attention weights), and outputs
a new sequence obtained from the weighted average between the
original token representations and the attention weights. BERT
organizes self-attention modules on multiple layers, and each of
them is divided into multiple parallel "heads" which act on separate
linear transformations applied to the same input sequence of token
representations. Several variants of this architecture have been
proposed where a different dimension (e.g., different number of
layers, etc.) or a different vocabulary (i.e. cased or uncased) are
used. In this paper we will refer to the bert-base-uncased variant,
which consists of 12 layers, each having a hidden size of 768 and
12 attention heads (110M parameters). BERT is pre-trained on 3.3
billion tokens of English text to perform two tasks: the masking
language modeling, which consists of predicting the token that has
been masked by the input text, and the next sentence prediction,
which consists of predicting the next sentence of an input text.
Although this architecture can be used in a pre-trained form to
obtain advanced token input representations, a fine-tuning process
is usually applied. It typically consists of adding one or more fully
connected layers to the BERT architecture and training the resulting
network with respect to a reference task. In this paper, we will
consider both the pre-trained version and a fine-tuned version
created to solve an Entity Matching task.

BERT inspection. Recently, a thriving collection of works, identi-
fiable under the term BERTology [25], has inspected the BERT
architecture to assess its ability to learn correct linguistic artifacts.
A first category of these works exploits probing classifiers built
on top of different BERT intermediate representations (such as
contextual embeddings or attention heads) to understand if these
components capture specific linguistic patterns (e.g., dependencies
between part-of-speech) [9, 19, 24, 28, 29]. From these studies, it
emerged that BERT is able to encode a great variety of syntactic
and semantic relationships in different regions of the network and
in a hierarchical way (i.e. through syntactic tree structures) [13, 18]:
simple syntactic information is captured in the first layers, while
more complex relationships in the deeper layers. Despite these
findings, the reliability of these probing tasks has recently been
debated as their results can be easily misinterpreted [29] or per-
turbed by the evaluation methodology itself [5, 12, 19, 34]. Parallel
to these works, several approaches directly inspected the BERT
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architecture [6, 14, 16]. Unlike probing models, they do not depend
on any auxiliary supervised task and therefore they do not require
additional training. The study proposed in this paper belongs to the
latter category, and focuses on the analysis of BERT’s data struc-
tures when employed to solve EM tasks. Although many studies
analyze BERT s behavior in various tasks [10, 14], to the best of our
knowledge, this is the first work about Entity Matching.

Deep Entity Matching. Deep Learning (DL) models can effectively
address EM. DeepER [8] and DeepMatcher [21] were the pioneers
of this kind of architecture. They leverage recurrent neural net-
works, possibly integrated with attention modules, to encode pairs
of entities in multi-dimensional vectors and create a binary clas-
sifier based on the similarity of these embeddings to generate the
matching decision. With the successful application of transformer
architectures [32] in the NLP domain, EM models have also inte-
grated this new technology. These are complex neural networks
trained on large generalist corpus in a self-supervised manner,
which are typically re-used in downstream tasks after the appli-
cation of a fine-tuning process. Their application to EM tasks has
pushed the state-of-the-art performance [22]. Some examples of
BERT-based EM systems are [4, 17, 23]. In [4] the most recent
transformer-based models are fine-tuned on the EM task, empiri-
cally demonstrating their high efficacy in solving the task even in
dirty or textual datasets and without the need for a task-specific
architecture. [17] proposes Ditto, which is now the most perform-
ing EM model proposed in the literature. It consists of a BERT
architecture fine-tuned on the EM task which is further optimized
by injecting domain knowledge (separators are added to mark the
attributes in the EM entries), applying text summarization methods
based on TF-IDF, and adapting data augmentation techniques for
text to add (difficult) examples in the training data. In [23] a dual-
objective training technique for BERT is proposed, which forces
the model to predict the entity identifier in addition to the match /
non-match decision. Recently these architectures have also found
application in the blocking phase [30] and a survey on the adoption
of DL architectures in EM is available in [1].

3 THE EXPERIMENTAL ANALYSIS

Methodology. We believe that answering the following three re-
search questions can lead to understanding how BERT-based mod-
els support EM, what knowledge is learned through the tuning
process, and how this knowledge improves the matching process.

(1) To what extent and for what reasons fine-tuning is able to
improve the effectiveness of the results achieved by BERT-
based EM models? (Section 4)

Does BERT detect and exploit through the fine-tuning the
specific structure of the EM datasets composed of pairs
of entity descriptions, sharing the same set of attributes?
(Section 5)

How much does BERT rely on pair-wise semantic similarity
of tokens, how this knowledge changes with the fine-tuning
process? To what extent does this similarity support the
EM process? (Section 6)

@
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Table 1: Magellan Benchmark

Dataset Type Datasets Size % Match saS]?Zl;le # Attr
S-FZ Fodors-Zagats 946 11.63 132 6
S-DG DBLP-GoogleScholar 28,707  18.63 6414 4
S-DA DBLP-ACM 12,363 17.96 2664 4
S-AG  Structured Amazon-Google 11,460  10.18 1398 3
S-WA ‘Walmart-Amazon 10,242 9.39 1152 5
S-BR BeerAdvo-RateBeer 450 15.11 80 4
S-IA iTunes-Amazon 539 24.49 156 8
T-AB Textual Abt-Buy 9,575 10.74 1232 3
D-IA iTunes-Amazon 539 24.49 156 8
D-DA Dirty DBLP-ACM 12,363 17.96 2664 4
D-DG DBLP-GoogleScholar 28,707  18.63 6414 4
D-WA Walmart-Amazon 10,242 9.39 1152 5

Datasets. We performed the experiments against the datasets pro-
vided by the Magellan library! which is the reference benchmark
for the evaluation of EM tasks. The datasets describe pairs of en-
tity descriptions sharing a common structure. We summarize in
Table 1 some statistical measures describing the datasets, report-
ing for each of them the total number of records (fourth column)
and the percentage of records associated to a match label (fifth
column). In the experiments that require to train and evaluate the
effectiveness of BERT in performing EM, we divided the datasets
into train, validation and test sets with a proportion of 60, 20, 20.
The remaining experiments, which apply a-posteriori analyses of
BERT components, are instead performed on random samples of
records, with a size depending on the dataset as reported in column
Sample Size of Table 1. The samples are balanced, including the
same number of matching and non-matching entity descriptions.
The experiments were all repeated three times and the average
value is reported in the paper.

Dimensions of the Analysis. The experimental evaluations are per-

formed along 3 main dimensions, (1) data encoding, (2) data unit
representation, and (3) model application. We tested two techniques
for encoding the data. Sentence-pair (SP) consists of supplying BERT
with two distinct phrases (separated by the special token [SEP]),
where each phrase corresponds to the textual representation of an
entity description obtained by concatenating all attribute values.
The second, attribute-pair (AP), modifies the previous approach by
using the special token [SEP] to delimit the content of the attributes.
In this way, we make BERT aware of the subdivision of information
by attributes existing in the datasets. A similar encoding has also
been adopted in [17]. We performed the experiments with different
granularities for the data representation. In some tests, we evaluated
the attention given to tokens (TK). In other tests, we aggregated the
scores by the attribute they belong to. We experimented with two
techniques for representing the attention for attributes: by consid-
ering the average (AV) of the attention given to their composing
tokens or the maximum value (MA). Finally, concerning the model,
we performed the experiments with both a pre-trained (PT) and
a fine-tuned (FT) BERT model. The architecture of the pre-trained
model is composed of two fully connected layers with 100 and 2
neurons respectively (where the 2 output neurons represent the
match and non-match classes) added on the top of the original

!https://github.com/anhaidgroup/deepmatcher/blob/master/Datasets.md
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BERT’s language model?. These additional layers have been trained
on the EM task to predict whether pairs of input entities are match-
ing, by keeping unaltered the BERT’s original pre-trained model.
The fine-tuned architecture consists of a single classification layer
inserted on top of the embedding corresponding to the [CLS] token.
This is the usual standard practice adopted for fine-tuning BERT
to a downstream classification task [4, 17]. The whole architecture
is here trained on the EM task, thus modifying the weights of the
attention modules and the consequent embeddings of the original
BERT model. An experiment setting is a proper selection of the
dimensions of the analysis, namely setting = (DE, AR, MO), where
DE is one of the techniques implemented for data encoding (SP or
AP), AR for the attribute representation (AV or MA) and MO for
the model application (PT or FT).

Data Structures. The analysis of the attention modules relies on two
special data structures that show the attention provided by the
BERT-based architecture. The attention head [7] is a squared matrix
with cells showing the attention scores that tokens in the rows
give to the token in the columns. The BERT architecture consists
of 12 layers each of which contains 12 heads, for a total of 144
attention heads. In the attribute attention head the attention scores
are aggregated by attribute according to one of the techniques
introduced (AV or MA). Since the EM dataset describes pairs of
entities, attention matrices can be decomposed into four quadrants
(see for example Figure 4). The top-left quadrant shows the attention
given to the attributes of the first entity from the attributes of
the same entity. The bottom-right quadrant describes the same
information for the second entity. The bottom-left quadrant shows
the attention given to the attributes of the first entity by the ones
of the second entity and the top-right quadrant the opposite score:
the attention to the first entity from the second one. The attention
and the attribute attention matrices can be aggregated per layer (by
averaging the values in all the heads) and per dataset (by averaging
the attention data structures across all the records of a dataset).

Limitations. The pre-trained and fine-tuned EM models proposed
are one of the simplest possible architectures based on the BERT
model. This increases the generality and applicability of the findings
obtained to all BERT-based architectures (e.g., Ditto [17] and [4]).
Nevertheless, the analysis is affected by similar limitations as other
works in the literature sharing the same methodology. Concerns
have been raised about the methodology of inspecting individual
components of such complex architectures. Studies have shown
that the knowledge acquired by these models is spread throughout
the entire architecture and an analysis of the individual compo-
nents may not be sufficient [16]. In particular, the analysis of the
role of attention modules in complex models has recently been
discussed. [3, 15, 26] discovered that limited correlations exist be-
tween attention weights and the predictions of the model. This
thesis is further exacerbated by the fact that in recent transformer
architectures these modules are followed also by several non-linear

2The application of the BERT model to a record generates a 768-dimensional embed-
ding for each constituting token. A 768-dimensional vector is then generated for each
entity in the description by averaging (across the last 4 layers) the embeddings of their
associated tokens. A difference vector is then calculated by subtracting the representa-
tion of the first and second entity and supplied as input to the fully connected layer.
The 768-dimensional vector is then compressed into a 100-dimensional representation
and reduced via a softmax layer to a matching / non-matching probability score.
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transformations. Nevertheless, this is a controversial point since
other papers, as [31, 33], demonstrated that low correlations happen
only in limited conditions.

4 IMPACT OF THE FINE-TUNING PROCESS ON
THE EM TASK

The goal of this Section is to evaluate to what extent and in which
way the fine-tuning process improves the ability of a BERT-based
model to perform EM tasks. The first experiment proposed in Sec-
tion 4.1 evaluates the effectiveness of pre-trained and fine-tuned
BERT EM models by evaluating both the data encodings proposed
for the entity descriptions. With the experiment in Section 4.2,
we analyze the impact of fine-tuning on the attention modules by
comparing the attention weights before and after the process. Fi-
nally, in Section 4.3, we evaluate if the fine-tuning impacts on the
embeddings of matching and non-matching word pairs.

4.1 Effectiveness

Implementation. We evaluate BERT s ability to solve EM tasks by
adding on top of its modules a binary classifier as described in
Section 3. We experiment with 4 settings, obtained by varying the
data encoding and the model application, i.e. settings = (SP/AP, —,
PT/FT). The results of the experiment are shown in Table 2, and
compared with DeepMatcher+ (DM+)3 [21], a reference DL-based
EM approach that does not rely on a transformer architecture, and
Ditto [17], one of the best BERT- based EM approaches.

Discussion. Even if DM+ obtains good results in most the datasets,
the techniques based on BERT outperform them in particular in
the resolution of textual and dirty datasets (i.e., the ones with a
higher percentage of missing values and misalignment between
attributes, identified with the prefix T and D in the Table). This
result is consistent with the literature [4]. Moreover, Ditto, which
extends BERT with data augmentation techniques and advanced EM
data encoding, further improves the results. Finally, data encoding
does not have on average a real impact on the results.

4.2 Attention

Implementation. To investigate the reasons that make the fine-tuned
architecture so effective on the EM task, we now evaluate how
the attention weights of a pre-trained BERT architecture change
after the fine-tuning. To carry out the experiment we adapt the
methodological procedure applied in [16] to perform NLP tasks. The
cosine similarity between (flattened versions of) the attention heads
associated to the pre-trained and fine-tuned models is computed for
every head and layer of each dataset record. The average of these
similarities for all the records in the dataset is shown in Figure 1
for the settings = (SP, —, PT/FT).

Discussion. The heads that undergo the greatest variations are those
located in the last layers (i.e. the overall similarity of the last layers is
generally closer to 0). This is particularly evident for the structured
and dirty versions of DG, DA and WA. The result suggests that
more EM-specific information is encoded in the last layers, while
shallow layers capture more general linguistic information mainly

3In Table 2, we consider the results published in [17].
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Table 2: The effectiveness of pre-trained and fine-tuned
BERT-based models: settings = (SP/AP, —, PT/FT) (F1 score).

Pre-trained Pre-trained Fine-tuned Fine-tuned

(attr-pair)  (sent-pair) (attr-pair) (sent-pair) DM+ Ditto
S-FZ 97.67 97.67 100.00 97.67 100.00 100.00
S-DG 92.80 92.40 94.92 94.78 9470  95.80
S-DA 97.52 97.41 98.42 98.65 98.45  99.17
S-AG 65.19 63.26 70.21 68.52 70.70  75.58
S-WA 54.81 59.89 79.79 78.85 73.60  86.76
S-BR 82.76 82.76 77.78 84.85 78.80  94.37
S-IA 86.21 85.19 90.00 93.10 91.20 97.80
T-AB 62.35 59.50 81.42 83.51 62.80  89.79
D-IA 70.59 84.21 94.74 94.74 79.40  95.65
D-DA 96.85 96.10 98.43 98.42 98.10  99.08
D-DG 91.63 92.27 95.07 94.77 93.80  95.75
D-WA 56.60 50.76 79.59 77.33 53.80  85.69

deriving from the pre-train. This finding is consistent with similar
experiments performed in other NLP scenarios [10, 11, 16, 25].

4.3 Embeddings

Implementation. We complement the previous experiment by an-
alyzing how the fine-tuning alters the space of the pre-trained
embeddings. We expect that the increased ability of the model to
solve the EM task to be reflected in the distribution of the em-
beddings of the words. We hypothesize that the fine-tuned model
increases the similarity of the embeddings of the words appear-
ing in matching pairs and vice versa decreases the one of words
occurring only in non-matching pairs. To analyze the validity of
this consideration, we selected a sample of 1000 pairs of random
words (where the first word is selected from the left entity and
the second from the right one) that occur exclusively in matching,
non-matching records. We also performed an analysis on random
records to provide a baseline. We then calculated the (cosine) simi-
larity of their embeddings and evaluated the percentage of times in
which it is higher than 0.7 (threshold we choose to describe words
with a medium-high similarity). The results of this experiment for
the settings = (SP,—, PT/FT) are shown in Figure 2.

Discussion. First of all, we observe how the fine-tuning process
increases the similarity between all pairs of tokens examined com-
pared to the pre-trained version. Secondly, we notice how the simi-
larity between the pairs of tokens belonging to records describing
matching entities is on average higher than those of the tokens
occurring in non-matching and random records. At the same time,
the similarity associated with non-matching pairs is lower than the
other categories of records. This is because the number of similar
words in descriptions of non-matching entities is generally less
than in matching entities. Despite this, we observe that there is
a high variability in the results: there are pairs of tokens with a
high similarity regardless the fact they belong to descriptions of
matching or non-matching entities.

5 RELYING ON THE DATASET STRUCTURE

The experiments in this Section evaluate if the fine-tuning process
detects and exploits the special data structure adopted by the EM
datasets. In particular, with the experiment in Section 5.1 we in-
vestigate whether and to what extent the fine-tuned BERT model
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Figure 1: Similarity between pre-trained and fine-tuned attention scores, settings = (SP,—, PT/FT). The darker the cell, the
greater the difference between the attention scores of fine-tuned and pre-trained models.
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Figure 2: Impact of the fine-tuning on the similarity of the
embeddings: settings = (SP,—, PT/FT). The y-axis shows fre-
quency of the similar embeddings in the entity descriptions.

exploits the relationships between the pairs of entities that appear
in each EM data entry. We therefore analyze the attention given to
the pairs of tokens belonging to two different entity descriptions
in the same EM record and we evaluate the changes determined by
the fine-tuning. The experiments described in Section 5.2 study the
presence of frequently occurring patterns in the BERT s attention
modules. In particular, we analyze the patterns that show relation-
ships between attributes. The experiments in Section 5.3 evaluate
wheater the attention provided by the pre-trained and fine-tuned
BERT models reflects a different contribution of the attributes in
performing the EM task.

5.1 The entity-to-entity (E2E) pattern

Implementation. The goal is to discover if there is attention between
the pairs of entities described in the same record. We expect this to
be a frequent pattern in EM datasets where the task is to identify
the correspondences between the tokens of two entities belonging
to the record. The idea is to understand: 1) the contribution of
this pattern in the attention generated by BERT, and 2) which
are the layers where the pattern is mainly active. To perform the
experiment, we build an average attention head for each layer
by averaging the scores of all its heads. Then, for each average
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attention head, we count the percentage of cells referring to tokens
from the descriptions of different entities and having an attention
score in the last quintile of the matrix. The scores are then averaged
considering the dataset records.

Discussion. Figure 3a shows the entity-to-entity attention pattern
generated by the pre-trained and fine-tuned models on a selection of
the datasets. First of all, we observe how the entity-to-entity atten-
tion pattern contributes to a maximum of 30% on the entire attention
produced by BERT. Then, this pattern mainly occurs in the last 3
layers of the architecture, suggesting that BERT uses these layers to
encode "cross-entity" information. This trend is confirmed by both
the pre-trained and fine-tuned models, which generate very similar
absolute values, suggesting that this behavior is inherited almost
exclusively from the initial training of the architecture. The impact
of the fine-tuning on the pattern largely depends on the dataset. In
some cases, the entity-to-entity attention pattern is more marked in
fine-tuned models, in other cases on the pre-trained. Nevertheless,
we observe that the interquartile range markedly increases with
the layer in almost all datasets and especially for the fine-tuned
models. In Figure 3b we inspect the variability introduced by the
fine-tuning by comparing the intensity of the pattern for records re-
ferring to matching and non-matching entities. The diagrams show
that the high variability is due to a diversified contribution to the
EZ2E pattern from matching/non-matching records. This therefore
suggests that the fine-tuned model learned to distribute attention
in a different way according to the type of record.

5.2 The attention patterns involving the dataset
attributes

Implementation. The goal is to observe if there are frequently oc-
curring patterns in the BERT’s attention modules when applied to
EM tasks. A special matrix is introduced with the aim of providing
a compact and clear representation of the most expressive patterns
for a dataset. The matrix is built upon the attribute attention heads,
where the actual values are substituted by a boolean mask showing
the pairs of attributes measuring an attention score above the aver-
age. There is a boolean mask for each record, head and layer. We
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average these masks over the 12x12 grid to generate a single mask
for each record and then we average the masks across all records.

Discussion. Figure 4 shows the average boolean mask for all datasets
with the setting = (SP, MA, FT). Similar results are obtained with
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the other settings. The visual inspection of the matrices shows
the existence of four main occurring patterns: (1) diagonal: high
scores on the main diagonal (and close elements) of the matrices
are obtained. This means that an attribute gives high attention
towards itself and neighboring attributes. (2) vertical: vertical lines



show that all attributes have high attention towards the same target
attribute. (3) diagonal+vertical: the diagonal and vertical patterns
jointly occur in almost all datasets. (4) matching attribute at-
tention (MAA): there are elements with high scores in the main
diagonals of the bottom-left and top-right quadrants composing
each matrix. The first three patterns have been already observed as
frequently occurring in other experiments concerning the analysis
of NLP tasks [16]. The MAA is a new pattern emerging in the EM
scenario: an attribute gives high attention towards its correspond-
ing attribute (i.e., the matching attribute) of the other entity. This is
because, by construction, the entity descriptions share a common
schema and the matching attributes have the same relative posi-
tions in the dataset (i.e., dividing the attributes of an EM entry in
two ordered set, one for each entity, matching attributes share the
same position in both the sets).

To provide a measure of the consistency of the patterns in the
datasets, we evaluated the frequency of the vertical, diagonal and
matching patterns in all experimental settings. In particular, given
a layer and head for a specific setting, we considered a vertical
pattern as existing if there is a column having all values greater than
the average of the attribute attention head; a diagonal pattern as
existing if the average scores of the elements in the main diagonal
are greater than the other diagonals; and, a MAA pattern if the
average scores of the elements in the main diagonal of the top-right
or bottom-left sub-matrices are greater than the other diagonals in
the same sub-matrix. Figure 5 shows the percentage of the attribute
attention heads where the patterns are found. The experiment
shows that data encoding does not largely affect the results, and
that the diagonal is the most common pattern. This is somewhat
expected: this means that the terms give attention to themselves and
to the other terms in the same attribute. The new MAA pattern is
the second frequently occurring pattern in all datasets. This means
that the structure of the EM dataset is recognized by BERT and
preserved with the fine-tuning. Moreover, the dirty versions of the
datasets show a reduced frequency of this pattern with respect to
their structured versions, due to the misalignment of the values.

5.2.1 The MAA pattern.

We perform a deeper analysis of the MAA pattern, by analyzing
its localization in the BERT layers and evaluating its contribution
to the effectiveness of the model.

Localization. Figure 6 shows how the frequency of the MAA pat-
tern varies across the layers of the architecture (the setting =
(SP, MA, PT/FT) is reported). We observe that the fine-tuning pro-
cess leads to a reduction of the occurrences of the MAA pattern, in
particular in the last three layers. This appears as a sort of counter-
intuitive result: we would expect fine-tuning to introduce attention
to the matching attributes. Nevertheless, with the experiment in
the next section we show that this knowledge is crucial for the
effectiveness of the model.

Impact of the MAA pattern on the effectiveness. Although previous
experiments showed that the MAA pattern occurs less frequently
in the fine-tuned model than in the pre-trained version, below we
want to understand whether and to what extent it contributes to
the capability of the model to perform the EM task. To carry out
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the experiment, firstly we calculate the average frequency of occur-
rence of the MAA pattern in the attribute attention heads. Then we
remove a number of heads in descending order with respect to the
pattern frequency, and we evaluate the variations of F1 score of the
fine-tuned model. We compare these results with 2 baselines. The
first (random) consists in pruning the same number of randomly se-
lected heads. In the second baseline (importance) we prune the same
number of heads, but according to their importance (as defined in
[20]). In the experiments, we remove an increasing number of heads
(5, 10, 20 and 50) and we evaluate the effectiveness of the model.
Note that the pruning reduces the overall number of parameters of
the BERT architecture from 108.5M to 99.6M. The results of this
experiment are reported in Figure 7 in the setting = (SP, MA, FT).

We observe that the masking techniques generate a diversified
impact on the performance of the model: while the random heads’
removal does not determine substantial variations in the F1 score,
the other techniques generate substantial reductions in the effec-
tiveness of the model. This is particularly evident in the S-DG, S-DA,
S-BR, T-AB, D-DA and D-WA datasets, where F1 scores close to
zero are obtained. In these scenarios, despite some fluctuations, it is
possible to observe how the removal of heads with the highest fre-
quency of occurrence of the MAA pattern produces a more drastic
reduction in performance compared to the two considered baselines.
In many cases this behavior is noticeable even after removing only
5 heads. This result could provide a justification for the previous
open problem: the fine-tuned model reduces the number of heads
exhibiting the MAA pattern, but the information encoded within
these heads is more largely used by the model to solve the EM task.

5.3 Importance of the attributes

This Section aims to investigate if BERT can recognize that not all
the attributes have the same importance in performing the EM task.

5.3.1 Analysis of the attention.

Implementation. Through this experiment we evaluate the attributes
of the dataset on which BERT relies when performing the EM task
by inspecting the attention modules. To answer this question, we
analyze the attention given by the special [CLS] token to the other
tokens constituting the attributes of the EM dataset. The [CLS]
token is a special token that is added by BERT to each input and is
typically used to compute the prediction of any classification task.
For this reason, the embedding associated to the [CLS] token is
considered as a summary of the input sentence. The experiment
considers only the last layer of the BERT architecture. We average
the values on the attribute attention heads, and we select the at-
tention values of the [CLS] token towards the attributes. We then
compute the aggregated values by averaging the attention scores
for all the dataset entries. We performed the evaluation with the
settings = (SP, MA, PT/FT) and in Figure 8a we report the results
for a selection of the datasets.

Discussion. We observe that the pre-trained and fine-tuned models
generate similar scores. This represents an unexpected result as the
embeddings associated to the [CLS] tokens of fine-tuned models
should be different from the ones of pre-trained models, since en-
coding task-specific information. The coarse-grained aggregation
applied to attention scores that refer to the same attribute could be
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the reason for such a result. Nevertheless, the importance scores
are consistently assigned to the attributes that, according to our
domain knowledge, better allow users to identify matching enti-
ties. Moreover, in all datasets the attention generated towards the
entity descriptions is symmetric (i.e., the attention is not focused
on (attributes of) one of the two entities). Finally, we observe that
the attention scores for the structured and dirty version of the DA
dataset are diversified: on the dirty dataset the attention is exclu-
sively towards one attribute; while on the structured version to
multiple attributes. To elaborate on the analysis, Figure 8b shows
the attention scores of the fine-tuned model differentiated between
matching and non-matching entities. The scores are diversified and
it is not possible to observe if there is more attention on records
referring to matching/non-matching entities. However, we observe
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that in some cases the attributes receiving more attention change if
we consider matching/non-matching entities. This is the case of the
S-DG and S-DA datasets, where non-matching records give high im-
portance to the attribute describing the authors of the publication,
and matching records to the title.

5.3.2  Gradient analysis.

Implementation. The previous experiment showed how the atten-
tion scores associated with the attributes are consistent with the hu-
man evaluation. However, the experiment does not reveal whether
the knowledge of the attribute importance is actually used in the
inference of the matching decision. With this experiment we pro-
vide an answer to this question by analyzing the gradient of the
attributes with respect to the predictions of the fine-tuned BERT
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model. The gradient of a function output with respect to its in- It represents the typical attribution method applied on neural ar-
put variable provides a measure of its contribution to the result. chitectures, which do not provide explicit features of importance
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(such as the coefficients of a linear model), to determine the impact
of single components on model predictions. In the experiment, we
firstly select a balanced sample of 50 records for the matching and
non-matching classes. Then, we compute the integrated gradient
[27] of all tokens. We consider the gradient of each dataset attribute
as the maximum gradient measured among its constituent tokens.
The results of the experiment are shown in Figure 9.

Discussion. We observe that the results are consistent with those
obtained in the previous experiment: the majority of the datasets
rely on the tokens belonging to the first attribute to generate the
prediction. We recall that by construction the first attribute of each
dataset contains the most discriminative information for the entities
(e.g., the attribute title is the first attribute in dataset S-DG).

6 EXPLOITATION OF THE SEMANTIC
SIMILARITY KNOWLEDGE

The experiments in this Section allow us to understand if BERT
introduces some semantic knowledge in the attention heads and em-
beddings to be used for identifying similar tokens thus supporting
the EM task. For performing the experiments, we identify semanti-
cally similar pairs of terms by exploiting the cosine similarity of the
token embeddings generated with the fastText model [2] and we
analyze how BERT treats these inputs. In Section 6.1 we examine if
BERT exploits semantic knowledge by evaluating the percentage
of similar pairs found in the token pairs with the highest attention
and how this amount changes with the fine-tuning. In Section 6.2
we analyze the correlation between the cosine similarity of the
embeddings generated with the fastText model with the ones gen-
erated with BERT (pre-trained and fine-tuned). Finally, in Section
6.3 we perform a gradient analysis to evaluate the contribution of
the semantic relationships on the inferences.

6.1 Attention and semantic similarity

Implementation. The goal of this experiment is to evaluate the extent
of the attention that BERT gives to words with high similarity in
solving the EM task. For each dataset record, we create two sets: one
including the pairs of words with the highest attention score, i.e.
the ones in the last quartile according to the values computed on an
average attention head obtained by averaging all heads referring to
the same layer; and the second with the most semantically similar
pairs of words, i.e. the ones in the last quartile computed measuring
the cosine similarity of their fastText embeddings. The experiment
measures the percentage of shared pairs in the sets. Figures 10a and
10b show the results of the experiment, aggregated per dataset and
per layer, respectively on the setting = (SP, —, PT/FT).

Discussion. Figure 10a shows that generally the pre-trained models
generate a percentage of shared pairs of words higher than the fine-
tuned. Figure 10b shows that fine-tuning process largely decreases
in the last layers the attention to pairs of highly similar tokens.
The results of this experiment are somewhat unexpected since
other experiments made on NLP tasks [13, 18] demonstrate that
the semantic knowledge (1) is located in the last layers and (2) is
largely exploited by transformers. We believe that BERT focuses
on another kind of knowledge where the pragmatics complements
the semantics and with a higher granularity than the one offered
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by the one-to-one token similarity. This assumption is confirmed
by the fact that the fine-tuning improves the effectiveness of the
results (see the experiments in Section 4.1) and that the deletion
of the heads with the highest presence of the MAA pattern largely
decreases the results (see the experiments in Section 5.2.1).

6.2 Embeddings and semantic similarity

Implementation. This experiment complements the one reported in
the previous Section by analyzing the relationship between highly
similar tokens, as resulting with the fastText embeddings, and the
BERT embeddings. In particular, the goal is to evaluate if (1) seman-
tically similar pairs of terms, according to fastText, give rise to close
BERT embeddings and (2) if and how the fine-tuning changes the
process. Note that this experiment differs from the one in Section
4.3, since it affects pairs of semantically similar terms instead of
random tokens from matching and non-matching entity descrip-
tions. The results of the experiment are shown in Figure 11 for
the settings = (SP,—, PT/FT), where, for sake of simplicity, we
reported only the pairs with a cosine similarity greater than 0.7
according to the fastText encodings.

Discussion. The visual inspection of the distributions does not show
any correlation between semantic similarity and the BERT embed-
dings. This result confirms the findings of the previous experiment:
there is no correlation between the similarity of the BERT embed-
dings and the semantic similarity of the tokens. This happens even
for tokens with the highest semantic similarity, which correspond
in some cases to pairs of tokens with a similarity of the embeddings
close to zero or negative. Finally, we observe how the fine-tuning
process has significantly modified the embeddings space: in many
datasets (with the exception of T-AB and D-WA and S-AG) the
similarity of BERT’s embeddings has grown considerably.

6.3 Gradient and semantic similarity

Implementation. The analysis of the gradient allows us to evaluate
the actual contribution of the semantically similar pairs of tokens on
the inferences performed by the EM classification model. As in the
experiment in Section 5.3.2, we use the technique described in [27]
to calculate the gradients associated with all the tokens belonging to
the EM records. We then select exclusively the gradients associated
with the pairs of words with a cosine similarity of the relative
fastText embeddings greater than 0.7 and we sum these values to
obtain a gradient for each pair of terms. In Figure 12 we compare the
distribution of gradients with respect to the similarity of the fastText
embeddings related to the pairs of words in the setting (SP, —, FT).

Discussion. The experiment shows that there is a low correlation
between the semantic similarity between the tokens and a high
value for the gradient. This confirms the findings of the previous
experiments: the semantic similarity of the tokens is generally not
taken into account by the BERT model and is not exploited for
supporting the EM task.

7 LESSONS LEARNED

Summarizing the results obtained from the experiments, we observe
that even if BERT-based architectures represent a breakthrough in
performing EM (Section 4.1), the reasons why they largely support
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Figure 10: Attention to word pairs with high semantic simi-
larity. The y-axis shows the percentage of word pairs with
the highest attention scores that are also highly semantically
similar, according to their fastText embeddings.

the process can be only partially explained. Answering the three
questions introduced in Section 3 allows us to observe:

(1) The fine-tuning process is crucial for improving the effectiveness
of the BERT-based EM models. The experiments in Section 4.2 show
that EM-specific knowledge is mainly encoded in the last layers
of the architecture (as already observed in analyzing the BERT’s
behavior in performing other NLP tasks [10, 11, 16, 25]) and the
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embedding space changes with the fine-tuning. This leads to an
increase in the number of semantically similar pairs of words found
in different entity descriptions (Section 4.3).

(2) The specific structure of the EM datasets as composed of descrip-
tions of pairs of matching / non-matching entities is recognized and
exploited for performing the EM task. The experiments clearly show
that not only the attention is given to tokens in the same EM record
and belonging to different entity descriptions (Section 5.1) but also
that matching attributes are recognized (Section 5.2). The analysis of
the matching attribute attention pattern let emerge an unexpected
result: a pattern, the MAA, identifying the matching attributes is
found and despite its frequency in the datasets decreases with the
fine-tuning, we observe that this knowledge represents a pillar for
the effectiveness of the EM process (Section 5.2.1). Moreover, BERT
can see that not all attributes are equally important in the EM pro-
cess and that the importance of the attribute varies if we consider
matching and non-matching entity descriptions (Section 5.3).

(3) The semantic similarity of the tokens is not a key knowledge for
the EM process. This is another unexpected result: the attention to
semantically similar tokens decreases with the fine-tuning (Section
6.1), and we did not find any correlation between the semantically
similar embeddings computed with the fastText and the BERT ap-
proaches. Finally, the EM model does not rely on the pair-wise
semantic similarity relationships between tokens (Section 6.3). The
model seems to focus on a more contextualized kind of knowledge
where pragmatic knowledge (discovered by BERT) complements
the semantic knowledge.

8 CONCLUSION

In this paper, we analyzed the BERT s behavior in performing Entity
Matching with the aim of understanding the reasons for its high
performance. We discovered that BERT can recognize the structure
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of EM datasets and extracts from the entity descriptions semantic
knowledge that goes beyond the pair-wise association between
tokens. Moreover, through the fine-tuning process, BERT learned
to distribute the attention depending on whether the descriptions
refer to matching or non-matching entities.

Future work will be devoted to further clarifying the reasons
that make this architecture so performing on the EM task by 1)
identifying the components that contribute most to the matching
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predictions, 2) experimenting with different fine-tuning approaches
and 3) correlating the attention weights with the effectiveness of
the prediction.
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