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ABSTRACT

Countrywide and worldwide business, like gaming and social net-
works, drives the popularity of inter-data-center transactions. To
support inter-data-center transaction processing and data center
fault tolerance simultaneously, existing protocols suffer from sig-
nificant performance degradation due to high-latency and unsta-
ble networks. In this paper, we propose RedT, a novel distributed
transaction processing protocol that works in heterogeneous net-
works. In detail, nodes within a data center are inter-connected
via the RDMA-capable network and nodes across data centers are
inter-connected via TCP/IP networks. RedT extends two-phase com-
mit (2PC) by decomposing transactions into sub-transactions in
terms of the data center granularity, and proposing a pre-write-log
mechanism that is able to reduce the number of inter-data-center
round-trips from a maximal of 6 to 2. Extensive evaluation against
state-of-the-art protocols shows that RedT can achieve up to 1.57x
higher throughputs and 0.56x lower latency.
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1 INTRODUCTION

Modern distributed database systems achieve scalability and avail-
ability by partitioning and replicating the data over multiple nodes.
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Each partition has one primary replica and multiple secondary repli-
cas. The consensus among replicas is guaranteed by Paxos [29] or
Raft [38]. The standard approach to processing a distributed trans-
action T is called 2PC-Paxos that executes T through three phases:
1) execution phase, 2) prepare phase, and 3) commit phase. In the ex-
ecution phase, the coordinator decomposes T into sub-transactions
that are distributed to the corresponding primary replicas (a.k.a.
participants). Once each primary replica completes local execution,
the coordinator follows 2PC to commit/abort the sub-transactions.
In the prepare phase, first, the coordinator notifies each primary
replica to check whether the sub-transaction is ready to commit;
then, every primary replica synchronizes writes in terms of redo
logs to the secondary replicas if the sub-transaction is ready to
commit, and sends a response to the coordinator after the synchro-
nization; subsequently, after receiving responses from all primary
replicas, the coordinator decides whether T commits or aborts.
Before entering the commit phase, the coordinator synchronizes
its decision to coordinator backups to ensure the availability of
the decision in case of its failure. In the commit phase, the co-
ordinator first notifies all primary replicas to commit/abort the
sub-transactions, and each primary replica then synchronizes the
decision to its secondary replicas. 2PC-Paxos takes a maximum of 6
network round-trips, with 1 in the execution phase, 3 in the pre-
pare phase, and 2 in the commit phase. Note that, some network
round-trips can be neglected for read-only transactions.

There is an increasing trend to support inter-data-center (abbre-
viated as inter-DC) transaction processing and data center fault
tolerance simultaneously. On the one hand, the wisdom to facilitate
fast data delivery is geo-locality, i.e., storing clients’ data in the
nearby data center. Yet, the countrywide or worldwide business, e.g.,
e-commerce and gaming, requires to co-operate clients’ data across
data centers, and drives the popularity of inter-DC transactions,
each of which reads/writes primary replicas located in multiple data
centers. On the other hand, to achieve system availability that toler-
ates data center failures, replicas of the same partition are deployed
across data centers. Nevertheless, distributed transaction processing
suffers from severe performance degradation due to high-latency and
unstable networks. Compared with the intra-data-center (abbrevi-
ated as intra-DC) network that typically takes 70us < RTT < 1ms,
the inter-DC network has much higher latency, and is less stable.
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Figure 1(a) shows that the average round-trip time (abbreviated
as RTT, a latency metric) from Beijing to Hong Kong ranges from
a minimum of 40ms to a maximum of 183ms, and 13 packets are
lost. We implement 2PC-Paxos on distributed framework Deneva
[23], in which each partition is set to have one primary replica and
two secondary replicas. Replicas of the same partition are placed in
different data centers. Figure 1(b) plots the system throughput over
YCSB benchmark by varying the percentage of inter-DC transac-
tions. The throughput decreases by a factor of 33%, 44%, and 45%,
under the inter-DC latency of 20ms, 40ms, and 80ms, respectively.

To efficiently support inter-DC transaction processing and data
center fault tolerance simultaneously, a few works attempt to re-
duce either the number or the overhead of network round-trips.
TAPIR [63] and G-PAC [35] unite 2PC and consensus protocols in
a single framework to eliminate redundant coordination, reducing
the number of inter-DC round-trips from 6 to 3 in common cases.
MDCC [28] incorporates Fast Paxos [30] protocol so that the num-
ber of round-trips is reduced from 6 to 2 under some prerequisites,
e.g, in the absence of conflicts, while two additional round-trips
are required otherwise. Multi-level 2PC [37] reduces the number
of expensive inter-DC communications by layering participants,
but cannot reduce the number of inter-DC round-trips. Because
the inter-DC network could be a bottleneck, we aim to improve the
system performance by further reducing either the number or the
overhead of network round-trips.

Our research is motivated by the fact that in both academia and
industry, the widespread use of RDMA-capable networks has be-
come a reality. In academia, numerous works [6, 10, 14, 15, 54, 55, 58,
60] show that the performance of intra-DC distributed transaction
processing can be improved by orders of magnitude over RDMA-
capable networks. In industry, enterprises like Microsoft [21, 64],
IBM [5] and Alibaba [9, 20] have reported boosting their database
systems using RDMA-capable networks. Unfortunately, RDMA is
built on lossless networks, and is currently considered only suitable
for use in the local area networks (a.k.a. LAN) [64]. We realize het-
erogeneous networks are increasingly popular, where nodes within
the same data center are inter-connected via RDMA networks, and
nodes across multiple data centers are inter-connected via TCP/IP
networks. Hence, redesigning distributed transaction processing in
heterogeneous networks is of great necessity.

We propose RedT, an RDMA-enhanced distributed transaction
processing protocol with availability guarantees. Compared with
2PC-Paxos, RedT reduces the number of inter-DC round-trips from
a maximum of 6 to 2. Specifically, we design a pre-write-log mecha-
nism. In this mechanism, during the execution phase, every prima-
ry/secondary replica is required to perform concurrency control,
persist the redo logs, and send a commit/abort message to the co-
ordinator. After collecting messages from at least % replicas of
each partition, the coordinator makes a commit/abort decision of
the transaction, which is then propagated to every replica. After
receiving the decision, every primary/secondary replica persists
the commit/abort log, writes the data items if the transaction is
committed, and releases the locks. RedT eliminates the synchroniza-
tion of prepare messages from the coordinator to primary replicas,
redo/commit/abort logs from the primary replicas to secondary
replicas in the prepare/commit phase, and the transaction decision
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Figure 1: Effect of the high-latency networks

among coordinator backups. Hence, RedT is able to reduce at most
4 inter-DC round-trips. Further, considering the network in which
nodes within the same data center are inter-connected via RDMA
networks, RedT selects one executor in each data center responsible
for concurrency control over all replicas of the same data center.
RedT achieves this by directly locking/unlocking/reading/writing
replicas in other nodes using RDMA verbs. From this perspective,
RedT extends sub-transactions from the replica granularity to the
data center granularity, leading to a lower coordination cost and
fewer inter-DC communications. Note that if we do not need to tol-
erate data center failures, for intra-DC transactions, RedT is reduced
to a complete RDMA-boosted method. We provide a detailed analy-
sis over the correctness of RedT to tolerate node failures and data
center failures. We also perform a quantitative analysis over RedT
and existing protocols to process different kinds of transactions, in
terms of the inter-DC round-trips as well as communications, and
show the advantages of RedT.
In summary, we make the following contributions:

We present a novel distributed transaction processing protocol
RedT that works in heterogeneous networks. It achieves high
throughput and data center fault tolerance.

We propose a pre-write-log mechanism that is able to reduce
the number of inter-DC round-trips from a maximum of 6 to
2. Further, we employ the RDMA-capable network to relax the
granularity from the replica to the data center, leading to a fewer
number of inter-DC communications.

We conduct extensive evaluations to compare RedT and four
state-of-the-art protocols over YCSB and TPC-C benchmarks.
The results show that RedT can achieve up to 1.57x higher
throughputs and 0.56x lower latency.

2 PRELIMINARIES

2.1 Distributed Transaction Processing

As introduced in Section 1, the standard 2PC-Paxos takes a maxi-
mum of 6 network round-trips to process a distributed transaction.
Take transaction T that consists of a write operation w(x) and a
read operation r(y) in Figure 2 for an example. The primary replica
of x/y locates in DC1/DCy, respectively. x/y has one secondary
replica in DCy/DCy, and another secondary replica in DC3/DCs,
respectively. T first takes one round-trip to access the primary
replica of x and y in DC; and DC; (labeled as @ in Figure 2). After
successful execution, T notifies the primary replica of x to commit
(®), synchronizes redo logs to x’s secondary replicas (®), and re-
sponds to the coordinator afterward. After collecting all responses
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Figure 2: Modern distributed transaction processing

and before entering the commit phase, T synchronizes its decision
to the coordinator backups for fault tolerance (®). In the commit
phase, T notifies the primary replica of x and y to commit (®), and
x synchronizes the decision to its secondary replicas (®).

2.2 RDMA

RDMA is a network feature that enables remote direct access to the
main memory of a remote data node without the involvement of
its CPU. Compared with traditional TCP/IP networks, RDMA can
be built on InfiniBand to enjoy the advantages of high-bandwidth
and low-latency. It also provides three properties to ensure high
performance. (1) Zero-copy property. Applications can perform
data transfers without the involvement of the network software
stack. Data is sent and received directly to the buffers without being
copied between the network layers. (2) Kernel bypass property.
Applications can perform data transfers directly from user space
without kernel involvement. (3) No CPU involvement property.
Applications can access remote memory without consuming any
CPU time in the remote machine. RDMA provides two categories
of verbs for programming: (1) one-sided RDMA verbs, including
READ, WRITE, WRITE With Immediate, and two atomic operations:
FETCH-And-ADD (a.k.a. FAA) as well as COMPARE-And-SWAP
(a.k.a. CAS), and (2) two-sided RDMA verbs, including SEND and
RECEIVE. Programming using two-sided RDMA verbs can enjoy
zero-copy and kernel-passing properties, and one-sided RDMA
verbs can enjoy all three properties of RDMA. Note that, CAS and
FAA are confined to operating data of 64-bit size per invocation. As
aresult, using a single CAS/FAA to operate data items and metadata
together may exceed the limitation of 64-bit size.

2.3 RDMA-based Transaction Processing

RDMA-based transaction processing is based on the shared-memory
architecture [15, 55, 58, 60]. As opposed to decomposing read/write
operations of a transaction into sub-transactions in distributed
databases, it follows the paradigm in the centralized databases to
process transactions without the involvement of 2PC. In RDMA-
based transaction processing, each node is equipped with multi-
ple executors, responsible for executing transactions, and a mem-
store, a shared-buffer used to manage data items and redo logs
for fault tolerance. Nodes are inter-connected via low-latency and
high-bandwidth featured RDMA networks. To process a distributed
transaction, each executor works like its counterpart in the cen-
tralized system and directly locks/unlocks/reads/writes data items
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stored on the remote nodes. Once all the read/write operations com-
plete, the executor writes the redo logs into the remote memstore if
necessary. The executor finally commits the transaction. Compared
with traditional distributed transaction processing under TCP/IP
networks, the performance of RDMA-based distributed transaction
processing can be improved by a factor of at least 20x [15, 53].

3 SYSTEM ARCHITECTURE

RedT is particularly designed for heterogeneous networks. An
overview of the system architecture is shown in Figure 3. Each
node is equipped with the following two kinds of components.

Multiple Txn Workers. A Txn Worker is able to act as either an
executor or a coordinator. An executor executes sub-transactions
by directly locking/unlocking/reading/writing data items that lo-
cate in other nodes of the same data center using RDMA verbs. A
coordinator coordinates the execution of transactions.

MemStore. A MemStore is a pre-allocated RDMA-registered
memory for maintaining replicas of different partitions. Besides, it
maintains a circular buffer for logging. Any executors from other
nodes in the same data center can directly write logs to this buffer
via RDMA verbs. For performance, we assume MemStore is de-
ployed on Non-Volatile Memory (NVM) by default, as many other
works do [14, 27, 60, 62]. Otherwise, logs are persisted in the disk
before committing for durability.

In RedT, a distributed transaction T; is executed through two
phases: 1) execution phase, and 2) commit phase. In the execution
phase, we propose a pre-write-log mechanism, in which each pri-
mary/secondary replica involves performing concurrency control
and writing the redo logs. Similar to 2PC-Paxos, the coordinator
decomposes T; into multiple sub-transactions in terms of the data
center granularity. To simplify the discussion, we assume that a
partition in each data center has at most one replica (later we will
discuss how to handle the case without this assumption). A sub-
transaction consists of the reads/writes from/to replicas that locate
in the same data center. For example, in Figure 2, transaction T is
decomposed into three sub-transactions, each of which consists
of two operations w(x)r(y) and locates in every data center. The
pre-write-log mechanism eliminates the prepare phase that syn-
chronizes the prepare messages from the coordinator to primary
replicas, redo logs from the primary replicas to secondary replicas,
and the transaction decision among coordinator backups.



‘| td
head ! PK
ea( changeCnt o
o [change[1] content
Q :
B
RDMA-friendly 2| change(2]
[=2 D
Circular Buffer of ... o
3 1. Inited
& | change[n] i2. Logged !
: :3. Committed:
tail cts i4. Aborted
|| status 5. Flushed

Figure 4: Data structure of the circular buffer

In each data center, one executor is selected to execute the sub-
transaction, and follows the paradigm in the centralized databases to
do concurrency control with a variant of two-phase locking protocol
(ak.a. 2PL), called No-Wait [7]. To be specific, the executor directly
locks/reads/writes/unlocks data items that locate in other nodes of
the same data center using RDMA verbs. Any conflicts of the locks
on the same data items would cause the sub-transaction to abort.
If the sub-transaction is ready to commit, the executor first writes
the redo logs and then sends a commit message to the coordinator;
otherwise, if the sub-transaction is ready to abort, the executor
sends an abort message to the coordinator. In the commit phase,
the coordinator collects the messages from each executor. Following
the previous work [30], if more than % of replicas per partition have
the up-to-date data items that T; reads/writes and vote to commit,
the coordinator makes the commit decision, generates a commit
timestamp, and notifies each executor to commit. Otherwise, the
coordinator notifies each executor to abort. By doing this, RedT
tolerates replica failures of no more than % for any partition. We
shall discuss the correctness of the number % in Section 5.1.1. Note,
for the sub-transaction votes to abort but the transaction decides
to commit, the coordinator notifies its executor to re-write and
commit the log. After receiving the message from the coordinator,
each executor writes the data items if the coordinator decides to
commit, commits/aborts the log, and releases the locks. We shall
discuss the correctness in Section 4.2.2.

Discussion. We first discuss how to handle the case that mul-
tiple replicas of the same partition are deployed in the same data
center, i.e., we do not tolerate data center failures. Let n be the
number of replicas per partition in this data center. We logically
split the replicas, that the transaction involves, into n groups, each
of which takes one disjoint replica per partition. For each group in
the data center, we select one executor that follows the same logic,
as described before, to execute the sub-transaction in this group.
We then discuss the difference between RedT and other protocols.
In RedT, TAPIR [63] and G-PAC [35], the coordinator communi-
cates with primary and secondary replicas, separately, to eliminate
the synchronization of redo logs from the primary replicas to the
secondary replicas. As opposed to that in TAPIR and G-PAC, every
executor in RedT writes the redo logs directly to the replicas in the
execution phase, further eliminating the prepare messages from the
coordinator to the executors. For RedT and multi-level 2PC, they
both reduce the number of inter-DC communications by layering
the participants. As opposed to that in multi-level 2PC, RedT further
reduces the number of participants within the same data center to
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a single participant, and transforms the distributed sub-transaction
to the centralized sub-transaction using RDMA verbs.

4 TRANSACTION PROCESSING

In this section, we first introduce key data structures for concur-
rency control and logging. We then elaborate on how to do transac-
tion processing. Finally, we analyze the number of inter-DC round-
trips and communications.

4.1 Key Data Structures

To facilitate concurrency control, we propose an RDMA-friendly
hash table that is used to efficient retrieval data items located in
the other nodes of the same data center, as well as some auxiliary
information. To facilitate logging, we propose an RDMA-friendly
circular buffer that maintains redo logs only.

Data items and the auxiliary information. In each node, we
maintain a set of primary/secondary replicas in its MemStore. For
each data item x, x is associated with a latch x.latch, a lock x.lock,
a timestamp x.wts, and a list x.lockOwners of transactions that
acquire the lock. x.latch is used to prevent x from being modified
simultaneously by other transactions. Note x.lock is a compound
data object with two variables lockType and lockNum. The value
of x.lock.lockType is either NULL, or EX, or SH, meaning there is
either no lock, or an exclusive lock, or one/more shared locks on x,
respectively. x.lock.lock Num represents how many shared locks on
x are granted. To facilitate the implementation using RDMA verbs,
the size of list x.lockOwners is fixed. In this way, when the list is
full, any transaction that applies to acquire the lock on x would
abort. If the transaction commits or aborts, it will be removed from
the list x.lockOwners. x.wts is the maximum commit timestamp of
transactions that have ever written x. It is used for the coordina-
tor to check whether versions from different replicas of the same
partition are consistent.

RDMA-friendly hash table. To make direct access to each
data item x in any replicas from other nodes in the same data
center using RDMA verbs, we follow [36] to build a special RDMA-
friendly hash table where each key is the primary key, x.PK, of x,
and its corresponding value is the address x.addr of x in MemStore.
Using x.addr, we can issue RDMA verbs to fetch x and its auxiliary
information. Given a primary key x.PK, it is theoretically shown
that, based on this hash table, it takes an average of 1.6 and a
maximum of 3 RDMA invocations to obtain x.addr [36].

RDMA-friendly circular buffer. We maintain a single RDMA-
friendly circular buffer in the MemStore of each node. It stores



redo logs only. An executor in one node can directly write log
entries to the circular buffer of another node in the same data
center using RDMA verbs. An overview of the circular buffer is
shown in Figure 4. The buffer has a fixed number of slots, each of
which can contain one log entry. In our design, a write is modeled
as a change. a primary key x.PK of data item x, size and content
of the write. A log entry comprises tid, the ID of the transaction
T, the number changeCnt of changes, the commit timestamp cts of
T, and the status status of the transaction. To facilitate the writing
of logs, we maintain two variables head and tail for each circular
buffer. Because of the concurrent writes from different nodes, we
carefully design the logging algorithm, which will be elaborated
on in Section 4.2, to make sure the writes are safe.

Discussion. Note that, the circular buffer in our work is similar
to that in Active-Memory [62]. Yet, we have two differences. On
the one hand, Active-Memory uses undo log, while ours uses a redo
log. On the other hand, we employ a single circular buffer per node,
while Active-Memory employs a set of circular buffers per node
with each for a separate target node to be communicated. For this
reason, we can make better use of memory space, especially when
the workloads to nodes are skewed. As the cost, concurrent up-
dates to the buffer from multiple nodes could become an overhead.
To solve this problem, we make a careful design of our logging
algorithm, which will be discussed in Section 4.2.2.

4.2 Pre-Write-Log Mechanism

Thanks to the RDMA network, we present the pre-write-log mech-
anism, leveraging the shared-memory architecture to process sub-
transactions in each data center. Next, we elaborate on how to do
concurrency control and logging in each data center, respectively.

4.2.1 Concurrency Control. For brevity, given a data item x, let
RL be the i-th replica, N (RL) be the node that R%. locates in, and
N(RL).DC be the data center that N (R%) locates in. In N (R%).DC,
we select one executor EXE(T;) to do concurrency control and
logging. The main idea of No-Wait using RDMA is as follows.

In the execution phase, before any read r;(x) or write w;(x),
EXE(T;) first issues an RDMA verb, namely RDMA_CAS, to ac-
quire a latch on x from replica (RL), which prevents x from being
modified simultaneously by other transactions. If it fails to acquire
the latch, T; aborts; otherwise, EXE(T;) issues another RDMA verb,
namely RDMA_READ, to read x.lock which maintains all locks of
x. If there exists a conflict with T; on x, T; aborts and releases the
latch on x; otherwise, EXE(T;) acquires a new lock and releases the
latch on x by issuing another RDMA verb, namely RDMA_WRITE
in the remote node. Upon the sub-transaction aborts, the executor
EXE(T;) replies the abort message to the coordinator. After the
accomplishment of all operations, the executor EXE(T;) writes the
redo logs, and replies the commit message to the coordinator.

In the commit phase, the coordinator collects the commit/abort
messages from each executor EXE(T;). If more than % replicas of
each partition have the up-to-date data items that T; reads/writes
and vote to commit, the coordinator makes the commit decision,
generates a commit timestamp, and notifies each executor to com-
mit the sub-transaction; otherwise, it makes the abort decision and
notifies each executor to abort the sub-transaction. The reason
why we check how many replicas have the up-to-date data items is
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Algorithm 1: RedT’s data access functions

1 Function GetItemAddr(x.PK):

2 L return x.addr < hashTable(x.PK);

3 Function AcglLatch(x.addr):

4 L return RDMA_CAS(x.addr, x.latch,0,1);
5 Function AcglLock (x.PK, T;, newLock):

6 x.addr « GetItemAddr(x.PK);

7 while —~AcqLatch(x.addr) do goto line 7;
x < RDMA_READ(x.addr);

if conflict(x.lock,newLock) then
L return RDMA_CAS(x.addr, x.latch, 1,0);

8
9
10

11

x.lock.lockT ype <« newLock.lockT ype;
12 x.lock.lockNum ++;
x.lockOwners « T;.tid U x.lockOwners;

x.latch < 0; return RDMA_WRITE(x.addr, x);
Function RlsLock (x.PK, T;, newValue):
x.addr « GetltemAddr(x.PK);
while ~AcqLatch(x.addr) do goto line 16;
x < RDMA_READ(x.addr);
x.lock.lockNum - -;

13

14

15
16
17
18
19
20 x.lockOwners « x.lockOwners — T;.tid,
if x.lock.lockNum = 0 then x.lock.lockType <« NULL; ;
if newValue # NULL and x.wts < T;.cts then

L x.data «— newValue; x.wts <« Tj.cts;

x.latch < 0; return RDMA_WRITE(x.addr,x);

Function Read(x.PK, T;):

x.addr « GetltemAddr(x.PK);
newLock.lockT ype «— Sh;

if =AcqLock(x.PK, T;, newLock) then Abort T;;
x < RDMA_READ(x.addr);

Tj.rs «— {x} UT;.rs;

21
22
23

24

25
26
27
28
29

30

Function Write(x.PK, newValue, T;):

newLock.lockType «— Ex;

if ~AcqLock(x.PK, T;,newLock) then Abort T;;
T;.ws <« {x} U T;.ws;

31
32
33

34

35 Function Commit (T;):
foreach k € T;.rs do RlsLock(k.PK,T;, NULL) ;
foreach k € T;.ws do

L RlsLock(k.PK, T;, newValue);

36
37
38

that due to the failure reasons, the minor portion of replicas may
not be updated by the latest commit transaction, causing the later
transactions to read the inconsistent data items. For each executor,
after receiving the message from the coordinator, it writes the com-
mit/abort log (discussed later), makes every write w;(x) to each
replica once T; is decided to commit, and releases all the granted
locks if necessary.

For illustration purposes, we list some key functions in Algo-
rithm 1. Function GetltemAddr is used to obtain x.addr of x by
taking primary key x.PK based on the RDMA-friendly hash ta-
ble (lines 1-2). Function AcqLatch is used to acquire a latch on
x to prevent x from being modified by other transactions simul-
taneously (lines 3—-4). Function AcqLock is used to acquire an ex-
clusive or shared lock on x. After acquiring the latch on x (line



7), EXE(T;) issues an RDMA_READ to obtain x.lock and checks
whether there is an conflict lock on x (lines 8-9). If there is an ex-
clusive lock on x, or T; attempts to acquire an exclusive lock while
x.lock.lockType = Sh, it fails (line 10); otherwise, EXE(T;) updates
x.lock and x.lockOwners to acquire a new lock and releases the
latch by issuing RDMA_WRITE (lines 11-14). Following a reverse
logic of function AcqLock, function RisLock is used to release the
remote lock and update the data item for write operations properly
(lines 15-24). Note that we follow Thomas write rule [48] to update
the data item (lines 22-23) with its correctness given in Section
4.2.2. Functions Read and Write are used to perform remote read
and write. For read, EXE(T;) first tries to acquire a shared lock on
x using function AcqLock (line 28). If the lock is acquired, EXE(T;)
issues another RDMA_READ to read x and adds x to the read set
T;.rs (lines 29-30). For write, EXE(T;) uses function AcgqLock to ac-
quire a remote exclusive lock on x, and adds x to the write set T;.ws
if the lock is acquired (lines 33-34). Upon committing or aborting,
EXE(T;) sequentially releases the locks (lines 35-38).

4.2.2 Logging. Logging is performed in each data center to persist
the outcome of concurrency control and the data written by sub-
transactions. To do this, EXE(T;) first performs redo log replication
to write redo logs to the log buffer in each data node contain-
ing corresponding replicas. Note that we ensure that the redo log
replication is finished before entering the commit phase. After re-
ceiving the commit request from the coordinator, EXE(T;) then
triggers commit log replication to update the status of T; to commit-
ted/aborted. Finally, each data node has a log replay thread to update
data items according to the persisted redo logs asynchronously.
Redo log replication. EXE(T;) performs the concurrency con-
trol over each replica separately. After the accomplishment of lock-
ing/reading/writing over replicas, EXE(T;) writes the redo logs to
RDMA-friendly circular buffers in MemStores of the nodes that
these replicas locate in using RDMA verbs. Take transaction T; with
two operations r;(x) and w;(y) in Figure 5 for an example. Because
DC1, DCy, and DC3 contain the replicas of x and y, we then select
one executor in each data center to process the sub-transaction of T;.
During the execution phase, first, the coordinator packs r;(x) and
w;(y) into the sub-transaction, and sends it to EXE(T;) for each
data center; second, EXE(T;) performs the concurrency control
over the replicas, and writes the redo logs only to the nodes with
replicas to be written (highlighted in red of Figure 5), i.e., EXE(T;)
in DC1/DC,/DC3 writes the redo log of w;(y) to the circular buffer
in N (Ry)/N(R3)/ N(R}) using RDMA verbs. If EXE(T;) fails to
acquire the lock on a data item, it skips writing the redo logs. Finally,
EXE(T;) notifies the commit/abort messages to the coordinator.
We present how to directly write redo logs to other data nodes of
the data center using RDMA verbs in Algorithm 2. For each write
wj(x) in a write set ws, EXE(T;) builds a change chg for x (line 11)
using function ConstructChange (lines 1-3). EXE(T;) collects the
changes into a batch that is sent to the same node (lines 10-12).
For each node N in the data center, EXE(T;) builds a log entry
ent based on the changes chgs[N], and writes ent directly to the
circular buffer of NV (lines 13-21). To do this, EXE(T;) reads the tail
position of the target buffer by issuing an RDMA_FAA (line 15). If
the tail position exceeds the head position by one round, existing log
entries would be overwritten. To solve this problem, EXE(T;) issues
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Algorithm 2: RedT’s log write functions

1 Function ConstructChange(x):

2 chg.PK«—x.PK; chg.size«=x.size; chg.content«x.content;
3 return chg;

4 Function ConstructEntry(chgs, tid, status):

5 foreach i € [0, chgs.size) do ent.change[i] « chgs[i] ;

6 ent.changeCnt « chgs.size;

7 ent.tid « tid; ent.cts < 0; ent.status « status;

8 return ent;

9 Function WritelLog(T;, ws, isActiveExe):

foreach x € ws do

chg « ConstructChange(x);

| chgsIN(RZ)] < chgs[N(R3)] U chg;

foreach node N and —chgs| N].empty() do

ent « ConstructEntry(chgs[ N1, T;.tid, Logged);

idx «— RDMA_FAA(N.logBuf .tail.addr,1);

while idx — logHead| N] > BUFSIZE do
head_addr «— N.logBuf.head.addr;

L logHead| N1«—~RDMA_READ (head_addr);

ent_addr «— N.logBuf .entry|idx % BUFSIZE].addr;
RDMA_WRITE (ent_addr, ent);
T;.logSet « T;.logSet U (ent_addr, ent);

18

19

20

21

Function CommitLog(T;):
foreach (ent_addr, ent) € T;.logSet do
ent.cts « Tj.cts; ent.status < T;.status;
RDMA_WRITE (ent_addr, ent);
Function ReplayLog(N):

move «— true; h < N.logBuf .head,
t « min(N.logBuf .tail, h+ BUFSIZE);
foreach idx € [h,t) do
ent < N.logBuf .entrylidx % BUFSIZE];
if ent.status = Committed then
L Apply the changes of ent in node N locally;

22
23
24

25

26
27
28
29
30
31
32

ifent.status=Committed or Aborted or Flushed then
ent.status < Flushed,

33
34
if move then

L ent.status < Inited; ++N.logBuf .head;

35
36

37 else move « false;

an RDMA_READ to fetch the head position, and if an overwrite
exists, EXE(T;) continuously issues RDMA_READs to fetch the
head position until it is updated by the target node to make the tail
position safely writable (lines 16—18). Note that, concurrent reads to
the same buffer from different executors could happen. RDMA_FAA
guarantees the atomicity that concurrent reads can return different
tail positions. If the tail position is safely writable, EXE(T;) issues
an RDMA_WRITE to write the log entry to the circular buffer
(lines 19-21). By realizing that directly writing the log entry to
the tail position without checking the head position is often safe,
we make an optimization to reduce the number of RDMA_READs
of head positions. we design a lazy check mechanism, in which
EXE(T;) maintains a local head position logHead (lines 16-18).
Only if the tail position exceeds logHead by one round, EXE(T;)



Table 1: A comparison of existing protocols with RedT in
terms of inter-DC communications and round-trips. T is a
non-read-only inter-DC transaction, T, is a read-only inter-
DC transaction, T, is a non-read-only intra-DC transaction,
and T, is a read-only intra-DC transaction. K = 3.7, (a; + b;).

# of d-tri
Protocol | Phase # of communications O° Tourenps
Tne Tre Tna Tra
exe 2K 1 1({01]0
2PC- - =
p prep |2X7,ai+2m YT ai+2M|2~3| 1 | 2 | 1
axos
commit 2K +2m Y7 a; 2 11 1]0
EP- exe 2K +2m Y7 a; +2M 30221
Paxos | commit 2K +2m Y7 a; 211|110
2y (aj+bj+ci+d; 1|1 ]1]1
MDCC | commit iy (4i — i)
2K+2my” (ai+b;) | 2 |2 |1]1
TAPIR exe 22;‘:2(?+b,—+ci+di) 1 1111
prep 237 ,(ai+cp) 1]0]11]0
/G-PAC - T—
commit | 27, (a; +b; +c; +d;) 1 1|11
RedT exe ' 2(n—-1) 1 1111
commit 2(n-1) 1 1111

then issues an RDMA_READ to read the head position and update
logHead properly (lines 17-18). Due to a later update of logs in the
commit phase, EXE(T;) locally maintains all memory addresses of
log entries in other nodes (lines 21).

Commit log replication. After receiving the message from the
coordinator, each executor enters the commit phase. We first dis-
cuss the case when the coordinator decides to commit. If EXE(T;)
votes to commit, it writes the commit log by updating cts and status
of the redo log to T;.cts and Committed; otherwise, EXE(T;) modi-
fies the status of the sub-transaction from aborted to committed,
and follows the logic of function WriteLog to write a redo log by
setting cts = Tj.cts and status = Committed. We now discuss why
it is correct to directly modify the status of the sub-transaction.
Because the commit decision of T; indicates that T; still holds locks
on more than % of replicas for each partition, and we follow 2PL
to do concurrency control, for any concurrent transaction T; with
conflicts with T;, the serializable order between T; and Tj is either
T; — T; if T; has already committed or otherwise T; — T;. To help
write the data items in less than % of replicas that vote to abort,
we write the redo log to the circular buffers in the corresponding
data nodes and replay the logs asynchronously after the commit of
T;. If (Tj — T;) or (T; — T; and T; has not committed), replaying
the log does not affect the correctness of Tj; If T; — T;j and T; have
committed, replaying the logs would overwrite the data items that
T; writes. To solve this problem, we follow Thomas write rule to
apply all changes of T;. We then discuss the case when the coor-
dinator decides to abort. If EXE(T;) votes to commit, it writes the
abort log by setting status of the redo log to Aborted; otherwise, it
returns. Details of commit log replication in each executor are given
in function CommitLog of Algorithm 2, which is self-explained.

Asynchronous redo log replay. Because data items in replicas
might not be updated even after the transaction commits due to
the node failures, to make them consistent with the other replicas,
we create a separate thread in each node that continuously scans
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the circular buffer and replays redo logs for replicas if its status is
committed. In the ReplayLog function of Algorithm 2, we scan all
entries from head to tail in the local log buffer (lines 27-29). Once
encountering an entry with a Committed status, we follow Thomas
write rule to apply all changes (lines 31-32). That is, a change is
replayed on a data item x only when the commit timestamp cts
recorded in the entry is larger than x.wts, where x.wts is cts of
the last entry or transaction that modifies x. Finally, we update the
status of each entry with Aborted or Committed to Flushed, and
if the head is movable and the entry of the head position can be
released for use, we set the status of the entry to Inited and move
forward of the head by a slot (lines 33-36). The head cannot move
forward any further during this round of scan once encountering
an entry with the Logged or Inited status (line 37).

4.3 Analysis on Inter-DC Round-trips

Given a non-read-only inter-DC transaction Ty, let DC(Tpe) be
the collection of data centers that Ty, involves. For brevity, symbol n
is set to the number of data centers in DC(Tye), i.e., n = |DC(The)l,
m (m > 0) is the fixed number of secondary replicas per partition,
and M (M > 0) is the fixed number of backups for each coordinator.
In each DC; € DC(Tye), suppose that T, writes/reads data items
to/from primary (secondary) replicas in a collection of a; (c;) /
b;i (d;) nodes , respectively. That is, a; = |{N(R§)|x € Tpe-ws},
bi = {N(RY)|x € Ters}l, ci = HN(R)|x € Tpe.ws}| and d; =
{N(R3)|x € Tpe.rs}|. By default, if there are overlaps, nodes are
counted only once with the priority of a;, b;, ¢;, and d; in descending
order. For illustration, let K = 3.7, (a; + b;). Table 1 summarizes
the number of inter-DC communications and inter-DC round-trips
to process Ty for RedT and other state-of-the-art protocols. To be
fair, all protocols are analyzed under serializability and use 2PL for
concurrency control. Without loss of generality, the coordinator of
The is assumed to locate in DC; € DC(Tye). Compared with that of
inter-DC communications over TCP/IP network, the cost of intra-
DC communications using RDMA-capable networks is negligible
(see Figure 1(a)). Thus, we only take the former into account.

For 2PC-Paxos, there are 5 to 6 inter-DC round-trips in total
to process T,.. We now step through the processing with refer-
ence to Figure 2. For round-trip @ in the execution (abbreviated
as exe) phase, 2K communications are required for the coordina-
tor to send/receive messages to/from the primary replicas. The
prepare (abbreviated as prep) phase takes a maximum of 3 round-
trips including @, ® and @, for which 2 37", a;, 2m 37", a; and
2M communications are required, respectively. For the special case
that all primary replicas in Tp,e.ws locate in DCy, i.e., Z?:z a;j =0,
round-trip @ can be eliminated, resulting in only 2 inter-DC round-
trips in the prepare phase. Similarly, in the commit phase, pro-
cessing Tpe requires 2 inter-DC round-trips that are ® and ®, and
2K+2m Z?=1 a; communications in total, where 2K is the number of
communications that are used to release the locks on data items in
other nodes. As an optimization of the standard 2PC-Paxos protocol,
Early Prepare [46] reduces one potential round-trip by combining
the prepare phase with the execution phase. Early Prepare also
writes redo logs in the execution phase, as RedT does. However,
unlike Early Prepare, which runs sub-transactions in data node



granularity, RedT runs sub-transactions in data center granular-
ity, and therefore achieves lower coordination overhead and fewer
inter-DC communications, which is verified in Table 2. Besides,
Early Prepare is proposed for systems without replication, while
RedT is designed for replicated systems. To make a fair comparison,
we extend it to the replicated system by introducing the standard
Paxos protocol for replication. We name this implementation EP-
Paxos for brevity, which requires 5 inter-DC round-trips in total to
process Tpe. As opposed to 2PC-Paxos, MDCC [28] tries to commit
The after the execution phase. In the absence of conflict or under the
assumption of commutative operations, MDCC can commit with
a single round-trip and 2 Z:’:z(ai + b; + ¢j + d;) communications
by accessing all replicas directly. To be fair, we do not consider
the commutative optimization, and set MDCC under serializability.
In the case that any conflict exists, processing T, using MDCC
requires 2 additional network round-trips and 2K +2m Y, (a; +b;)
communications, which are similar to that in the commit phase of
standard 2PC-Paxos. TAPIR [63] or G-PAC [35] requires 3 inter-DC
round-trips to process Tp,. In the execution phase, the coordinator
sends messages to all replicas involved in a single round-trip. In
the prepare phase, the coordinator directly replicates the redo logs
to the primary and secondary replicas. As a result, it requires 1
round-trip and at least 2 37", (a; + ¢;) communications. Similar to
the execution phase, in the commit phase, the coordinator needs
2 Z?:z (aj + b; + ¢; + d;) communications with all replicas accessed
in other data centers in a single round-trip. RedT requires exactly 2
inter-DC round-trips. In the execution phase, the coordinator send-
s/receives messages to/from EXE(Ty,) in other n—1 data centers in
1 round-trip. The coordinator then decides the committed/aborted
status of T, locally by collecting the votes from the messages. In the
commit phase, the decision is sent to each EXE(Ty,) in other n — 1
data centers. After the decision is synchronized, each EXE(Ty,)
notifies the coordinator with a total of n — 1 communications.

We extend the analysis from Ty, to other three kinds of trans-
actions Ty, Tpq and T4 in Table 1. For read-only transactions Tre
and T4, we have a; = 0 and ¢; = 0, for 1 < i < n, meaning that it is
unnecessary to synchronize redo logs among writes. For intra-DC
transactions T4 and T4, we have g; = 0and b; = 0,for 2 < i < n,
meaning that K = 0 and it is unnecessary for the coordinator to
send messages to primary replicas in other data centers. For refer-
ence, we list the number of inter-DC round-trips for T, T,,4 and
Trq in the last three columns of Table 1, respectively. To summa-
rize, in most cases, RedT enjoys a lower or at least equal number
of inter-DC round-trips and inter-DC communications compared
with existing protocols.

5 FAULT TOLERANCE AND CORRECTNESS

5.1 Fault Tolerance

5.1.1 Node Fault Tolerance. In our design, a node can act as either
a data node, an executor, or a coordinator. Therefore, when a node
fails, we need to perform failure recovery for a loss of data nodes
and coordinators/executors.

Failure recovery of data nodes. As opposed to Paxos/Raft,
RedT follows a stricter condition in which as long as more than
% of the replicas for each partition are still alive, the transaction
keeps running normally; otherwise, if less than % of the replicas
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for any partition vote to commit within a pre-defined timeout,
the coordinator directly enters the commit phase and notifies the
replicas to abort. Upon a failure, it is unnecessary for the replicas in
the failed nodes to release the locks. Instead, RedT finds new data
nodes, restores the failed replicas, and synchronizes the logs from
the other replicas to the new replicas following the logic of Paxos.
Failure recovery of executors. In each data center, there is
an executor that is responsible for acquiring/releasing locks on all
replicas operated by T in the same data center, and these locks are
directly maintained with the replicas. In this way, the executor is
stateless. For this reason, once the executor fails, the coordinator
chooses another executor in the same data center to replace the
failed executor and lets it manage the locks on the replicas.
Failure recovery of coordinators. In RedT, the coordinator
maintains the operations and current status of the transaction T and
is responsible for coordinating the execution of T. In the execution
phase, the coordinator sends the operations of T to all executors.
Once the coordinator fails, one executor is selected to act as the new
coordinator. Because the status of T located in the failed coordinator
is lost, we need to restore the status in the new coordinator. To
do this, we adapt the mechanism used in TAPIR [63]. The new
coordinator restores the status by collecting the status of every
healthy replica. If more than % of the replicas for each partition are
still alive and have the same commit decisions, it means that the
status is committed; otherwise, it means that the status is aborted.
The reason is as follows. The status of a transaction is committed
only if more than % of replicas for each partition vote to commit,
meaning that at the worst case, 4—1} of replicas vote to commit fail. In
1

-1=
collecting the decisions from at least % of replicas for each partition,
the new coordinator can restore the status of the transaction. If
more than % of the replicas fail, the new coordinator needs to wait

until partial replicas are recovered.

this way, % (% %) of replicas still vote to commit. Thus, by

5.1.2  Data Center Fault Tolerance. When a minor portion of data
centers fail, in the worst case, the coordinator and some executors of
T, and some replicas accessed by T are lost. In this way, among the
remaining healthy executors, one executor is selected to act as the
new coordinator following the same logic discussed in Section 5.1.1.
If the number of failed replicas does not exceed % of replicas for
each partition, as discussed in Section 5.1.1, the new coordinator
does not need to restore the executor and replicas of T; otherwise,
when multiple data centers fail, causing more than % of replicas
for some partitions lost, the new coordinator needs to wait until
the replicas recover. To keep the system having enough healthy
replicas, RedT follows the logic of Paxos to find new data nodes
and restore the failed replicas asynchronously.

5.2 Correctness

To prove correctness, we show that RedT maintains the following
three properties 1) isolation, 2) atomicity, and 3) durability given
up to % of replicas failure in each partition.

Isolation. In RedT, any two conflicting transaction, T; and Tj,
that violate the serializability cannot commit both. That is, T; and
T; access the same data item x, and satisfy the order T; — Tj and
T; — ... = T;. As discussed, in RedT, a transaction can commit only
after acquiring locks on more than % of replicas for each partition.



3

T; and T; cannot both acquire locks on more than 3 of replicas.
Therefore, with the order T; — Tj, T can acquire the lock on more
than % of replicas only after T; commits and releases its locks. By
using No-Wait, the order T; — ... — T; cannot be held because T;
cannot acquire other locks after releasing the locks. Even if less
than %1 of the replicas fail, more than % of the replicas still maintain
the correct orders. Because we can compute the transaction status
based on the replicas, failures of the coordinator and the executors
do not affect the serializable scheduling of transactions.

Atomicity. For atomicity, we must guarantee that T is finally
committed if T enters the commit phase. Barring failures, the coordi-
nator would commit T normally; otherwise, the remaining executor
restores a new coordinator, and the new coordinator also computes
the same transaction status following the logic in Section 5.1 and
then commits T normally.

Durability. For any committed transaction T, upon a failure,
the original/new coordinators obtain the same status of T and let
executors do the same writes to the replicas. Note, for the replicas
that vote to abort and the coordinator decides to commit, the execu-
tor modifies the status of the sub-transaction and writes a redo log
with a commit timestamp. Then the asynchronous thread replays
the redo logs according to the order of the commit timestamp, thus
maintaining the original serializable orders.

6 EXPERIMENT

We conduct the experiments over 8 or 12 machines of an RDMA-
capable EDR cluster. Each machine is equipped with one Intel(R)
Xeon(R) Gold 5220 CPU @ 2.20GHz (18 coresx2 HT) processor,

128GB RAM, and one ConnectX-5 EDR 100Gb/s InfiniBand MT27800.

All experiments are conducted over the following two benchmarks.

YCSB [11] is a comprehensive benchmark that simulates large-
scale Internet applications. Its dataset contains a single 10-column
relation, in which each data item occupies 1KB. The relation is
then horizontally partitioned, and partitions are distributed to data
nodes in a round-robin manner. In our evaluation, each data node
maintains 4 million data items, resulting in a 4GB storage space
per data node. Each transaction of the workloads is set to have a
fixed number of 10 read/write operations that access data items
following the Zipfian distribution. A larger Zipfian value results in
a higher contention workload. Unless otherwise specified, we
set the skew factor to 0.2, and the write-ratio to 0.5, i.e., there
are 50% reads and 50% writes among all transactions.

TPC-C [50] is another popular OLTP benchmark simulating a
warehouse order processing application. Its dataset is composed
of 9 relations, in which each warehouse has 100MB of data. By
default, we set the number of warehouses per node to 32. TPC-C
contains 5 types of transactions, among which Payment, New-order,
and Delivery are read-write transactions, Stock-level and Order-
status are read-only transactions. Following the previous works [23,
59], we only evaluate Payment and New-order transactions in the
experiments and omit Delivery, Stock-level, and Order-status that
are local transactions.

By default, we set up 4 data centers, with 2 nodes in each. To
support the data center fault tolerance, we set the replication factor
to 3, and replicas of each partition are placed in 3 distinct data cen-
ters. As we mainly focus on the processing of inter-DC transactions,
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unless otherwise specified, the ratio of inter-DC transactions is set
to 1 in YCSB and 0.5 in TPC-C. Each transaction is confined to 2
nodes. We simulate the inter-DC round-trip network delay as 40ms,
which is reasonable. For example, RTT from New York to Dallas
is 40ms [31]. We compare RedT with four protocols 2PC-Paxos,
TAPIR, EP-Paxos (Early Prepare with Paxos), and MDCC. In addi-
tion, we also implement RedT without RDMA networks. To avoid
an apple-to-orange comparison, all protocols are implemented and
evaluated in Deneva [23], open-sourced by MIT. For reference, we
release the source code of implementations via [43].

6.1 Impact of Inter-DC Transaction Ratio

We first evaluate the performance by varying the percentage of
inter-DC transactions in Figure 6. We can observe that RedT per-
forms the best, followed by TAPIR, EP-Paxos, and 2PC-Paxos. As ex-
pected, compared to 2PC-Paxos, EP-Paxos exhibits a higher through-
put and lower latency given the same ratio of the inter-DC transac-
tions, by eliminating the barrier between the execution phase and
prepare phase. The performance of both 2PC-Paxos and EP-Paxos
drops linearly when the ratio increases. This is because inter-DC
transaction processing takes a constantly larger number of inter-
DC round-trips than intra-DC transaction processing. In contrast,
RedT and TAPIR perform rather stable when the ratio increases.
This is because, for either RedT or TAPIR, it takes the same fixed
number of inter-DC round-trips to process inter-DC or intra-DC
transactions. RedT outperforms TAPIR because it requires a less or
equal number of round-trips to process distributed transactions.

6.2 Impact of Inter-DC Networks

We use the traffic control emulator tc provided by Linux kernel to
simulate a fixed and jittered inter-DC RTT ranges from 10ms to
100ms in Section 6.2.1, and Section 6.2.2, respectively.



Table 2: An experimental comparison of all protocols in
terms of inter-DC communications and round-trips to pro-
cess non-read-only inter-DC committed transactions.

Protocol | Phase communications round-trips
average # | max # | average # | max #
2.00 2 1 1
2PC- exe
prep 13.49 14 2.97 3
Paxos -
commit 9.60 10 2 2
EP- exe 13.59 14 3 3
Paxos commit 9.60 10 2 2
MDCC ¥| commit | 7.43 (9.24) | 20 (20) | 1.02(1.38) | 3(3)
exe 7.33 10 1 1
TAPIR 7.01 10 1 1
re .
/G-PAC | PIP
commit 7.34 10 1 1
5.87 6 1 1
RedT | oo
commit 5.87 6 1 1

T For MDCC, we also report the results under high contention
(i.e., the skew factor is set to 0.8) in parenthesis. For all other
protocols, the skew factor is set to 0.2 by default.

6.2.1 Impact of Inter-DC Network Delay. In order to show the ad-
verse effect of the high-latency inter-DC networks, we report the
performance under various inter-DC network delays for inter-DC
transactions. Figure 7 demonstrates the throughput and latency
over YCSB. As the system deployed across multiple data centers is
exposed to and bottlenecked by the inter-DC networks, its perfor-
mance drops sharply with a growing inter-DC network delay. Take
2PC-Paxos for an example. Its throughput drops by 87% with the
network delay increasing from 10ms to 100ms. Benefitting from
its less exposure to inter-DC networks with a smaller number of
inter-DC round-trips and communications, as expected, RedT ex-
cels 2PC-Paxos, EP-Paxos, and TAPIR in terms of throughput and
latency under any given network delay.

6.2.2 Impact of Inter-DC Network Communications. We report the
number of inter-DC network communications to process non-read-
only inter-DC committed transactions in Table 2. Due to the space
limitation, we omit the experiments over the other kinds of trans-
actions, and instead, we make a theoretical analysis in Table 1.
Consistent with the theoretical analysis in Table 1, RedT enjoys
the smallest number of communications, with the average/maxi-
mum number per transaction being 11.74/12, while for 2PC-Paxos,
EP-Paxos, and TAPIR, these numbers are 25.09/26, 23.19/24, and
21.68/30, respectively. We also report these numbers for MDCC,
which are discussed later in Section 6.4. To evaluate the benefit
of this reduction of communications, we plot the throughput and
latency of all protocols by varying the partitions accessed per trans-
action in Figure 8. In this experiment, 12 machines are used to form
4 data centers, and primary replicas accessed by each transaction
are confined to 2 data centers. With the number of partitions ac-
cessed per transaction increasing from 2 to 6, all protocols except
RedT are exposed to a growing number of inter-DC communica-
tions. The throughput of 2PC-Paxos, EP-Paxos, and TAPIR, drops
by 27%, 23% and 15%, and their latency increases by 42%, 37% and
17%, respectively, while both the throughput and latency of RedT
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stay stable in any cases. We also vary the number of data cen-
ters involved per transaction, and report the results in Figure 9.
The performance of all protocols decreases because of an increas-
ing number of communications. However, RedT is less exposed
to the unstable inter-DC network by decomposing transactions in
terms of data center granularity. As a result, the performance of
2PC-Paxos, EP-Paxos, and TAPIR drops when the number of data
centers involved per transaction varies from 2 to 6, while that of
RedT decreases less.

6.3 Impact of Read-Write Ratio

We evaluate the performance by varying the write-ratio over YCSB.
Figure 10 shows the throughput and latency of different protocols,
with the write-ratio ranging from 0% to 100% among all inter-DC
transactions. For read-only transactions, i.e., setting the write-ratio
to 0%, 2PC-Paxos and EP-Paxos (TAPIR and RedT) demonstrate
similar performance. This is because, for all protocols, it is not nec-
essary to synchronize the redo/commit logs to secondary replicas
in the write set. In this way, 2PC-Paxos and EP-Paxos (TAPIR and
RedT) take three (two) round-trips and coincide with each other.
However, as the write-ratio increases, the performances of these
protocols begin to diverge. For 2PC-Paxos, its performance drops
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sharply. For example, the latency of write-only transactions is ap-
proximately 1.92X higher than that of read-only transactions. This
is because each non-read-only inter-DC transaction takes five to six
round-trips, as demonstrated in Table 1. Often, a moderate write-
ratio would result in a vast number of non-read-only transactions.
For example, when the write-ratio is set to 0.5, 99.9% transactions
would become non-read-only transactions. Similarly, the latency of
EP-Paxos/TAPIR increases by 1.62%/1.44% as the number of round-
trips required increases from two/three (for read-only transactions)
to three/five (for write-only transactions). In RedT, all kinds of trans-
actions constantly take 2 inter-DC round-trips. Although extra log-
ging and data updating overheads are introduced for non-read-only
transactions, these overheads come imperceptible compared with
the cost of inter-DC round-trips, resulting in RedT’s insensitivity
to the changing write-ratio.

6.4 Impact of Contention Level

We evaluate the performance by varying the contention level over
YCSB, and show the results in Figure 11. Under low contention
levels (i.e., skew factor < 0.4), as we can see, all protocols have
a low abort rate and perform rather stable. In this situation, the
number of inter-DC round-trips almost dominates the performance.
RedT and MDCC take the minimum number of round-trips, and
thus outperform the others. Under moderate contention levels (i.e.,
0.4 < skew factor < 0.6), the abort rate of all protocols increases
sharply, and still, RedT outperforms the others. The reason why
MDCC deteriorates the most is that, besides the increasing abort
overhead, it requires two additional round-trips for the primary
replica to step in and resolve the conflict. For reference, we report
the average/maximum number of inter-DC communications/round-
trips for MDCC in low/high contention scenarios in Table 2. Under
high contention levels (i.e., skew factor > 0.6), as the growing
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number of aborts takes the dominant influence, all protocols suffer
from severe performance degradation.

6.5 Impact of RDMA

We first compare the performance of RedT and RedT without
RDMA, which replaces RDMA networks with TCP/IP networks
and is similar to the idea of multi-level 2PC [37]. The results are
given in Figure 12(a). For low or moderate inter-DC network de-
lays, i.e., when the data centers involved are not so far away, RedT
significantly outperforms RedT without RDMA. For high inter-DC
network delays, however, their throughput converges, as the con-
tribution of RDMA grows negligible compared to the bottlenecked
inter-DC networks. As a result, RDMA is shown to be effective
when the replicas are deployed in nearby data centers.

To show the efficiency of our RDMA-based implementation, we
then compare RedT with a recent RDMA-based protocol DSLR [58].
Each partition is set to have one replica and all transactions are
intra-DC transactions. We report the result in Figure 12(b). Similar
to RedT, DSLR uses 2PL for concurrency control, and we omit the
comparison with other optimistic RDMA protocols [14, 25, 54] for
fairness. We observe that the performance of RedT is generally
comparable to that of DSLR, at a significantly higher level than
traditional transaction processing protocols. Although the perfor-
mance of RedT grows slightly lower with an increasing number of
threads, this cost is acceptable as RedT requires additional overhead
to provide fault tolerance guarantees.

6.6 System Scalability

We study the system scalability over both YCSB and TPC-C, by
varying the number of nodes in a data center from 1 to 4. We plot
the results over YCSB in Figure 13. As we can see, when the number
of nodes per data center increases, the throughput of all proto-
cols increases almost linearly, while the latency remains almost
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unchanged. This is because we set each transaction to read/write
primary replicas across two data centers, and varying the number
of nodes per data center does not affect the execution of the transac-
tion. With a growing number of nodes, there is an obvious benefit
of RedT compared with the other protocols. The reason is that RedT
performs constantly the best for each node, and this accumulated
benefit is amplified by increasing the number of nodes. Figure 14
and 15 report the scalability evaluation over TPC-C New-order
and Payment, respectively. Due to the same reasons, all protocols
enjoy a linear increase in throughput and an unchanged latency,
and again, RedT is superior to the other three protocols.

7 RELATED WORK

Substantial efforts have been devoted to transforming distributed
transaction processing into local transaction processing. For these
works, they focus on carefully designing a static or dynamic data
partitioning scheme [1, 2, 12, 16, 39, 42, 44, 47, 51, 61] so that all data
partitions that each transaction accesses are on the same node. Yet,
a static scheme works only if the optimal data placement is known
a priori and never changes. Under the dynamic data partitioning
scheme, transactions are executed in batches. For each distributed
transaction, before it starts to execute, all the primary replicas that it
reads/writes must be moved to the same node in advance. However,
in this case, frequent data migration overhead across data centers
could lead to significant performance degradation. As a remedy, an
alternative method [34] is to arrange one super node that takes all
replicas of the whole data partitions. All distributed transactions
in a batch are then assigned to this super node, and before any of
them starts to execute, all involved secondary replicas in this node
are promoted as primary replicas so that they are transformed to
local transactions [34]. Nevertheless, for this method, the super
node may become the bottleneck when the workloads are skewed
or the size of the whole data partitions is prohibitively huge.

As opposed to eliminating distributed transactions, quite a few
works attempt to optimize distributed transaction processing by
reducing the number of network round-trips in conventional net-
works [57]. Multi-level 2PC [37] reduces the expensive inter-DC
communication by layering participants, but at the cost of a higher
intra-DC coordination overhead. Early Prepare [46] further elimi-
nates the barrier between the execution and prepare phase, where
each participant enters the prepare phase after the read/write exe-
cution without waiting for the notification from the coordinator.
Parallel Commit [52] turns some synchronous round-trips to asyn-
chronous and is specially designed for MVCC-based write intents in

1383

CockroachDB. A series of classic algorithms are deterministic-based
[17-19, 32, 33, 40, 41, 49] with an assumption that the read/write set
of each transaction is known in advance. Commutativity is a differ-
ent constraint from determinism, with which MDCC [28] is able to
commit in a single synchronous round-trip. Without commutativity
of operations and in case of concurrent updates, however, primary
replicas must step in to resolve conflicts in two additional round-
trips. Recent works like TAPIR [63], G-PAC [35] attempt to unify
the commitment and consensus protocols in a single framework.
Specifically, instead of synchronizing log replications from primary
replicas to secondary replicas, in the prepare/commit phase, the
coordinator directly sends log replications to secondary replicas,
reducing the number of round-trips. Compared with these works,
RedT concentrates on the reduced number of not only network
round-trips, but also communication per round trip, and proposes
a pre-write-log mechanism that is able to overlap the prepare and
execution phase and eliminate redundant synchronization.

It has been a hotspot to use RDMA to optimize the distributed
transaction processing. As a foundation, a set of works [8, 26, 56, 60,
65] provide insights and guidelines for RDMA usage tips like com-
parison of one-sided and two-sided verbs, requests sending/receiv-
ing optimizations, and system architecture designs. On account of
its tempting features, RDMA is widely used to optimize distributed
transaction processing. Dozens of works utilize RDMA to provide
high availability with replicas [10, 15, 62], generate global times-
tamps with monotonicity [45], or reimplement concurrency control
algorithms including OCC-based variants [14, 54] and 2PL-based
variants [6, 55, 58]. As all these works confine their application
scenarios into a single data center, RedT presents a first-of-its-kind
attempt to support inter-data-center transaction processing and
data center fault tolerance simultaneously.

Other works [3, 4, 13, 22, 24] target to reduce the cost of net-
work communications in BFT-based (Byzantine Fault Tolerant)
blockchain systems, As we target the optimization for CFT-based
(Crash Fault Tolerant) database systems, the extension of these
works to RedT would be considered as our future work.

8 CONCLUSIONS

In this paper, we present RedT, a novel distributed transaction
processing protocol that supports inter-data-center transaction
processing and data center fault tolerance simultaneously. RedT
extends 2PC by decomposing transactions into sub-transactions in
terms of the data center granularity, and proposing a pre-write-log
mechanism that eliminates the log synchronization in the prepare
phase. It is particularly designed for high-latency and unstable
inter-DC networks, and achieves high performance by reducing the
number of inter-DC round-trips. Through extensive experiments
on YCSB and TPC-C, RedT is proved to excel over other state-of-
the-art methods by providing 1.57x better throughput, 0.56x lower
latency, as well as stabler performance in most cases.
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