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ABSTRACT
The growth in sensor technologies, IoT devices, and information
systems has opened up new opportunities for managing time series
data across various domains. Despite significant progress, existing
time series management systems face two crucial limitations: insuf-
ficient functionality and inadequate adaptability. This highlights
the need for more comprehensive systems that not only improve
data quality and analysis but also effectively manage the variety
and volume of time series data.

This paper presents TENDS, a time series management system
based on model selection. TENDS uniquely combines advanced
functionalities for imputation, prediction, and anomaly detection,
offering a comprehensive analysis of time series data. It features (i)
an effective model selection mechanism to adapt to various data
types and to improve efficiency; (ii) fourteen state-of-the-art predic-
tion methods and three state-of-the-art imputation methods; and
(iii) a dynamic expert knowledge base for anomaly detection, evolv-
ing continuously with new data to ensure accuracy. TENDS boasts
a comprehensive suite of visualization tools. With its configurable
offline and online interfaces, TENDS (i) provides extensive flexi-
bility in model selection and parameter adjustment, (ii) facilitates
easy visualization of training results, and (iii) supports real-time
documentation and statistical analysis of time series.
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1 INTRODUCTION
Time series data [7], which is organized chronologically, is prevalent
across various domains such as finance, healthcare, and transporta-
tion. Advances in sensor technology, IoT devices, and information
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Figure 1: An case study of time series data.

systems are generating and accumulating vast amounts of time
series data, creating both challenges and opportunities for analysis.
For instance, AliCloud’s TSDB [1]—a time series database—stores
business data for numerous users in sectors, e.g., retail, e-commerce,
finance, and supply chain management. Moreover, Alibaba Cloud’s
DAS [7] processes over 2 million prediction tasks in each two-hour
window from 4 am to 2 pm daily, equating to a significant workload.
These highlight the need for the development of time series man-
agement systems. Despite the advancements in this field [2–4, 6],
two key limitations remain to be addressed.
Limitation I: Insufficient functionality. Existing time series
management systems are limited in their scope, focusing on only
a few tasks. AutoAI-TS [6] concentrates exclusively on time se-
ries prediction, while AWS Cloud [2] includes both prediction and
anomaly detection. A truly comprehensive time series management
system, however, should offer a wider range of functionalities, from
enhancing data quality to conducting data analysis.
Limitation II: Inadequate adaptability. As shown in Fig. 1, time
series data can exhibit various trends, including linear, stationary,
turning point, spike, and regular patterns. Most existing systems
are not equipped to effectively manage this diversity. AutoML-
based systems [3, 6] adopt the concept of model selection to tackle
different types of time series, where the systems evaluate the per-
formance each model and select the the best-performing model.
However, AutoML-based systems have two primary limitations.
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Figure 2: System overview. Frontend offers customizable op-
tions and displays through Bootstrap UI. Django Web Server
is a web application framework for query processing. Back-
end handles business logic and data storage, and interacting
with Frontend.

First, AutoML-based systems are specifically tailored for time series
prediction, lacking broad functionality in handling other crucial
tasks. Second, they become particularly inefficient when processing
large-scale time series data.

We develop a time series management system based on model
selection (TENDS) for comprehensive time series analysis and clear
presentation of analysis results. To address the first limitation,
TENDS incorporates advanced time series imputation, prediction
and anomaly detection. For imputation, it simulates missing data
and trains imputation models with iterative refinement on the sim-
ulated dataset. For prediction, it analyzes periodicity and stability
in time series data to identify the data type and selects the most
appropriate models for future forecasting, accommodating both
multivariate and univariate data. For anomaly detection, TENDS
maintains a dynamic expert knowledge base that evolves with new
data. The knowledge base includes rules for identifying anomalies
as well as strategies for managing them. To address the second limi-
tation, TENDS adopts model selection for handling various types of
time series. Enhancing model selection efficiency, TENDS employs
the idea of SimpleTS [7], a method from our prior research, which
clusters prediction algorithms by similar performance to streamline
classification and thus significantly boost efficiency.

TENDS offers a suite of visualization tools to help users gain
insights into time series data analysis. It equips users with fourteen

state-of-the-art time series prediction methods and three state-of-
the-art imputation methods. TENDS features a configurable offline
interface, which offers extensive flexibility in parameter selection
for model selection tasks and facilitates easy visualization of model
training results. The online interface of TENDS assists users in
documenting reasons for anomalies and provides statistical analysis
tools for outliers and missing data. The key contributions of TENDS
are summarized as follows.
• To our best knowledge, TENDS is the first time series data man-

agement system that offers imputation, prediction, and anomaly
detection, featuring state-of-the-art methods in each category.

• TENDS integrates model selection into imputation and predic-
tion to adapt to various types of time series and improve effi-
ciency. Moreover, TENDS constructs a dynamic knowledge base
to enhance anomaly detection.

• TENDS provides a comprehensive visualization toolkit. It fea-
tures configurable offline and online interfaces for flexible model
selection, training result visualization, real-time anomaly de-
tection, and conducting statistical analyses, thereby deepening
users’ insights into the data.

2 SYSTEM OVERVIEW
Fig. 2 provides an overview of the TENDS architecture, which
includes both the frontend and backend. The frontend offers a web
interface and data visualizations for configuring time series data
model training, displaying model training results, performing time
series data analysis, and analyzing statistical results of anomalies.
The backend handles data imputation, prediction, and anomaly
detection. In particular, we adopt the idea of model selection for
both imputation and prediction.
Imputation. First, TENDS randomly omits a subset of data points,
determined by the imputation size setting. This is to simulate miss-
ing data for the training of imputation models selected by users.
Second, TENDS defines evaluation metrics for assessing the im-
putation of missing values, including Mean Squared Error (MSE),
Mean Absolute Error (MAE), Root Mean Squared Error (RMSE),
accuracy, R-squared and Sinkhorn distance [5] to assess the accu-
racy of filling in missing values and to compare the distribution
similarity between data sequences. Next, TENDS trains the impu-
tation models on the dataset with simulated missing values. The
process continues with the iterative training of selected models,
progressively refining the imputation for missing values. Finally,
TENDS evaluates the imputed data using the predefined metrics
and saves it for model selection.
Prediction. This process begins with prediction model training.
First, TENDS sets up a weighted TS2Vec model for subsequent data
classification in model selection. The TS2Vec model uses represen-
tation learning on the original data to reveal hidden information.
TENDS then randomly samples a predefined portion of the train-
ing data to feed into user-selected models. Following this, TENDS
trains the selected models according to the prediction window ratio
of the dataset. Next, TENDS performs prediction tasks on each
data piece in the training set using all models. Once a data piece
has been processed for prediction tasks with all models, TENDS
records and stores the most effective model, alongside its accu-
racy, precision, SMAPE metric, and prediction results, and each
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model’s execution time. Furthermore, to compare artificial feature
extraction with representation learning, TENDS saves features in
the database, including turning points, variance, periodicity, sta-
tionarity, maximum value, minimum value, mean value, absolute
variance, etc, for subsequent model selection.
Model selection. The goal is to identify the best models for both
imputation and prediction among user-selected models, ensuring
optimal performance for each time series type in online operations.
First, TENDS clusters imputation and prediction models based on
the data features and model performance derived from imputation
and prediction, respectively. Second, TENDS trains a classifier using
the clustering results. TENDS replace the best-performing model’s
label with clustered labels, ensuring balanced samples through
upsampling. TENDS employs soft labeling during this step, which
replaces traditional one-hot encoded labels with weighted vectors.
This reduces overconfidence in correct labels and ensuring tight
clustering of training examples, improving classifier accuracy.
Anomaly detection. TENDS enhances its anomaly detection by
integrating expert judgment with data analysis, making the process
not just data-driven but also wisdom-informed. The expert knowl-
edge base is not static; it grows dynamically, enriched by ongoing
contributions of expert feedback, criteria for judging anomalies,
and insights into unusual patterns. The expert knowledge base
encompasses not just rules for identifying specific anomalies but
also suggestions for handling anomalies, response strategies, and
practical operational experience.

Moreover, TENDS can categorize anomalies by their severity and
type, tailoring specific response procedures for each. It employs
predefined solutions for common anomalies and leverages its ex-
pert knowledge base for novel or complex situations. This ensures
efficient and effective handling of various scenarios.

3 DEMONSTRATION
We proceed to introduce the implementation details of TENDS,
including offline training and online management.

3.1 Offline training.
As shown in Fig. 3, the offline training section primarily involves
pre-training and model selection for model imputation and predic-
tion. We have divided the training interface into three modules:
Training Setting, Training Processing, and Training Results.
Training Setting. Users have the options to: (i) upload datasets
and choose machine learning models for model completion and
prediction; (ii) define the training dataset size; (iii) set the prediction
window size for training prediction models (e.g., setting a 10%
prediction window means using the first 90% of data for training
and the last 10% to test predictions); and (iv) set the imputed data
percentage (e.g., setting it to 10% indicates randomly dropping 10%
of the data in the training set for imputation model training).
Training Processing and Training Results. Once parameters
are set and “Start Training” is clicked, TENDS activates the Training
Processing module for imputation model training, prediction model
training, and model selection. The process starts with training the
models, then proceeds to classify and select them based on their
accuracy and other factors. The module displays the progress of

Figure 3: Offline training. Training Setting allows users
choosemodels and parameters for imputation and prediction.
Training Processing oversees and displays training progress
(e.g., running for 50 minutes, completing 3 models). Training
Results presents outcomes and model selection results.

model training, including execution time and the number of models
trained, and presents the training results on the interface.

3.2 Online management.
Fig. 4 illustrates the online management section with five key mod-
ules: Task Setting, Task Control, Ongoing Task, Task Results, and
Statistical Analysis.
Task Setting and Task Control. For imputation, TENDS offers
a range of streaming methods. For prediction, TENDS allows the
selection of either a specific model or the best model from pre-
vious model selection results. During online operations, TENDS
retrieves streaming data, fills in missing values, and predicts the
upcoming data for the “predict_window_size” using the selected
model.TENDS updates the task details in the “Task Control” module
every second, showing task status and executed time. For anomaly
Ongoing Task. The ongoing task displays a line chart, plotting
streaming time series data against timestamps. Users can customize
the timeframe to display—options include the last 24 hours, three
days, or one week—with automatic updates every second. Multivari-
ate data are differentiated by colored lines, while imputation and
prediction are marked by yellow circles and dashed lines, respec-
tively. TENDS compares actual and predicted values, highlighting
anomalies with red circles.
Task Results. This module displays the results and statistics of im-
putation in the left table and those of anomaly detection in the right
table. The left table lists timestamps (“Time”), variables withmissing
data (“Variable”), and the imputed values (“Impute”). The right table
specifies anomaly times (“Time”), affected variables (“Variable”),
original anomaly values (“Real”), and predicted values (“Predict”).
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Figure 4: Online management. Task Setting selects imputation and prediction models. Task Control manages and tracks task
progress. Ongoing Task displays a time-based graph for time series data, with yellow for imputed data and red for anomalies.
Task Result shows specifics, (e.g., missing data at 01:15:20 in Variable 2 with an imputed value of 0.32). Statistical Analysis
reveals the proportions of missing data and reasons of anomalies.

Experts can use the detail” button to annotate noteworthy obser-
vations, such as anomalies and their causes. This builds an expert
database, improving the model’s accuracy and reliability.
Statistical Analysis. TENDS uses pie charts to present the statisti-
cal and analytical findings for missing value and anomaly detection.
First, TENDS can analyze the distribution of missing values over
time in the dataset, aiding users in identifying patterns and trends
of data absence. Second, TENDS can identify and display reasons
for anomalies and their probabilities in a pie chart, including high
concurrency, insufficient memory, lock contention, network latency,
and complex queries in the scenarios of database anomaly detection.

3.3 Demonstration steps
The user operations of TENDS are divided into three steps.
Step 1. Users upload the dataset to TENDS and choose suitable
prediction models based on the characteristics and requirements
of the dataset. It then initiates the offline training process to train
the selected models with the uploaded dataset, preparing them for
online predictions.
Step 2. After completing step 1, TENDS switches to online predic-
tion. Users can select the optimal model identified in the offline
training phase or different models for online completion and predic-
tion tasks. Moreover, users can specify a time period, which allows
for the comparison of actual values with predicted ones and offers
a clear insight into model performance.
Step 3. As part of the online prediction process, users can manu-
ally verify the system-generated anomaly judgments to ensure the

accuracy and reliability of the model. Users can annotate abnormal
data points with reasons and types based on their experience.

In summary, TENDS offers comprehensive functionalities for
time series analysis, including imputation, prediction, and anomaly
detection. It offers (i) flexible model and parameter selection, (ii)
simple training result visualization, and (iii) real-time time series
documentation and analysis.
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