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ABSTRACT
Knowledge graphs (KGs) have become vitally important in modern
recommender systems, effectively improving performance and in-
terpretability. Fundamentally, recommender systems aim to identify
user interests based on historical interactions and recommend suit-
able items. However, existing works overlook two key challenges:
(1) an interest corresponds to a potentially large set of related items,
and (2) the lack of explicit, fine-grained exploitation of KG informa-
tion and interest connectivity. This leads to an inability to reflect
distinctions between entities and interests when modeling them
in a single way. Additionally, the granularity of concepts in the
knowledge graphs used for recommendations tends to be coarse,
failing to match the fine-grained nature of user interests. This ho-
mogenization limits the precise exploitation of knowledge graph
data and interest connectivity. To address these limitations, we
introduce a novel embedding-based model called InBox. Specifi-
cally, various knowledge graph entities and relations are embedded
as points or boxes, while user interests are modeled as boxes en-
compassing interaction history. Representing interests as boxes
enables containing collections of item points related to that inter-
est. We further propose that an interest comprises diverse basic
concepts, and box intersection naturally supports concept combina-
tion. Across three training steps, InBox significantly outperforms
state-of-the-art methods like HAKG and KGIN on recommenda-
tion tasks. Further analysis provides meaningful insights into the
variable value of different KG data for recommendations.
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1 INTRODUCTION

I want a science fiction action 
movie, preferably directed by 

James Cameron.

Director 

Genre 

James 
Cameron

Action

Science 
Fiction 

Avatar

… 

… 

…

…

… 

… 

… 

Genre 

Interest1: science fiction
Interest2: action
Interest3: James Cameron

Recommendation System

Figure 1: An example illustrating a specific interest is the
combination of several concepts.

As the Internet develops, recommendation systems have emerged
as vital tools for identifying user preferences across diverse domains,
encompassing search engines, e-commerce platforms, and media
services. Conventional recommendation approaches [10, 12, 14] pri-
marily focus on collaborative filtering (CF). Although proficient at
discerning collaborative patterns, these techniques grapple with is-
sues of data sparsity and cold-start dilemmas. In recent times, there
has been a growing interest in incorporating knowledge graphs,
replete with abundant entity and relational data, into recommender
systems. Such integration not only enhances the precision of rec-
ommendation results but also addresses cold-start predicaments
and bolsters the explainability of the recommendation pipeline.
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Employing auxiliary information such as KGs revolves around
procuring suitable representations for items and users. Certain tech-
niques investigate the utilization of knowledge graph pathways to
bolster user-item interactions, thereby offering interpretability for
recommendation outcomes. Nevertheless, these approaches neces-
sitate labor-intensive feature engineering, such as manually crafted
meta-paths, and grapple with subpar transferability and fluctuating
performance. Graph neural networks (GNN) have also gained trac-
tion in recommendation tasks. By implementing an information
aggregation scheme, multi-hop neighbor data is amalgamated into
node representations. Although effective, GNN-based models typi-
cally hinge on the quality of the knowledge graph; in real-world
situations, KGs tend to be sparse and replete with noise, which cur-
tails their efficacy. Some of the early studies [2, 23, 34] incorporated
item embeddings, derived from KG embedding (KGE) methodolo-
gies (e.g., TransE [4] and TransR [16]), as prior embeddings to
augment the recommendation endeavor. While embedding-centric
models profit from the straightforwardness and expressivity of KGE,
they falter in capturing the higher-order dependencies between
knowledge and user interests.

Indeed, the crux of recommendation lies in discerning user prefer-
ences and suggesting suitable items accordingly (e.g., as manifested
by user embeddings in certain studies). While previously discussed
approaches yield commendable results within knowledge-aware
contexts, we contend that they fall short in adequately representing
user interests when taking the subsequent two factors into account.

Firstly, user interests often encompass a wide range of related
items, a complexity not fully addressed by traditional recommender
systems. These systems typically represent user interests or profiles
as singular points in the embedding space, which can be limiting
when trying to establish connections between a user’s preferences
and a diverse set of items. For example, consider a user interested in
movies like Figure1, and their interest is defined by a single attribute
such as directed by James Cameron. This attribute alone can relate to
multiple movies, illustrating the one-to-many relationship between
an attribute and the movies it describes. This type of relationship is
common in recommendation KGs, where items and their descriptive
attributes form distinct entity sets, a feature more pronounced than
in general KGs. Existing methods may not have considered this
distinction in their modeling.

Furthermore, user interests are often composed of a combina-
tion of multiple coarse-grained concepts. Taking the domain of
movie recommendations in Figure1 as an example, a user’s inter-
est might not be confined to a single genre such as Science Fiction
or Action, but rather defined by a combination of these concepts,
such as Science Fiction Action. This interest could further refine
to include specific directorial styles, like James Cameron’s Science
Fiction Action. By consolidating concepts within KGs to construct
the deterministic relationship between KG and interest definition,
more accurate and personalized interests can be explicitly deter-
mined for distinct users. Unfortunately, existing models fall short of
establishing a connection between the intersection of KG concepts
and user preferences in a fine-grained way.

To address the aforementioned challenges, we introduce a novel
model, InBox, wherein user interests are conceptualized as a box
containing suitable items. In our paper, KG entities are categorized
into two distinct groups: items and non-items. Items represent the
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Figure 2: An illustration of the itempoints and concept boxes.

entities that are eligible for recommendation, poised to be presented
to users as potential choices. On the other hand, non-items serve
as descriptors of the items, providing attributes that enrich the
understanding of the items but are not intended to be recommended
to users. To illustrate this with an example from the realm of movie
recommendations, the film Avatar qualifies as an item because it
could be suggested to users as a viewing option. In contrast, the
genre Science Fiction, which is an attribute of Avatar, acts as
a descriptor or tag that helps categorize the movie but does not
stand as a recommendation on its own. These two entity types
are represented distinctly: An item is embedded into the vector
space as a point, whereas a tag or relation is denoted by a box
instead of a single point. For instance, in a movie recommendation
context, consider the triplet (Avatar, is directed by, James Francis
Cameron): Avatar is represented as a point since it is an item, while
the relation is directed by and the tag James Francis Cameron are
both depicted as boxes; the relation-tag pair can be interpreted as a
concept (since a tag linked with different relations could express
different meanings. Like (is directed by, James Francis Cameron) and
(is written by, James Francis Cameron)), although the tags in are
both James Francis Cameron, these are two different concepts.

From a fundamental perspective, using box embeddings in com-
bination with point embeddings instead of relying solely on point
embeddings for modeling in recommendation systems offers several
key advantages. Box embeddings can naturally capture hierarchi-
cal and overlapping relationships between entities and concepts,
where larger boxes can subsume smaller ones, representing the
subsuming of more specific concepts by more general ones. More-
over, the intersection or overlap between boxes can represent the
shared characteristics or common aspects between different enti-
ties or concepts. Box embeddings are particularly well-suited for
logical reasoning tasks, as they can encode logical operations such
as intersection through geometric operations on the corresponding
boxes, enabling more principled and interpretable reasoning within
the embedding space. Additionally, by representing tags as regions
rather than single points, box embeddings can inherently capture
uncertainty and fuzziness in the data, where the size and shape
of the boxes can encode the degree of uncertainty or fuzziness
associated with a particular entity or relation, a desirable property
in many real-world applications where data is noisy or imprecise.

In addition to defining the aforementioned representations, the
model must possess the following capabilities: 1) ensuring that the
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representations between items and tags satisfy their corresponding
relationships within the KG; 2) defining the concept combination
operation; 3) empowering the model to abstract user interests based
on existing information. To achieve this, the model training pro-
cess consists of three stages. The first stage focuses solely on the
knowledge graph to obtain suitable representations that position
item points within corresponding concept boxes. The second stage
strives to situate items within the intersection box region of their
associated concepts. The third stage employs interaction history
to generate an interest box embedding, which is subsequently uti-
lized to recommend potential items for users. To accomplish these
stages, various distance functions are employed, encompassing
point-to-point, box-to-box, and point-to-box distances.

To substantiate the efficacy of InBox, experiments are executed
on four real-world datasets. Experimental outcomes demonstrate
that InBox surpasses state-of-the-art models, including KGAT [26],
KGIN [27], and HAKG [9], across all datasets. Additionally, model
analysis reveals that different triplet types in KGs exert varying
impacts on our model, potentially offering novel insights into the
significance of KG triplets in KG-enhanced recommender systems.

In summary, our contributions to this work are as follows:

• We introduce a novel approach to modeling user interests
for recommendation tasks, positing that interests can be
represented by the conjunction of several general concepts
in KGs.

• We present InBox, an innovative recommendation model
that employs box embeddings to represent tags, relations,
and user interests, fulfilling the criteria that an interest
corresponds to a set of items and supports intersection
logical operations.

• Through experimentation, we prove that InBox surpasses
existing methods. Our model analysis unveils a fresh per-
spective for assessing the significance of various triplet
types in knowledge-aware recommender systems.

2 PROBLEM FORMULATION
In this section, we introduce the data in the KG-enhanced recom-
mender system, which comprises the user-item interaction history
and various triplet types in the knowledge graph, as well as the
task definition.

User-Item Interaction Graph. Given a user set U and an
item set I, the user-item interaction graph can be constructed as
G𝑢 = (𝑢, 𝑖) |𝑢 ∈ U, 𝑖 ∈ I, where each (𝑢, 𝑖) pair signifies that user
𝑢 has previously engaged with item 𝑖 , as determined by implicit
feedback [20] from 𝑢 to 𝑖 . Note In this paper, we do not differen-
tiate between various user behaviors (e.g., clicks, purchases); the
datasets and baselines employed in our experiments also refrain
from making such distinctions.

Auxiliary Knowledge Graph. KGs store structured informa-
tion, including item attributes. Renowned KGs like Wordnet [18]
and Freebase [3] have been developed. Let E represent a set of enti-
ties and R a set of relations. A knowledge graph can be defined as
G𝑘 = (𝑒1, 𝑟 , 𝑒2) |𝑟 ∈ R, 𝑒1, ∈ E, 𝑒2 ∈ E, where each triplet (𝑒1, 𝑟 , 𝑒2)
indicates a relation 𝑟 connects entities 𝑒1 and 𝑒2.

In the recommendation context, the entity set comprises the
item set I and other non-item entities, which we term tags in this

paper. Items are the entities earmarked for recommendation, ready
to be offered to users as viable options. Conversely, non-items act
as descriptors, furnishing attributes that enhance the comprehen-
sion of these items, yet they themselves are not candidates for
recommendation. These non-item entities can be considered as a
tag set T . Accordingly, all the triplets in G𝑘 can be categorized
into three groups: (1) (𝑖𝑡𝑒𝑚, 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛, 𝑖𝑡𝑒𝑚) triplet, denoted as 𝐼𝑅𝐼
triplet; (2) (𝑡𝑎𝑔, 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛, 𝑡𝑎𝑔) triplet, denoted as 𝑇𝑅𝑇 triplet; (3)
(𝑖𝑡𝑒𝑚, 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛, 𝑡𝑎𝑔) triplet, denoted as 𝐼𝑅𝑇 triplet. Note that (tag,
relation, item) is regarded as the same type as (𝑖𝑡𝑒𝑚, 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛, 𝑡𝑎𝑔)
only if we use the inverse relation, so we do not specifically distin-
guish this type.

For instance, in the movie recommendation task, there are two
items, 𝐴𝑣𝑎𝑡𝑎𝑟 and 𝐴𝑣𝑎𝑡𝑎𝑟2, and two tags, James Francis Cameron
and America. The examples of different triplet types are as follows:

• (Avatar2, is sequel of, Avatar) is an 𝐼𝑅𝐼 triplet.
• (James Francis Cameron, is citizen of, America) is a 𝑇𝑅𝑇

triplet.
• (Avatar, is directed by, James Francis Cameron) is an 𝐼𝑅𝑇

triplet.
The relation-tag pair, such as (is directed by, James Francis Cameron),
can be viewed as a concept introduced earlier. The three distinct
types of triplets will be processed differently in the training step.

Task Description.With the interaction graph G𝑢 and KG G𝑘 ,
the task is learning a function predicting the relative possibility
that a user would adopt an item he/she has not interacted with
before.

3 METHODOLOGY
In this section, we introduce the details of the proposed model,
and Figure 3 illustrates the architecture of the whole model. Firstly,
we describe the representation format of items, tags, and relations
in the KG. To train these different forms of embeddings and use
them to get the recommendation results, we design three training
steps to optimize the embeddings: (1) Basic pretraining, which aims
to obtain suitable representations for each item, tag, and relation
in the KG. To achieve this goal, three distinct distance functions
are employed corresponding to the different triplet types; (2) Box
intersection step, which seeks to embed each item point within
the intersection region of its associated tag boxes. This meets our
intuitive requirements when defining this representation; and (3)
Interest box recommendation, which aspires to obtain the user
interest box with the related tags’ box embeddings, and employ
the interest box embedding to get the predicted scores for all items
the user has not interacted with, so that we can rank the items for
recommendation results.

3.1 Item Point and Relation, Tag Box
To efficiently connect a set of items with a related concept in the
embedding space, we first define point and box embeddings (i.e.,
axis-aligned hyper-rectangles) for the items and tags in the knowl-
edge graph, respectively. Formally, in a vector space with dimension
𝑑 , let each item be a point in the space, which could be represented
as a vector v ∈ R𝑑 . A tag in KG could be regarded as a box so
that it could encompass multiple points in space that represent
items. We define a box embedding as b = (Cen(b),Off(b)) ∈ R2𝑑 ,
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Figure 3: Framework of the proposed model InBox: The recommendation task is completed through three training steps (not
all required). The initial two steps focus solely on the KG data to obtain suitable representations for items, tags, and relations.
In the third step, the objective is to leverage the user’s interest box to compute the matching score.

where Cen(b) is the center point of the box, and Off(b) is the offset
embedding of the box, which indicates the size of the box. Through
the calculation of two vectors, we can get the range of the box
embedding on each dimension, so the box embedding b specifies
the box range in the vector space as follows:

Range(b) = Cen(b) − 𝜎 (Off(b)) ⪯ v ⪯ Cen(b) + 𝜎 (Off(b)) (1)

where 𝜎 is an activation function (e.g., ReLu) to make the Off(b)
be positive, and ⪯ is element-wise inequality. According to the
definition, a box could contain all the items with their point embed-
dings inside the box range, building the connectivity of a concept
and a set of items, which is one of the benefits of regarding a tag as
a box embedding compared to a single point.

3.2 Basic Pretraining Step
The purpose of this step is to obtain a suitable initial representation
for the entities and relations within the KG.

Building upon the definitions of box embedding and point em-
bedding, we can map each item and tag in the KG as a point or a box
in the space. As previously mentioned, the same tag with different
relations may represent distinct concepts(like (is directed by, James
Francis Cameron) and (is written by, James Francis Cameron))). To
obtain appropriate concept embeddings, it is crucial to capture the
effect of the relation on tags within the vector space. To achieve
this, we have to define the representation of a relation as a box
b𝑟 = (Cen(b𝑟 ),Off(b𝑟 )) ∈ R2𝑑 , which is identical to a tag, and the
relation box embedding will be used to modify the tag box embed-
ding. When examining its association with the tag box, Cen(b𝑟 )
denotes the projection operator for the tag box’s central point,
while Off(b𝑟 ) signifies the resizing of the tag box’s dimensions.
Importantly, when evaluating the relation’s impact on items, we ex-
clusively employ Off(b𝑟 ), as a point lacks the notion of boundaries.

After the embedding is initialized randomly, it is necessary to
get a representation that satisfies the triplets in KG. In the basic
pretraining step, the main target is locating the item point inside
each box of its related concept box, and the key idea is like the
translation-based KG embedding models using relation as the pro-
jector. As we mentioned before, there are three kinds of triplets in
the KG, which are IRI triplet, TRT triplet, and IRT triplet. Since each
type of triplet contains a different head and tail entity embedding
form, we design different ways of calculating the distance to get the
final loss according to the type of the triplets, as Figure 4 illustrates
the different calculation processes. For IRI triplets, we can simply
use the point-to-point distance between the head and tail entities,
as they are both represented as points. For TRT triplets, since both
the head and tail entities are represented as boxes, we can use the
box-to-box distance to calculate their similarity. Finally, for the IRT
triplets, the head entity is a point, while the tail entity is a box,
so in this case, we could use the point-to-box distance to measure
their similarity. By calculating these distances, we can derive a loss
function for each type of triplet. The goal of the basic pretraining
step is to minimize the total loss, which will ensure that the item
points are located inside the corresponding boxes and properly
represent the facts in the KG.

IRI triplets. For this kind of triplet, the head entity and tail
entity are both represented as points, and the object is to make the
tail point close enough to the head point after projection with the
relation. Let’s take the example (Avatar2, is the sequel of, Avatar)
in Section 2 as a demonstration. For this IRI triplet, the objective
is to ensure that the object representation of Avatar closely aligns
with the point representation of Avatar2 after mapping by relation
is sequel of. Specifically, for a triplet (ℎ, 𝑟, 𝑡) (ℎ and 𝑡 are both items),
the functional mapping with relation 𝑟 is an element-wise addition
from 𝑡 to the target item ℎ and gets the predicted embedding as:

v′
ℎ
= v𝑡 + Cen(b𝑟 ) (2)
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Note that the relation is utilized as a projector to the tail entity 𝑡
for compliance with the other two kinds of triplets, which will be
introduced later. Essentially, there is no difference with projection
on head entity ℎ. The distance function is defined as follows:

D𝑃𝑃 (vℎ, v′ℎ) =


vℎ − v′

ℎ




1 (3)

where ∥x∥1 means the L1 norm function and D𝑃𝑃 means the point-
to-point distance.

In summary, for IRI triplets, we compute the distance between
two points in the embedding space, which ensures that the learned
embeddings accurately represent the connections between different
items in the KG.

TRT triplets. The TRT triplets reflect the connection between
two tags. For such a triplet, its head and tail tags are both repre-
sented by a box, when using the relation for projection, it is neces-
sary to consider not only the tag box center point translation but
also modifying the tag box offset size. For example, for the triplet
(James Francis Cameron, is a citizen of, America), the objective is
to ensure that the object box, mapped from America with relation,
close to the box of James Francis Cameron. We utilize the center
embedding and offset embedding of relation Cen(b𝑟 ),Off(b𝑟 ) to
achieve this goal as follows:

Cen(b′
ℎ
) = Cen(b𝑡 ) + Cen(b𝑟 ) (4)

Off(b′
ℎ
) = 𝜎 (Off(b𝑡 )) + Off(b𝑟 ) (5)

where the 𝜎 is the ReLu function in our paper since the box offset
embedding of a tag Off(b𝑡 ) should be positive, while the element of
Off(b𝑟 ) could be negative so it could be used to narrow 𝜎 (Off(b𝑡 )).
The first operation 4 means changing the position of the box center
point, while the second operation 5 means adjusting the size of the
box.

The distance function of the TRT triplet should consider the
similarity of the center and offset embedding at the same time,
which is defined as follows:

D𝐵𝐵 (bℎ, b′ℎ) =


Cen(bℎ) − Cen(b′

ℎ
)



1 +

𝜎 (Off(bℎ)) − 𝜎 (Off(b′ℎ))

1 (6)

where D𝐵𝐵 measures the distance between two box embeddings
from the perspectives of center position deviation and size devia-
tion.

In summary, for TRT triplets, we account for both the center
and offset embeddings in calculating the similarity between boxes.
This ensures that the learned embeddings accurately represent the
connections between tags in the KG and allows for the consideration
of the center and size of the boxes simultaneously.

IRT triplets. The IRT triplet contains an item and a tag, and
the target is to locate the item point into the range of the concept
box, which is generated by projecting the tag box using the relation
box embedding. For a triplet (ℎ, 𝑟, 𝑡) (ℎ is an item and 𝑡 is a tag),
since even for the same tag like James Francis Cameron, different
relation-tag pairs like (is written by, James Francis Cameron) and (is
directed by, James Francis Cameron) are different concepts, the cen-
ter embedding and offset embedding of relation Cen(b𝑟 ),Off(b𝑟 )
are used to translate the tag box center Cen(b𝑡 ) and modify the
offset Off(b𝑡 ), respectively, just as the operation for TRT triplets
with Equation 4 and 5. For example, for the IRT triplet (Avatar, is
directed by, James Francis Cameron), the objective is to ensure that

vtVh’

vh DPP bt
bh bh’

DBB

(B) Box-Box(A) Point-Point

(C) Point-Box

bt

bh’

bmax

bmin

Dout

Din

vh
Cen(bt)

Off(bt)

Figure 4: The geometric intuition of the different distances
in 2-dimensional space. (A) The point-to-point distance for
IRI triplets. (B) The box-to-box distance for TRT triplets. (C)
The inside and outside distance for IRT triplets.

the concept box, mapped from James Francis Cameron with relation
is directed by−1, could contain the point of Avatar.

In order to measure whether the vector after projection is appro-
priate, we should define two types of distance between a point and
a box, which are the outside distance and the inside distance:

D𝑃𝐵 (vℎ, b′ℎ) = D𝑜𝑢𝑡 (vℎ, b′ℎ) + D𝑖𝑛 (vℎ, b′ℎ) (7)

where D𝑃𝐵 denotes point-to-box distance, while D𝑜𝑢𝑡 (v, b) and
D𝑖𝑛 (v, b) is the outside distance and the inside distance, respectively.
Note that the box is defined as an axis-aligned rectangle, so the two
types of distance are calculated according to each dimension in the
vector space as follows, which are defined as follows:

D𝑜𝑢𝑡 (v, b) =


Max(v − b𝑚𝑎𝑥 , 0)




1 +



Min(b𝑚𝑖𝑛 − v, 0)



1 (8)

D𝑖𝑛 (v, b) =


Cen(b) − Min(b𝑚𝑎𝑥 , Max(b𝑚𝑖𝑛, v))




1 (9)

where Max and Min are element-wise functions, which means se-
lecting the larger or smaller element for each dimension. b𝑚𝑎𝑥

and b𝑚𝑖𝑛 are the points with the largest or smallest value in each
dimension, which are calculated as follows:

b𝑚𝑎𝑥 = Cen(b) + 𝜎 (Off(b)) (10)

b𝑚𝑖𝑛 = Cen(b) − 𝜎 (Off(b)) (11)
According to the above definition, it can be seen that the point-to-
box distance is used to measure the distance between a point and
a box embedding calculating the distance between that point and
the center point of the box and the closest point to the box border
from each dimension.

In summary, for IRT triplets, D𝑜𝑢𝑡 (vℎ, b′𝑡 ) quantifies the proxim-
ity between point vℎ and the nearest point within the box boundary,
while D𝑖𝑛 (vℎ, b′𝑡 ) assesses the distance from the point to the box’s
center (provided the point resides inside the box along that dimen-
sion) or the offset magnitude (in the case that the point lies outside
the box along that dimension).

Training and Optimization. In this step, we construct a loss
function that considers positive and negative samples with different
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sample weights to optimize the model. Specifically, for an IRI or TRT
triplet to be predicted (?, 𝑟 , 𝑡) in the KG,𝑛 negative head entities will
be randomly selected, which are not connected with 𝑡 via relation
𝑟 . For an IRT triplet (𝑖, 𝑟 , 𝑡), there are two approaches to generate a
negative sample: replacing the item 𝑖 or tag 𝑡 . With the true triplets
being positive samples, the goal of optimization is to minimize
the distance of the positive samples and maximize the distance of
negative samples. Therefore, the loss function is defined as:

L = −𝑤 ∗ (log𝜃 (𝛾 − D𝑝𝑜𝑠 ) − 1
𝑛

𝑛∑︁
𝑖=1

log𝜃 (𝛾 − D𝑛𝑒𝑔)) (12)

where 𝜃 is the sigmoid function, 𝛾 is a fixed scalar margin, 𝑛 is
the size of the negative sample, and𝑤 is the sample weight, which
is set as the reciprocal of the number of correct answers, and it is
used to balance the importance of each triplet in a training batch.
D𝑝𝑜𝑠 and D𝑛𝑒𝑔 denote the distance of positive and negative triplets,
which are calculated with Equation 3, 6, or 7 according to the triplet
type. For each step, one type of triplet will be sampled, and the
possibility is decided by its proportion in all types.

3.3 Box intersection
Beyond merely necessitating alignment between the item point
and the concept box with respect to the triplets in the KG, it is
also imperative for each item to reside within the intersection
region formed by the amalgamation of its associated concepts box.
Indeed, we posit that this composite concept encapsulates accurate
and complex attributes of an item. While the Basic Pretraining
step positions the item within each concept box, this intersection
criterion is only implicitly fulfilled. Consequently, we carry out
a secondary training phase with the objective of obtaining the
intersection of a collection of boxes and situating the item point
within the resultant intersecting box.

Let 𝑖 represent the item, with its point embedding denoted as v.
Additionally, we obtain the tags 𝑡1, 𝑡2, ..., 𝑡𝑛 and relations 𝑟1, 𝑟2, ..., 𝑟𝑛
associated with item 𝑖 based on the knowledge graph. The sets of
tag and relation embeddings are represented as b𝑡1 , b𝑡2 , ..., b𝑡𝑛 and
b𝑟1 , b𝑟2 , ..., b𝑟𝑛 . Utilizing the projection operation in accordance
with Equation 4 and 5 applied to the tag and relation embeddings,
we obtain a final set of concept boxes b1, b2, ..., b𝑛 . To ascertain the
intersecting box using the embeddings, there are two approaches:
one employing an attention neural network and the other a purely
mathematical method. These are referred to as Attention Network
Intersection and Max-Min Intersection, respectively.

Attention Network Intersection. The fundamental concept
involves utilizing a neural network to determine the attention of
each box center, as different boxes may have varying influences on
the intersection region. The center embedding of b𝑖𝑛𝑡𝑒𝑟 is defined
as follows:

Cen(b𝑖𝑛𝑡𝑒𝑟 ) =
𝑛∑︁
𝑖=1

a𝑖 ◦ Cen(b𝑖 ) (13)

where a𝑖 ∈ R𝑑 represents the attention embedding and ◦ denotes
element-wise multiplication. The core principle of Equation 13 is
to allocate an attention value to each box for every dimension. 𝑎𝑖

is generated using a MLP function:

a𝑖 =
exp(MLP(Cen(b𝑖 ))∑𝑛
𝑗=1 exp(MLP(Cen(b𝑗 ))

(14)

For the offset embedding of the intersection box, it should be
smaller than any offset in b1, b2, ..., b𝑛 in each dimension. Thus, we
select the minimal element and generate a shrinking scale for each
dimensionwith the offset embedding set Off(b1),Off(b2), ...,Off(b𝑛):

Off(b𝑖𝑛𝑡𝑒𝑟 ) = Min(𝜎 (Off(b1)), ..., 𝜎 (Off(b𝑛))) ◦ g (15)

where Min is an element-wise minimal function, and g ∈ R𝑑
represents the shrinking embedding, generated as follows:

g = 𝜃 (MLP( 1
𝑛

𝑛∑︁
𝑖=1

MLP(Off(b𝑖 )))) (16)

Max-Min Intersection. Since we are generating the intersec-
tion of multiple box embeddings, a more intuitive approach is to
directly determine the intersection region across all the boxes in
each dimension by selecting the maximal or minimal value from
b1, b2, ..., b𝑛 . Specifically, for the intersection box, we can obtain
the max point b𝑚𝑎𝑥

𝑖𝑛𝑡𝑒𝑟
, defined in Equation 10, by selecting the mini-

mal value from each box’s max point in each dimension. Similarly,
b𝑚𝑖𝑛
𝑖𝑛𝑡𝑒𝑟

should choose the maximal value from the min points:

b𝑚𝑎𝑥
𝑖𝑛𝑡𝑒𝑟 = Min(𝜎 (b𝑚𝑎𝑥

1 ), 𝜎 (b𝑚𝑎𝑥
2 ), ..., 𝜎 (b𝑚𝑎𝑥

𝑛 )) (17)

b𝑚𝑖𝑛
𝑖𝑛𝑡𝑒𝑟 = Max(𝜎 (b𝑚𝑖𝑛

1 ), 𝜎 (b𝑚𝑖𝑛
2 ), ..., 𝜎 (b𝑚𝑖𝑛

𝑛 )) (18)
where the Max and Min are element-wise function just like Equa-
tion 8. According to Equation 10 and 11, with b𝑚𝑎𝑥

𝑖𝑛𝑡𝑒𝑟
and b𝑚𝑖𝑛

𝑖𝑛𝑡𝑒𝑟
, we

could calculate the Cen(b𝑖𝑛𝑡𝑒𝑟 ) and off(b𝑖𝑛𝑡𝑒𝑟 ) as follows:
Cen(b𝑖𝑛𝑡𝑒𝑟 ) = (b𝑚𝑎𝑥

𝑖𝑛𝑡𝑒𝑟 + b𝑚𝑖𝑛
𝑖𝑛𝑡𝑒𝑟 )/2 (19)

Off(b𝑖𝑛𝑡𝑒𝑟 ) = 𝜎 (b𝑚𝑎𝑥
𝑖𝑛𝑡𝑒𝑟 − b𝑚𝑖𝑛

𝑖𝑛𝑡𝑒𝑟 )/2 (20)
By the above method, we can obtain the embedding of the intersec-
tion region of multiple boxes using simple mathematical operations
without neural networks.

Training and Optimization. In this step, given an item and
its associated relation-tag pair, the intersection box embedding
b𝑖𝑛𝑡𝑒𝑟 = (Cen(b𝑖𝑛𝑡𝑒𝑟 ),Off(b𝑖𝑛𝑡𝑒𝑟 )) can be obtained with the two
methods mentioned above. Using the item embedding v and the
intersection box embedding b𝑖𝑛𝑡𝑒𝑟 = (Cen(b𝑖𝑛𝑡𝑒𝑟 ),Off(b𝑖𝑛𝑡𝑒𝑟 )),
the optimization goal is to position the item point within the box.
The distance function is similar to Equation 7, which we employed
for IRT triplets in the basic pretraining step. Negative samples
are generated by replacing the item with other randomly selected
items that are not related to these relation-tag pairs, and the loss
function is identical to Equation 12. The sample weight 𝑤 in the
loss function is defined as 𝑤 = 1/(𝑛 + 1), where 𝑛 represents the
number of concepts related to the item.

3.4 Interest Box Recommendation
The preceding two steps were trained only on the KG, with the
objective of obtaining suitable representations for items, tags, and
relations. Building on this foundation, we will utilize the pre-trained
embedding for making predictions in the recommendation task. As
previously discussed, a user’s interests can be intricate and pre-
cise, making them challenging to represent with manually defined
concepts like a dress. Instead, they may encompass more complex
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concepts, such as a red prom dress (encompassing three aspects: red,
prom, and dress), or even more intricate combinations of broader
concepts. This amalgamation resembles the intersection of boxes.
For example, a user could interact with an item 𝑖 and an item 𝑗 ,
and the combination concept of 𝑖 and 𝑗 is red prom dress and prom
highheels, respectively. We could infer that the interest of this user
may be interested in prom outfit.

In this step, each item’s intersection box region is employed to
generate the user’s interest box. Since the influence of the same item
may differ among users, a user-bias box intersection is conducted,
which works in conjunction with the intersection results from the
second training step. Ultimately, the user’s interests are represented
by a box embedding that integrates all items from the interaction
history and is used to rank candidate items.

User-bias Intersection. For a user 𝑢 assigned an embedding
u ∈ R𝑑 , the items in the intersection history form a set 𝑖1, 𝑖2, ..., 𝑖𝑚 .
In the second step, the intersection box of these items, denoted as
b𝑖𝑛𝑡𝑒𝑟𝐼 (interI represents intersection considering only the item), is
generated without taking the user into account. To incorporate the
user, we concatenate the user embedding u with each concept box
center embedding Cen(b) and offset embedding Off(b), and use
the combined embeddings to obtain the intersection box b𝑖𝑛𝑡𝑒𝑟𝑈
(interU represents intersection considering the user) as follows:

Cen(b𝑖𝑛𝑡𝑒𝑟𝑈 ) =
𝑛∑︁
𝑖=1

c𝑖 ◦ Cen(b𝑖 ), (21)

Off(b𝑖𝑛𝑡𝑒𝑟𝑈 ) =
𝑛∑︁
𝑖=1

d𝑖 ◦ Off(b𝑖 ) (22)

c𝑖 , d𝑖 ∈ R𝑑 are the attention embeddings generated as:

c𝑖 =
exp(MLP(Cen(b𝑖 ), u)∑𝑚
𝑗=1 exp(MLP(Cen(b𝑗 ), u)

(23)

d𝑖 =
exp(MLP(Off(b𝑖 ), u)∑𝑚
𝑗=1 exp(MLP(Off(b𝑗 ), u)

(24)

where MLP(·): R2𝑑 → R𝑑 transforms the 2𝑑-dimensional vector
into a 𝑑-dimensional vector, which is distinct from the MLP in
Equation 14 and 16.

Interest Box. With the two intersection boxes for each item,
b𝑖𝑛𝑡𝑒𝑟𝑈 and b𝑖𝑛𝑡𝑒𝑟𝐼 , the user’s interest can be represented by the in-
tersection box of their interacted items: b𝑖𝑛𝑡𝑒𝑟𝑈1 , b𝑖𝑛𝑡𝑒𝑟𝑈2 , ..., b𝑖𝑛𝑡𝑒𝑟𝑈𝑚

and b𝑖𝑛𝑡𝑒𝑟𝐼1 , b𝑖𝑛𝑡𝑒𝑟𝐼2 , ..., b𝑖𝑛𝑡𝑒𝑟𝐼𝑚 . For each item, its final box embed-
ding is the average of b𝑖𝑛𝑡𝑒𝑟𝑈 and b𝑖𝑛𝑡𝑒𝑟𝐼 :

Cen(b𝑖𝑛𝑡𝑒𝑟 ) = (Cen(b𝑖𝑛𝑡𝑒𝑟𝐼 ) + Cen(b𝑖𝑛𝑡𝑒𝑟𝑈 ))/2 (25)
Off(b𝑖𝑛𝑡𝑒𝑟 ) = (Off(b𝑖𝑛𝑡𝑒𝑟𝐼 ) + Off(b𝑖𝑛𝑡𝑒𝑟𝑈 ))/2 (26)

The user 𝑢’s interest considers all of the item boxes. With the
item box embedding, we could form the user interest box embedding
as follows:

Cen(b𝑢 ) =
1
𝑚

𝑚∑︁
𝑘=1

Cen(b𝑖𝑛𝑡𝑒𝑟_𝑘 ) (27)

Off(b𝑢 ) =
1
𝑚

𝑚∑︁
𝑘=1

Off(b𝑖𝑛𝑡𝑒𝑟_𝑘 ) (28)

This user interest box b𝑢 is used to rank all items that have never
been interacted with by the user according to the point-to-box
distance.

Training and Optimization. For the recommendation task,
the model generates the interest box for each user as described
above. The optimization goal is to locate the interacted items’ point
embedding in the user’s interest box while keeping the items that
have not been engaged with the user outside of the box. Therefore,
the point-to-box distance function D𝑃𝐵 (v, b𝑢 ) is adopted in this
step. The negative samples are randomly selected from the items
that are not in the interacted set 𝑖1, 𝑖2, ..., 𝑖𝑚 . The loss function
is the same as Equation 12, and the sample weight is defined as
𝑤 = 1/(𝑚 + 𝛼), where𝑚 is the size of the interacted item set and 𝛼
is a scale to balance the weight.

3.5 Model Prediction
After the three-stage training process, we obtain a point representa-
tion vector v𝑖 for each item 𝑖 and an interest box representation b𝑢
for each user 𝑢 encoded in the same embedding space. Now given
a specific user-item pair (𝑢, 𝑖) for recommendation, we can calcu-
late an interest matching score between them using the proposed
point-to-box distance function as follows:

Score(v𝑖 , b𝑢 ) = 𝛾 − D𝑃𝐵 (v𝑖 , b𝑢 ) (29)

where 𝛾 is the scale used in Equation 12. The score is used to
rank all the candidate items, and the higher the score, the higher
the ranking.

4 EXPERIMENTS
In this segment, we embark on experiments utilizing four real-world
datasets spanning diverse domains to thoroughly assess the efficacy
of our proposed model. The empirical findings are geared towards
addressing the following pivotal research inquiries:

• RQ1: How does our model compare against state-of-the-art
recommendation baselines? This investigates the overall
performance of integrating knowledge graph information
to enhance recommendations.

• RQ2: What are the impacts of different components in
our framework, including multi-stage training methodol-
ogy, diverse data types, intersection mechanisms, etc? This
provides an in-depth analysis of which design factors con-
tribute the most to the performance gains.

• RQ3: Can we qualitatively validate if the box constraints
successfully make items sharing common conceptual at-
tributes have closer distributed representations as expected?
This examines whether the knowledge graph integration
achieves the goal of clustering semantically similar items
in the embedding space.

Through comprehensive quantitative comparisons and carefully
designed ablation studies towards answering the above key ques-
tions, we aim to validate the effectiveness of the knowledge graph-
enhanced recommendation model proposed in this paper and pro-
vide insights into the best practices of integrating structured knowl-
edge into recommender systems.
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4.1 Experimental Settings
4.1.1 Datasets Description. We conduct our experiments on four
diverse real-world datasets, extensively employed in prior research,
to assess the comprehensive performance of InBox:

Last-FM[9] dataset is a valuable resource in recommendation
system research, offering comprehensive user listening histories
along with metadata on artists, albums, and songs.

Yelp2018[9] for business venue recommendation. Where local
businesses like restaurants and bars are viewed as items.

Alibaba-iFashion[9] Alibaba-iFashion dataset is a fashion cloth-
ing dataset collected from the Alibaba online shopping system.

Amazon-Book[26] dataset is a collection of information on
books sold on Amazon, including details such as title, author, price,
ratings, reviews, and publication date.

As some cutting-edge models are based on GNN and require
multi-hop neighbors of items in the KG, the datasets include two-
hop neighbors to construct the knowledge graph. The overall statis-
tics, encompassing user-item interaction history and the knowledge
graph, are summarized in Table 1, and note that these datasets do
not distinguish the interaction type. In accordance with our pre-
vious classification of KG triplet types in Section 2, we separately
count the number of different triplet types and their proportions,
which will prove beneficial for our experimental analysis.

Table 1: Statistics of the datasets used in our experiments.
We report the basic statistics about the datasets, and notably,
we also report the proportion of different types of triplets
present in the KG.

Stas. Last
-FM

Yelp
2018

Alibaba-
iFashion

Amazon
-book

User-Item Interaction
#Users 23,566 45,919 114,737 70,679
#Items 48,123 45,538 30,040 24,915
#Intersections 3,034,796 1,185,068 1,781,093 847,733

Knowledge Graph
#Items 48,123 45,538 30,040 24,915
#Tags 58,266 90,961 59,156 88,572
#Relations 9 42 51 39
#IRI Triplets 3,284 0 0 2,985
#TRT Triplets 113,546 984,101 173,690 1,868,245
#IRT Triplets 347,737 869,603 105,465 686,516
IRI (%) 0.71% 0.00% 0.00% 0.12%
TRT (%) 24.44% 53.09% 62.22% 73.04%
IRT (%) 74.85% 46.91% 37.78% 26.84%

4.1.2 Evaluation Metrics. During the evaluation phase, we adopt
the all-ranking strategy [15, 27] to ensure a fair comparison. Specif-
ically, for each target user, all items not yet interacted with are
considered negative, while their interacted items in the test set are
deemed positive for inferring user preferences. All these items are
ranked according to the matching scores produced by the model.
To evaluate performance, we employ the established protocols [15]:
recall@𝐾 and ndcg@𝐾 , with 𝐾 = 20 as the default value.

The ndcg is calculated as:

NDCG@K =

∑𝑘
𝑖=1

(
2𝑦𝑖 −1

log2 (𝑖+1)

)
∑𝑘
𝑖=1

(
2𝑦𝜋𝑖

log2 (𝑖+1)

) (30)

where 𝑘 is the number of retrieved items considered, 𝑦𝑖 is the
number of retrieved items considered, and 𝑦𝜋𝑖 is the relevance
score of the item that would be at position 𝑖 in an ideal ranking
where all items are perfectly ranked according to their relevance.

The recall@K is

recall@K =
Number of relevant items in top K recommendations

Total number of relevant items
(31)

4.1.3 Baselines. To demonstrate the effectiveness of our proposed
model, we compare the overall performance of InBox with the
state-of-the-art methods which include the KG-free method (MF),
embedding-based methods (CKE, UGRec, and Hyper-Know), and
propagation-basedmethods (LKGR, KGNN-LS, KGAT, CKAN, KGIN,
and HAKG):

• MF [20] (Matrix factorization) is a benchmark factorization
model, which only considers user-item interaction infor-
mation without using KG.

• CKE [34] adopts TransR [16] to encode the items’ semantic
information and further incorporate it into the MF frame-
work as item representation with the knowledge graph. KG
relations are only used as the constraints in TransR training
process.

• UGRec [35] is an embedding method that integrates the
directed relations in KG and the undirected item-item co-
occurrence relations simultaneously.While such undirected
relations are unavailable for the datasets, the connectivities
between items that are co-interacted by the same user are
added as the co-occurrence relation.

• Hyper-Know [17] is an embedding-based method that
embeds the knowledge graph in a hyperbolic space.

• LKGR [7] is a hyperbolic GNN-based method with Lorentz
model. It uses different information propagation strategies
to encode heterogeneous information.

• KGNN-LS [24] is a GNN-based model, which transforms
KG into user-specific graphs and enriches item embeddings
with GNN and label smoothness regularization.

• KGAT [26] is a GNN-based model, which iteratively applies
an attentive message-passing scheme over the user-item-
entity graph to generate user and item representations.

• CKAN [29] is based on KGNN-LS utilizing different neigh-
borhood aggregation schemes on the user-item graph and
KG respectively, to integrate the collaborative filtering rep-
resentation space with the knowledge graph embedding.

• KGIN [27] is a GNN-based method to identify the latent
intention of users with the interaction history, and performs
GNN on the proposed user-intent-item-entity graph.

• HAKG [9] is a recently proposed GNN model that captures
the underlying hierarchical structure of data in hyperbolic
space.
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Table 2: Overall Results of Our Model on Different Datasets and Comparison with Baseline Models. This table reports the
NDCG and Recall metrics of different methods on various datasets. The best results are highlighted in bold and the second best
results are underlined. The numbers in brackets indicate the relative improvements of our proposed method over the baseline
models. The results reported for the baseline models are taken from prior published work.

Last-FM Yelp2018 Alibaba-iFashion Amazon-book
recall ndcg recall ndcg recall ndcg recall ndcg

MF 0.0724 (57.46%) 0.0617 (83.79%) 0.0627 (28.55%) 0.0413 (21.31%) 0.1095 (21.92%) 0.067 (26.57%) 0.1300 (34.77%) 0.0678 (41.15%)
CKE 0.0732 (55.74%) 0.0630 (80.00%) 0.0653 (23.43%) 0.0423 (18.44%) 0.1103 (21.03%) 0.0676 (25.44%) 0.1342 (30.55%) 0.0698 (37.11%)

UGRec 0.0730 (56.16%) 0.0624 (81.73%) 0.0651 (23.81%) 0.0419 (19.57%) 0.1006 (32.70%) 0.0621 (36.55%) - -
H-know 0.0948 (20.25%) 0.0812 (39.66%) 0.0685 (17.66%) 0.0447 (12.08%) 0.1057 (26.30%) 0.0648 (30.86%) - -
LKGR 0.0883 (29.11%) 0.0675 (68.00%) 0.0679 (18.70%) 0.0438 (14.38%) 0.1033 (29.24%) 0.0612 (38.56%) - -

KGNN-LS 0.0880 (29.55%) 0.0642 (76.64%) 0.0671 (20.12%) 0.0442 (13.35%) 0.1039 (28.49%) 0.0557 (52.24%) 0.1362 (28.63%) 0.056 (70.89%)
KGAT 0.0873 (30.58%) 0.0744 (52.42%) 0.0705 (14.33%) 0.0463 (8.21%) 0.1030 (29.61%) 0.0627 (35.25%) 0.1487 (17.82%) 0.0799 (19.77%)
CKAN 0.0812 (40.39%) 0.0660 (71.82%) 0.0646 (24.77%) 0.0441 (13.61%) 0.0970 (37.64%) 0.0509 (66.60%) 0.1442 (21.50%) 0.0698 (37.11%)
KGIN 0.0978 (16.56%) 0.0848 (33.73%) 0.0698 (15.47%) 0.0451 (11.09%) 0.1147 (16.39%) 0.0716 (18.44%) 0.1687 (3.85%) 0.0915 (4.59%)
HAKG 0.1008 (13.10%) 0.0931 (21.80%) 0.0778 (3.60%) 0.0501 (0.00%) 0.1319 (1.21%) 0.0848 (0.00%) 0.1642 (6.70%) 0.0907 (5.51%)
InBox 0.1140 0.1134 0.0806 0.0501 0.1335 0.0848 0.1752 0.0957

4.1.4 Parameter Settings. We implement the proposed InBox in
Pytorch and train it using an RTX 3090 GPU. Ourmodel is optimized
with the Adam optimizer, with a fixed batch size of 256 for all
three training steps and a negative sample size of 256 as well. The
learning rate is initially set to 10−4, transitioning to 2 ∗ 10−5 and
4∗10−6 when the training steps reach 50% and 75% of the maximum
training steps, respectively. The number of training epochs is 100,
100, and 30 for the three training processes, respectively (except
for the first training epoch for Amazon-Book, which is set to 8 due
to the significantly larger number of triplets compared to other
datasets). The embedding dimension is set to 512, and the margin
𝛾 in Equation 12 is set to 12. Furthermore, we employ an early
stopping strategy when the recall@20 does not increase for two
consecutive epochs. The baseline settings remain consistent with
those in KGIN [27] and HAKG [9].

4.2 RQ1: Overall Performance
We present the overall performance on all datasets in Table 2, includ-
ing recall@20 and ndcg@20, with the strongest baseline marked
by an underline. In addition to the results, we also indicate the
relative improvement of our model over each baseline. The baseline
results of Last-FM, Yelp2018, and Alibaba-iFashion are taken from
HAKG [9], while the results of Amazon-Book are from KGIN [27],
except for HAKG’s results on Amazon-Book, which are obtained
using HAKG’s open-source code. Our findings are as follows:

Compared to all the baselines, our model demonstrates superior
performance across the four datasets, outperforming the strongest
baseline with respect to recall@20 by 13.10%, 3.6%, 1.21%, and 3.85%
in Last-FM, Yelp2018, Alibaba-iFashion, and Amazon-Book, respec-
tively. This highlights the effectiveness of InBox. We attribute the
improvements to (1) The box and point embeddings representing
tags and items in the KG being more suitable for characterizing
their connectivity in recommendation scenarios, resulting in a more
reasonable distribution in vector space. In contrast, baselines that
only use point embedding to model items and tags cannot clearly
reflect this subordination. From another perspective, the relative
positions of boxes and points also indicate the hierarchy of the

entities in KG. In fact, HAKG, which considers the hierarchical re-
lation of the KG, is generally closest to our method, yet still weaker,
possibly because: (2) Concept combination more explicitly captures
the complexity and diversity of user interests, making our model
more expressive in capturing user interests than models that do
not consider the connectivity of KG information and user interest
in an explicit way.

Upon thoroughly analyzing the performance of InBox across four
distinct datasets, we observe that the improvement on Last-FM is
more pronounced than on the other three datasets. Referring to the
triplet type ratio in Table 1, we believe this is due to the proportion
of IRT -type triplets in Last-FM being the highest compared to other
datasets. Besides utilizing TRT and IRI triplets in the first step, the
model only employs IRT triplets in the subsequent two training
processes. Simultaneously, we consider this an advantage of our
model, as InBox has a lower demand for the completeness of the
knowledge graph. IRT triplets are typically more crucial to train
our model, so we do not require as much information about IRI
and TRT triplets as other models, while GNN-based models depend
on the quality of the entire KG information. This brings another
advantage of our model, which is when the scale of the knowledge
graph increases, assuming it is due to an increase in the number of
nodes while keeping the edge density constant, the training cost for
the model grows linearly with the scale of the model. If the increase
is due to the edge density, then our model, which only requires
one-hop information, clearly has an advantage over methods that
integrate multi-hop neighbors.

In InBox, when obtaining the intersection box of an item, it can
be considered as utilizing the one-hop neighbor information of
the item. Compared to GNN-based models (i.e., KGAT and CKAN),
although they claim to aggregate multi-hop neighbor information,
their performance remains inferior to ours. Even when compared
with other embedding-based baselines, such as CKE (focusing on
one-hop neighbor information), the results are still not superior
across all datasets. This may suggest that the importance of one-hop
neighbors in KG plays a more crucial role than multi-hop nodes
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in the recommendation scenario, and devoting more attention to
one-hop neighbors could benefit the outcomes.

4.3 RQ2: Model Analysis
In this section, we conduct experiments to analyze the effectiveness
of each training step and various components of the proposedmodel.
The experimental results are summarized in Table 3, categorized by
their corresponding training stages. For each experiment, we also
show the relative performance improvement compared to the base
model configuration to demonstrate the contribution of different
components. Specifically, we incrementally validate the effects of
the Data, different model functions, and training methods. Through
these controlled experiments, we aim to provide an in-depth anal-
ysis of our multi-stage training methodology and reveal insights
into which components are most critical for achieving strong per-
formance. The analysis would guide us toward the most efficient
model design by balancing model accuracy and training costs. Last
but not least, we conduct a experiment of the hyper-parameter 𝛾
used in the loss function.

4.3.1 Analysis to the Basic Pretraining Step. We initially analyze
the role the basic pretraining step plays in the training process,
which encompasses two perspectives: (1) Is the entire training step
crucial? (2) The primary results indicate that the IRT triplet may be
more important; then, what will the results be if the other types of
triplets are removed from the training stage? The first experiment
eliminates this entire training step, i.e., training the model starting
from the box intersection step, referred to as w/o B (without the
Basic pretraining step). The second experiment excludes the TRT
and IRI triplets during the first step, referred to as only IRT.

• The outcome achieved by removing the first step ismarginally
lower than the base results. We believe this is because the
objectives of the first and second steps are similar. Although
the learning targets differ, both steps attempt to obtain suit-
able point and box representations. Without the basic pre-
training step, the box intersection step could still acquire
appropriate embeddings.

• In the first step, removing TRT and IRI triplets has minimal
impact on the results. Also, the subsequent two steps do
not utilize TRT and IRI triplets. This illustrates that the IRT
triplets in the knowledge graph may play a more direct
and crucial role in the recommendation task than the other
two types of triplets, and also offers a novel perspective
on how to utilize KG rather than incorporating all multi-
hop information. In real-world scenarios, the most readily
available data for constructing a KG in a recommendation
system is typically the attributes of the items. The interrela-
tionships between items and the hierarchical relationships
between attributes are often more difficult to obtain. From
this perspective, our model has lower requirements for data,
especially for data that is more difficult to obtain.

4.3.2 Analysis to the Box Intersection. For the second step of train-
ing, i.e., box intersection, we are also concerned about two issues:
(1) What effect does removing the second step have on the results,

termed w/o I (without box Intersection step)? (2) In the base ex-
periment, we employ the attention network intersection method.
What if we utilize the max-min intersection, termedM-M I.

• Thew/o I result is also close to the base result, but compared
with w/o B, it is slightly worse on all datasets. We attribute
this difference to the fact that although the first and second
steps can both obtain appropriate representations for enti-
ties and relations, the first step does not explicitly constrain
that the item should be located in the intersection box,
while the user interest box is based on the item intersection
box. Positioning the item in each individual box, akin to the
objective in the first step, may have similar requirements,
but it is not direct enough. This also validates the rationality
of concept combination and box intersection.

• Performing the intersection in a purely mathematical man-
ner yields results close to the base experiment, which con-
firms the theoretical rationality of the box intersection op-
eration. The neural network’s improved adaptability to data
noise and deviation may contribute to the superiority of
base results over M-M I.

4.3.3 Analysis to the Third step. In the analysis of the third step,
the recommendation step, we conduct three experiments: (1) Re-
move the first and second steps, and only train the model with the
third step, termed w/o B&I (without Basic pretraining and Inter-
section); (2) When obtaining the user interest box, only use the
intersection box acquired in the second step rather than adding the
user-bias intersection box, termedw/o userI; (3) Only use user-bias
intersection box in this step, termed only userI.

• Unlike the results of w/o I and w/o B, when the first and
second steps are removed simultaneously, the performance
significantly declines, demonstrating that the model does
learn the positional connectivity of tags and items in the
previous two steps. The results of w/o B, w/o I, and w/o
B&I indicate that the first or second steps are not required
simultaneously, but at least one of them is necessary.

• The results also demonstrate a slight but tangible abso-
lute improvement in performance across various datasets,
with a noteworthy relative improvement of over 4% in the
Alibaba-iFashion dataset. The user bias introduced in the
third training step is a critical component designed to in-
ject a personalized element of randomness specific to each
user, which was not addressed in the previous steps. This
innovative addition is not merely an afterthought but a
deliberate attempt to refine the recommendation process
for individual users. Although the overall impact on system
performance may be modest, as anticipated and consistent
with our ablation study, the introduction of user bias is
a significant step towards enhancing personalization. We
look forward to exploring further ways to optimize this
component and harness its full potential in future research.

4.3.4 Hyper-parameter Analysis. Our model training is divided
into several training steps. Although the training objectives of each
step are not the same, the training approach, especially in terms of
the loss function, is similar. All loss functions involve the boundary
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Table 3: Impact of each training step. For the basic pretraining step, we consider removing the whole step and some types of
triplets, termed w/o B and only IRT; For the box intersection step, we consider removing the whole step and using a different
intersection strategy, termed w/o I and M-M I; For the recommendation step, we consider removing the previous two steps, and
the impact of user-bias intersection, termed w/o B&I, w/o userI, and only userI. The best results are highlighted in bold. The
numbers in brackets indicate the relative improvements of our proposed method over the validation results.

Last-FM Yelp2018 Alibaba-iFashion Amazon-book
recall ndcg recall ndcg recall ndcg recall ndcg

w/o B 0.1092(4.40%) 0.1090(4.04%) 0.0796(1.26%) 0.0500(0.20%) 0.1276(4.62%) 0.0809(4.82%) 0.1733(1.10%) 0.0946(1.16%)
only IRT 0.1084(5.17%) 0.1077(5.29%) 0.0803(0.37%) 0.0501(0.00%) 0.1278(4.46%) 0.0809(4.82%) 0.1725(1.57%) 0.0943(1.48%)
w/o I 0.1069(6.64%) 0.1063(6.68%) 0.0779(3.47%) 0.0488(2.66%) 0.1274(4.79%) 0.0805(5.34%) 0.1665(5.23%) 0.0907(5.51%)
M-M I 0.1079(5.65%) 0.1072(5.78%) 0.0799(0.88%) 0.0500(0.20%) 0.1277(4.54%) 0.0809(4.82%) 0.1722(1.74%) 0.0943(1.48%)
w/o B&I 0.0363(214.05%) 0.0370(206.49%) 0.0602(33.89%) 0.0384(30.47%) 0.0684(95.18%) 0.0397(113.6%) 0.1059(65.44%) 0.0543(76.24%)
w/o userI 0.1114(2.33%) 0.1104(2.72%) 0.0795(1.38%) 0.0494(1.42%) 0.1280(4.30%) 0.0810(4.69%) 0.1737(0.86%) 0.0954(0.31%)
only userI 0.0621(83.57%) 0.0620(82.90%) 0.0738(9.21%) 0.0466(7.51%) 0.0920(45.11%) 0.0557(52.24%) 0.1479(18.46%) 0.0880(8.75%)

Base 0.1140 0.1134 0.0806 0.0501 0.1335 0.0848 0.1752 0.0957

hyperparameter 𝛾 , which serves to widen the gap between pos-
itive and negative sample triples. We conducted experiments to
determine the impact of these parameters as Table 4 showes.

Table 4: The influence of 𝛾 in loss function.

Last-FM Yelp2018 Alibaba
-iFashion

Amazon
-book

𝛾 = 0 0.0645 0.0324 0.0456 0.0559

𝛾 = 5 0.0926 0.0392 0.0705 0.0813

𝛾 = 12 0.1134 0.0501 0.0848 0.0957

𝛾 = 20 0.1130 0.0494 0.0832 0.0946

𝛾 = 40 0.1135 0.0499 0.0838 0.0955

As the table shows, in all datasets, when this parameter is small,
it has a very noticeable impact on the results. This is because, under
such circumstances, the training process cannot make a sufficient
distinction between positive and negative samples, leading to poor
outcomes. As this parameter increases, the performance gradu-
ally improves. However, after it reaches a certain level, further
increasing the parameter has no effect on the results, because the
distinction between positive and negative samples is already suffi-
ciently large in the scale of the embedding representations, which
aligns with the original intention of its design.

4.4 RQ3: Distribution Visualization and Item
Distance Analysis

The final set of experiments, including the item distance measure-
ments and visualizations, serves a critical purpose in our study.
These experiments provide empirical evidence of the effectiveness
of our model in capturing the inherent conceptual relationships
between items as defined by the knowledge graph. By analyzing the
distribution of items in the embedding space, we aim to demonstrate
the model’s ability to cluster semantically similar items, which is
a key factor in enhancing recommendation relevance. Specifically,

we randomly sample four relation-tag pairs, representing four con-
cepts, and retrieve all items associated with these concept pairs
from the Last-FM dataset, along with an equal number of randomly
selected items that are not linked to the concepts.

To enable visualization, we reduce the high-dimensional item
embeddings into two-dimensional points using principal compo-
nent analysis (PCA). The distribution visualization is shown in
Figure 5, with each subplot representing an example set.

Figure 5: Four cases from Last-FM. The red points are the
items connected to the relation-tag pair, and the blue points
are randomly sampled items.

As depicted in Figure 5, items related to the concept (shown in
red color) are clustered together, demonstrating that they share sim-
ilar latent characteristics as defined by the relation-tag pair. On the
other hand, the randomly selected unrelated items (in blue color) are
dispersed arbitrarily across the 2D projected space without a clear
pattern. The visualization experiment supplements these findings
by providing a clear, graphical representation of how items associ-
ated with specific concepts are grouped together, while unrelated
items are dispersed. This visual evidence strengthens our argument
for the model’s effectiveness in understanding and utilizing the
KG’s structure for improved recommendations.
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Table 5: The distance of items with the same concept and the
distance of items without shared concepts.

set1 set2 set3 set4

D_related 0.403 0.504 0.349 0.504

D_random 0.857 0.861 0.795 0.878

Our item distance experiment further measures the average dis-
tance between items that share attributes within the same concept
and compares it with the distance between randomly selected items
as Table 5. This comparison reveals that items related to the same
concept are significantly closer in the embedding space, validating
the model’s capacity to encode semantic similarities.

Together, these experiments highlight the interpretability of our
model and its potential to offer insights into the recommendation
process, which is vital for building trust and transparency in auto-
mated recommendation systems.

5 RELATEDWORK
Existing KG-enhanced recommendation methods can be mainly
categorized into several groups.

Path-based methods [6, 11, 13, 22, 25, 31, 33] extract paths that
connect the target user and item nodes via KG entities, and with
those paths, diffferent strategies like recurrent neural networks [28]
or attention mechanism [11] could be applied to predict user in-
terest. PER [33] also extracts meta-path based latent features to
represent the connectivity between users and items. KPRN [28]
generates path representations by composing the semantics of both
entities and relations to infer the underlying high-order relation
of a user-item interaction. To handle the large number of paths
between two nodes, they define meta-path patterns to constrain the
paths. RippleNet [22] automatically and iteratively extends a user’s
potential interests along links in KG. The method applying brute-
force search easily leads to labor-intensive and time-consuming
feature engineering. When using meta-path patterns to filter path
instances, it relies on the domain -specific knowledge and human
efforts, which limits the generalization to other scenario.

GNN-based methods [7, 9, 21, 24, 26, 27, 29] incorporate infor-
mation from the neighbor nodes to update the representations of
ego nodes; When such propagation is performed recursively, infor-
mation from multi-hop nodes can be encoded in the representation
finally. For example, KGAT [26] recursively performs propagation
over the KG by combining graph convolution with an attention
mechanism to obtain high-quality node representations. KGIN [27]
captures user intents through the KG relations and disentangles
user preference with intents for better interpretability. HAKG [9]
models users and items as well as entities and relations in hyper-
bolic space, and design a hyperbolic aggregation scheme to gather
relational contexts over KG. Despite the effectiveness, GNN-based
models usually rely on the quality of KG, but in practical scenarios,
KGs are usually sparse and noisy, which limits their performance.

Embedding-based [2, 5, 17, 23, 32, 34, 35]. methods generally in-
corporate KG embedding techniques (e.g., TransE [4] and TransR [16])
to capture the KG structure and use additional KG loss to regularize
the recommender model learning. CKE[34] uses TransR to jointly

learn the latent representations as well as items’ semantic represen-
tations from the knowledge graph. KTUP [5] adopts TransH [30] on
the user-item intersection and knowledge graph. Hyper-Know [17]
embeds knowledge graph in the hyperbolic space, which facilitates
the learning of the hierarchical structure of KG and designs an adap-
tive regularization mechanism to regularize item representations.

In this work, we focus on modeling user interest in an appro-
priate way rather than a point. Our proposed model distinguishes
itself from previous embedding-based models by learning box em-
bedding [1, 8, 19] of user interests. Based on the idea that the
conjunction of different concepts(e.g., relation-tag pair in the KG
can express user interests, we take the intersection of tags’ box
embedding as user interests. In this way, user preference is explic-
itly embedded as a box that captures the latent dependencies of
user-tag-item relationships.

6 CONCLUSION
In this paper, we have presented a knowledge-aware recommenda-
tion model InBox, which introduces box representations to effec-
tively encode the information from knowledge graphs. By modeling
tags and relations as boxes geometrically, our approach enables
more intuitive modeling of the connectivity and complex associa-
tions between item sets sharing common attributes. Moreover, we
propose to represent each user’s diverse interests as combinations
of varying fundamental concept boxes via an intersection operation.
The experiments on four real-world datasets have demonstrated
the effectiveness of InBox, significantly outperforming state-of-the-
art baselines. The in-depth quantitative analysis provides insights
into the utility of different types of semantic knowledge relations,
shedding light on what kind of information is most valuable for en-
hancing recommendations. The visualization also shows our model
can produce more interpretable recommendations by uncovering
the alignments between user preference and item attributes.
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