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ABSTRACT
TCP throughput and latency models are useful tools to characterize
the TCP performance. The canonical throughput model [2], while
useful, has some limitations since it does not consider how packet
loss rate changes over time. This approach leads to poor predic-
tions for short flows. We present a new modeling approach that
characterizes the throughput and latency models by: (i) discovering
the relationship between the packet loss rate and the congestion
window size, and (ii) incorporating the starting congestion window
and the number of parallel connections. Experimental results show
that our models significantly improve modeling accuracy.
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1 INTRODUCTION
Over the past few years, various TCP protocols have been proposed
to meet specific needs. Subsequently, researchers have been inter-
ested in building models to analyze their performance. We observe
via experiments that existing TCP throughput and latency models
do not work well for short flows (see Table 1). Given that TCP mod-
els are important in many applications, for example, in predicting
the page load time, we analyze TCP performance and propose a
better performance model to address the shortcomings of existing
models.

2 DRAWBACKS OF EXISTING MODELS
There are three problems with existing TCP throughput and la-
tency models:

1) Existing models [1–3] assume that the packet loss rate (p) is
independent of the congestion window size (cwnd). However, this
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Figure 1: Empirical p-cwnd plot.

property does not always hold in practice. Figure 1 shows the empir-
ical p−cwnd function plots in our experiments (see §3.1 for details).
Here, each data point represents the average per-connection packet
loss rate given a congestion window and number of parallel connec-
tions. Clearly, p is not independent of cwnd . The observed p−cwnd
relationship can be explained as follows: when cwnd is low, the
network condition is usually poor (leading to low cwnd), so p tends
to be high; when cwnd is high, the client is sending packets at a
high rate, resulting in a congested network and high p; between
these extremes (moderate cwnd), the network usage is fair, so p is
relatively low.

2) Existingmodels do not take the number of parallel connections
(npc) into account. We observe in experiments that p is related to
the number of parallel connections. In Figure 1, we see that the
more parallel connections we have, the higher is the packet loss
rate.

3) Existing models ignore the initial cwnd (scwnd) when the
transfer starts. While scwnd does not significantly affect perfor-
mance for long flows, it is of critical importance for short flows since
it effectively determines the range of cwnds encountered during
the transfer.

3 OUR MODELING APPROACH
We design new TCP throughput and latency models that address
the above-mentioned problems.

3.1 Experimental Setup
We use iPerf to transfer packets with TCP Reno from the sender in
New York to the receiver in Seattle for 5 hours. We vary the number
of parallel TCP connections between the sender and the receiver
between 1 and 10, and run 5 sets of 1-hour experiments for each
setting. In each experiment, we use the linux tcpprobe module to
record the cwnd values when sending packets, and use this logged
information to determine the losses and the packet loss rate, p.
Using this data, we obtain, for each setting of number of parallel
connections (npc), the empirical relationship between packet loss
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Figure 2: Network in congestion avoidance state.

rate and congestion window size. For convenience, we denote this
empirical relationship as p (cwnd,npc ).

3.2 The Throughput Model
Let k be the number of parallel TCP connections. Without loss
of generality, we consider the ith connection (i ∈ {1, · · · ,k }) and
analyze its throughput. We restrict our analysis to modeling the
TCP congestion avoidance phase, similar to prior works [2].

Figure 2 shows how the congestion window changes in the
congestion avoidance state. Here, t0 denotes the data transfer start
time and scwnd denotes the starting cwnd size. The cwnd keeps
increasing linearly (under TCP Reno) until a packet loss occurs at
time t1.

To derive expected throughput, we first derive E[X ], the expected
number of RTTs between t0 to t1. Since each RTT corresponds to
one cwnd , we have

E[X ] =
∑∞
n=1 n · q(n,k ),

where q(n,k ) is the probability of the first packet loss occurring
during the nth cwnd after the transfer starts. To derive q(n,k ), we
first derive the probability that there is no packet loss in a cwnd
of size s given k connections as qs,k = (1 − p (s,k ))s , where p (s,k )
is the empirical loss rate observed for a cwnd of size s given k
connections, as defined in §3.1. Thus, the probability of a loss in a
cwnd of size s is qs,k = 1 − qs,k . Now, q(n,k ) can be expressed in
terms of qs,k as

q(n,k ) = qscwnd+n−1,k ·
∏n−1

l=1 qscwnd+l−1,k .

Finally, E[X ] can be obtained as:

E[X ] =
∑∞
n=1 n · q(n,k )

=
∑∞
n=1 n(1 − (1 − p (scwnd + n − 1,k ))scwnd+n−1)

×
∏n−1

l=1 (1 − p (scwnd + l − 1,k ))
scwnd+l−1 (1)

E[N ], the expected number of packets sent during t0 to t1, can be
similarly derived. The expected throughput of the ith connection
can then be derived as:

Bi (scwnd,p (cwnd,k )) = E[N ]/((E[X ] + 1) · RTT ), (2)

Finally, the total throughput can be obtained by summing the indi-
vidual throughputs of the k connections:

B =
∑k
i=1 Bi (scwnd,p (cwnd,k )) (3)
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Figure 3: Error CDF of throughput prediction.

3.3 The Latency Model
Based on the TCP throughput model, we build the latency model
to calculate the file (or data) transfer time. Due to space limitations,
we omit details and present the latency model as:

L = f (npc, scwnd,p (cwnd,npc ), f ileSize,RTT ) (4)

Intuitively, the latency model is obtained by determining the
time required to transfer the given file (with size f ileSize) across k
parallel connections; the throughput for each connection is obtained
via Eq. (3) above.

4 RESULTS
We validate our model by comparing its throughput and latency
predictions with experimentally observed values and reporting the
accuracy. We also report the accuracy of existing models [2] for
further comparison.

We transfer 100 files from the sender in New York to the receiver
in Seattle. Table 1 shows our modeling results. Our modeling error
for throughput and latency is about 17% and 13%, respectively.
Compared to existing models, we reduce the throughput prediction
error by about 50% and the latency prediction error by about 65%.
Figure 3 shows the CDF of throughput modeling error for all 100
flows for high scwnd . We see that more than 80% of the errors
for our model are below 20%. By contrast, only about 20% of the
errors of the existing model are below 20%. The results for latency
predictions are similar.

Model Throughput Latency
Existing Model [2] 33.2% 37.5%

Our Model 16.6% 13.0%

Table 1: Average throughput and latency modeling error of
100 short flows (≤ 10MB).

5 FUTUREWORK
We plan to build extended models to evaluate the performance of
the HTTP/2 protocol. Specifically, our proposed models will aim to:
(i) accurately predict the page load time, and (ii) find the optimal
TCP flow to transfer data when multiple flows are available.
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