
https://yaksoy.github.io/sidepth/
Find the project web page here:

Scale-Invariant Monocular Depth Estimation via SSI Depth
S. Mahdi H. Miangoleh
Simon Fraser University

Canada

Mahesh Reddy
Simon Fraser University

Canada

Yağız Aksoy
Simon Fraser University

Canada

Figure 1: (top) We propose a framework to generate high resolution scale-invariant (SI) depth from a single image that can be
projected to geometrically accurate point clouds of complex scenes. Our generalization ability comes from formulating SI depth
estimation with SSI inputs. (bottom) For this purpose, we introduce a novel scale and shift invariant (SSI) depth estimation
formulation that excels in generating intricate details. Image credits: @Alka Jha, @Joel Muniz

ABSTRACT
Existing methods for scale-invariant monocular depth estimation
(SI MDE) often struggle due to the complexity of the task, and
limited and non-diverse datasets, hindering generalizability in real-
world scenarios. This is while shift-and-scale-invariant (SSI) depth
estimation, simplifying the task and enabling training with abun-
dant stereo datasets achieves high performance. We present a novel
approach that leverages SSI inputs to enhance SI depth estimation,
streamlining the network’s role and facilitating in-the-wild general-
ization for SI depth estimation while only using a synthetic dataset
for training. Emphasizing the generation of high-resolution details,
we introduce a novel sparse ordinal loss that substantially improves
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detail generation in SSI MDE, addressing critical limitations in ex-
isting approaches. Through in-the-wild qualitative examples and
zero-shot evaluation we substantiate the practical utility of our
approach in computational photography applications, showcasing
its ability to generate highly detailed SI depth maps and achieve
generalization in diverse scenarios.
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Figure 2: In our framework, we employ a low-resolution SSI depth estimation to capture the rough scene structure, and a
high-resolution SSI depth estimation representing sharp depth discontinuities. Feeding this rich structural information to the
SI network, we regress the high-resolution scale-invariant monocular depth that can be projected into geometrically accurate
point clouds. Image credits: Middlebury dataset [Scharstein et al. 2014]

1 INTRODUCTION
Monocular depth estimation (MDE) is a fundamental mid-level com-
puter vision problem and a critical part of computational photogra-
phy pipelines such as 3D photography, free view-point rendering,
and depth-based editing on individual photographs [Niklaus et al.
2019; Peng et al. 2022; Shih et al. 2020; Wadhwa et al. 2018]. Lacking
geometric cues available in multi-view reconstruction formulations,
MDE is a challenging high-level problem that requires reasoning
about monocular depth cues such as occlusions, relative object size,
and converging lines. The challenge is further enhanced for com-
puter graphics applications with the requirement of high-resolution
estimations and in-the-wild generalization.

MDE can be defined as the estimation of the physical distance
of every pixel to the camera, which is referred to as metric depth
that requires the focal length of the camera as well as semantic
knowledge of the size of objects. The scene geometry, however, can
be captured up to a scale with an unknown focal length reflecting
the inherent scale invariance in image formation. The estimation
of this geometric depth is referred to as scale-invariant (SI) MDE.
While the metric scale is required for robotics applications such as
autonomous driving, computational photography applications only
require the geometric SI depth for rendering. In this work, we focus
on achieving high-resolution SI MDE in in-the-wild and complex
scenes.

Due to the lack of high-resolution, large-scale, and diverse train-
ing datasets for SI depth, earlier methods have failed to achieve the
boundary accuracy and generalizability demanded by photogra-
phy applications. To address the generalizability challenge, several
works [Ranftl et al. 2020; Yin et al. 2019, 2021b] define theMDE prob-
lem in the disparity space coming from stereo pairs with unknown
baselines. This stereo MDE is referred to as scale-and-shift-invariant
(SSI) depth, reflecting the arbitrary shift from the true geometry
inherent in stereo pair disparities. With the abundance of stereo
training datasets, SSI depth is shown to have better generalization
compared to SI MDE. SSI MDE also generates better details at high
resolutions [Miangoleh et al. 2021], but is insufficient for computer
graphics applications due to the loss of geometric accuracy.

In this work, we propose an SI MDE pipeline, visualized in Fig-
ure 2, that makes use of abundant stereo datasets for in-the-wild
high-resolution geometric depth estimation. Our pipeline consists
of an initial SSI depth estimation, the results of which are fed to
a second SI depth estimation network. We first develop a novel
sparse loss to improve SSI MDE performance in detail generation
and boundary accuracy. We show that our SSI depth estimation
outperforms the current state-of-the-art, allowing highly detailed
estimation of depth discontinuities even in complex scenes as Fig-
ure 1 demonstrates. We use our SSI MDE network to generate an
overall scene structure and high-resolution depth discontinuities
to be given to our SI network as input.

Given rich structural information in the form of SSI depth, the
task of our SI MDE network gets simplified into the enforcement
of geometric constraints. This simplified task definition narrows
the domain gap between synthetic datasets and in-the-wild images.
We show that with the generalizable SSI depth used as input, in-
the-wild geometric depth estimation can be achieved using only
synthetic SI depth datasets for training. Effectively, our two-step
pipeline allows us to harness the advantages of SSI MDE to generate
highly detailed geometry from a single image in a wide variety of
scenes as shown in Figure 3.We demonstrate the practical use of our
methodology through qualitative examples and 3D computational
photography applications in the supplementary material.

2 RELATEDWORK
Monocular depth estimation (MDE) is a high-level task that requires
reasoning about monocular depth cues such as occlusions, perspec-
tive, and relative size of objects. Hence, modern MDE approaches
are overwhelmingly data-driven to implicitly learn the depth cues
[Eigen et al. 2014; Godard et al. 2017; Ramamonjisoa et al. 2020;
Wang et al. 2020a; Wong and Soatto 2019; Zheng et al. 2018].

Scale-and-shift-invariantMDE. In-the-wildMDE requires large train-
ing datasets for better generalization to in-the-wild images. How-
ever, due to the difficulty in capturing metric depth ground-truth at
high-resolution at scale, there only exist a few real-world datasets
for this task. In order to use datasets with stereo image pairs to
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Figure 3: Qualitative comparison of scale-invariant networks on the Middlebury dataset [Scharstein et al. 2014]. Our scale-
invariant network exhibits superior performance in capturing intricate objects with higher levels of depth details compared to
the state-of-the-art.

extend the available training data, Ranftl et al. [2020] develop a
scale-and-shift invariant (SSI) depth formulation and train their
network in the disparity space. The relaxed formulation and the
extended set of image-ground truth pairs with novel loss functions
improve the accuracy of the estimated SSI depth and allow general-
ization to in-the-wild images, but the unknown shift still needs to be
recovered for geometric reconstruction. Miangoleh et al. [2021] pro-
pose a boosting framework and demonstrate that high-resolution
SSI depth with rich details can be achieved using CNN-based SSI
models through inference at two different resolutions. Yin et al.
[2021a, 2019] define a virtual plane and define a loss on its surface
normal and combine it with an SSI loss in the depth space. Yin
et al. [2021b] resolves the SSI ambiguity by normalizing the depth
distribution per image with a Gaussian assumption. Ranftl et al.
[2021] propose a novel transformer architecture for dense depth
estimation that benefits from the higher learning ability of trans-
former architectures. Yang et al. [2024] exploit unlabeled data and
pretrained depth models to generate pseudo ground truth to train
a student model that is more effective than the original teacher
model. We introduce a novel sparse ordinal loss and demonstrate
that combining our sparse loss with the dense SSI loss enhances
detail generation for our SSI model.

Ordinal MDE. As Zoran et al. [2015] explore, estimating whether
a pixel is closer to the camera than the other without enforcing
geometric constraints leads to better performance in estimating
depth discontinuities. Several works [Chen et al. 2016, 2019b; Xian
et al. 2018, 2020] aim for dense estimation of ordinal depth using
sparse ranking loss functions that only enforce the correct ordering
of pixels. Xian et al. [2020] shows that they generate MDE with
more high-resolution details when compared to MiDaS [Ranftl et al.
2020] which still encodes the geometry. As discussed in Section 3,
traditional sparse ranking loss cannot be combined with SSI loss.
However, our sparse loss is compatible with SSI loss, thereby en-
abling the detail-generating capability of the sparse loss for SSI
depth estimation.

Scale-invariant MDE. The scale-invariant (SI) depth estimation net-
works require geometrically consistent depth maps that are a scale
away from the true depth. The earlier data-driven methods ap-
proached MDE geometrically through scale-invariant loss defini-
tion [Eigen and Fergus 2015; Eigen et al. 2014; Li and Snavely 2018].
Also, the geometrically consistent scale-invariant depth can be used
to reliably estimate the surface normals as well. This connection
has also been exploited to train MDE for scale-invariant estimation
using surface normals [Chen et al. 2017]. Due to the complex na-
ture of SI depth estimation and the constrained capacity of neural
networks, models attempting to directly estimate SI depth struggle
to generate fine details. Additionally, these models often face limita-
tions due to dataset constraints, being typically trained on a single
dataset, which reduces their ability to generalize to in-the-wild
images.

Yin et al. [2021b] proposes to estimate SI depth by estimating
the unknown shift in SSI depth using a network trained on point
clouds. This allows benefiting from the SSI depth to achieve better
generalization for SI depth estimation. However, as shown in Fig-
ure 1, their method fails to generate detailed geometry for complex
scenes. This deficiency stems from its reliance on the geometry
estimated from a single pass through an SSI network.

To achieve a high level of details and leverage the generaliz-
ability of SSI for SI MDE, we utilize an SSI depth network with
a CNN backbone and propose feeding SSI depth at both low and
high resolutions as input to a dense SI depth estimation model.
By incorporating the local details generated from high-resolution
SSI depth, in addition to the structure of the low-resolution SSI
depth, our method demonstrates the capability to generate highly
detailed SI depth. We utilize a publicly available synthetic dataset
to train our SI model, demonstrating that, owing to the simplified
task of SI depth estimation by feeding SSI depth to it, our model
can generalize effectively to diverse scenes despite being trained
on a single dataset.
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Metric MDE. Metric MDE directly regresses metric depth. To en-
hance this process, significant efforts have been made to refine
network architectures [Chen et al. 2019a; Eigen et al. 2014], incor-
porate CRFs [Yuan et al. 2022], or reformulate continuous depth
regression as a classification task [Bhat et al. 2021, 2022; Fu et al.
2018]. To simplify the task, Jun et al. [2022]; Lee and Kim [2019]
decompose metric depth into ordinal features and aim to estimate
the full metric depth using these features. Bhat et al. [2023] utilize
low-resolution SSI depth to estimate metric depth. Li et al. [2024]
employed a brute-force, patch-based approach to estimate depth,
succeeding in generating highly detailed depth maps. However,
this iterative approach results in slower runtime compared to the
state of the art. Ultimately, when in-the-wild images taken with
varying focal lengths cause the depth regressed by these methods
to differ from the actual metric depth by a scale factor. This dis-
crepancy reduces their effectiveness to that of a scale-invariant (SI)
depth estimation model, despite significant network capacity being
dedicated to training for metric depth estimation.

3 HIGH-RESOLUTION SSI DEPTH
ESTIMATION

Seeking high-resolution scale-invariant monocular depth estima-
tion (SI MDE), our approach unfolds in two key steps. The initial
stage involves extracting the overall structure and high-resolution
depth discontinuities through the application of the scale-and-shift
invariant (SSI) formulation. This extracted information serves as the
input to our subsequent scale-invariant depth estimation network.

The concept of SSI monocular depth estimation was originally
introduced by Ranftl et al. [2020] as a more flexible alternative to
traditional SI MDE. It allows for training SSI networks on stereo
datasets with unknown baselines while also utilizing standard SI
ground-truth. Miangoleh et al. [2021] further demonstrated the
feasibility of achieving high-resolution SSI estimations by com-
bining multi-resolution outputs. Exploiting these dual advantages
–generalizability and accurate depth discontinuities– our focus lies
in enhancing the high-resolution accuracy of the SSI formulation.

To achieve this goal, we introduce a novel sparse ordinal loss for
SSI training. This loss contributes to the improved high-resolution
performance of our SSI formulation, a critical component in gener-
ating detailed SI depth estimations in the subsequent stages of our
pipeline.

3.1 Sparse ordinal loss
SSI depth estimation is characterized by its scale and shift-invariant
loss [Ranftl et al. 2020] defined in the disparity space:

L𝑠𝑠𝑖 =
1
𝑁

𝑁∑︁
𝑖

(𝑓 (𝑂𝑖 ) − 𝐷∗
𝑖 )

2, (1)

where 𝑂 is the estimated disparity, 𝐷∗ is the ground-truth, and

𝑓 (𝑥) = 𝑎𝑥 + 𝑏 (𝑎, 𝑏) = argmin
𝑎,𝑏

∑︁
𝑖

(𝑓 (𝑂𝑖 ) − 𝐷∗
𝑖 )

2, 𝑎 > 0 (2)

is a linear function parameters of which are estimated for each indi-
vidual estimation during training. This formulation is particularly
useful as it allows the use of both geometric ground-truth as well

Figure 4: The plot of our ordinal loss and the ranking
loss [Chen et al. 2016]. The ranking loss assigns a high
penalty for correctly ordered pairs, while we only apply a
penalty for incorrectly ordered pairs.

as disparities estimated from stereo pairs with unknown baseline
distance for training.

The SSI loss is a global function, instilling coherence in the depth
estimation structure. However, the sole use of the SSI loss does not
allow the network to generate sharp depth discontinuities when
compared to sparse ordinal formulations. To enhance the emphasis
on sharp depth discontinuities, we introduce a sparse ordinal loss,
working in tandem with the dense SSI loss, to enforce the correct
ordering of pixel pairs in the depth space. For a given pixel pair
(𝑖, 𝑗), we define our ordinal loss as:

L𝑜 (𝑖, 𝑗) =
{
(Δ𝑂𝑖 𝑗 )2 if |Δ𝑂̂𝑖 𝑗 | < 𝛿

ReLU
(
−Δ𝑂𝑖 𝑗 × sgn(Δ𝑂̂𝑖 𝑗 )

)
otherwise

(3)

Here, 𝑂 and 𝑂̂ represent the estimated and ground-truth disparity,
respectively, and Δ𝑂𝑖 𝑗 = 𝑂𝑖 − 𝑂 𝑗 . The term 𝛿 = 0.01 is a small
threshold, defining when two points are considered to be at the
same depth. For pixels at different depths, we apply a linear loss
only when the estimated ordering of the pair diverges from the
ground-truth. Conversely, for pixels at similar ground-truth depths,
we apply an 𝐿2 loss, encouraging estimations to be similar.

As discussed in Section 5.3.1, our sparse loss significantly en-
hances the edge accuracy of SSI estimations. This improvement
aligns with the advantages of other sparse losses observed in the
realm of relative depth literature, particularly the ranking loss by
Chen et al. [2016] and its subsequent use by others [Chen et al.
2019b; Xian et al. 2018, 2020]. A drawback of the sparse ranking
loss, as illustrated in Figure 4, is their non-zero contribution even
when the pixel ordering is correct. This characteristic leads to a
conflict when combined with the SSI loss, rendering their joint
use impractical. In contrast, our ordinal loss is carefully defined to
circumvent such conflicts and enabling seamless integration with
the SSI loss.

Following Chen et al. [2016], we compute our sparse ordinal
loss over 2500 randomly sampled pixel pairs over the image, L𝑠𝑜 =∑

∀(𝑖, 𝑗 ) L𝑜 (𝑖, 𝑗). We define our final loss with the SSI and sparse
ordinal losses, as well as the multi-scale gradient loss L𝑠𝑠𝑖𝑔 [Li and
Snavely 2018] as an edge-aware smoothness metric:

L𝑠𝑠𝑖𝑁𝑒𝑡 = 𝜆𝑠𝑠𝑖L𝑠𝑠𝑖 + 𝜆𝑠𝑜L𝑠𝑜 + 𝜆𝑠𝑠𝑖𝑔L𝑠𝑠𝑖𝑔, (4)

where 𝜆𝑠𝑠𝑖 = 3, 𝜆𝑠𝑜 = 1, and 𝜆𝑠𝑠𝑖𝑔 = 0.1.
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3.2 Training details
We follow Ranftl et al. [2020] and adapt the network architecture
from Xian et al. [2018] with a ResNeXt101 [Xie et al. 2017] feature
extractor with weakly supervised learning weights [Mahajan et al.
2018] as initialization. We use the sigmoid activation to predict the
ordinal inverse-depth, i.e. disparity, in [0, 1] and train the network
with Adam optimizer for 30000 iterations with a learning rate of
10−3. More details are provided in the supplementary material.

We train our ordinal network on a diverse set of datasets for
better generalization. From the Omnidata framework [Eftekhar et al.
2021], we use the Hypersim [Roberts et al. 2021], Replica [Straub
et al. 2019] and Replica+GSO [Choi et al. 2016] datasets. We also
use the synthetic OpenRooms [Li et al. 2021], TartanAir [Wang
et al. 2020b], and FSVG [Krähenbühl 2018] datasets. In addition, we
use the real-world stereo datasets HRWSI [Xian et al. 2020] and
Holopix50k [Hua et al. 2020] where we compute the disparity maps
using RAFT [Teed and Deng 2020] and use the sky segments from
Mask2Former [Cheng et al. 2022]. This wide range of real-world
datasets ensures that the SSI inputs we generate for our SI network
are reliable in a wide range of real-world scenarios.

4 SCALE-INVARIANT DEPTHWITH SSI
INPUTS

We redefine the scale-invariant monocular depth estimation (SI
MDE) problem by incorporating scale-and-shift invariant (SSI) in-
puts. The network receives two SSI inputs concatenated with the
input image, forming an input of dimensions ℎ×𝑤 ×5, where ℎ and
𝑤 represent the height and width of the input image, respectively.
The first SSI input, denoted as O𝐿 , is computed at the receptive
field size of the SSI network, offering an overall depiction of the
scene’s structure. The second SSI input, O𝐻 , is generated at a higher
resolution, capturing intricate depth discontinuities. The resolution
of O𝐻 estimation is selected based on the image content using
the R20 measurement by Miangoleh et al. [2021] using the local
edge density. This formulation streamlines the task for the SI MDE
network, focusing on enforcing geometric constraints using the
provided overall structure and high-resolution depth information.

Benefiting from a diverse training dataset for our SSI network,
the SSI inputs exhibit robust generalization to in-the-wild imagery.
By simplifying the task definition for the SI network and leveraging
generalizable SSI inputs, we demonstrate the feasibility of achieving
in-the-wild high-resolution SI depth estimation via synthetic-only
training.

4.1 Scale ambiguity
The inherent scale ambiguity in SI depth formulations necessitates
reliance on scale-invariant losses during network training. These
losses, enforcing a least squares fit between network estimations
and ground truth, face challenges in determining scale during the
initial training phases due to inherent inaccuracies in under-trained
networks.

In our framework with scale-and-shift invariant (SSI) inputs, the
globally consistent low-resolution SSI estimation, denoted as O𝐿 ,
acts as a stable reference for our SI MDE network. Sequential train-
ing, starting with the SSI network, ensures a stable least-squares fit
between O𝐿 and ground truth. Utilizing this low-resolution input

establishes the ground truth’s arbitrary scale with stability during
early training, addressing challenges posed by scale ambiguity.

In accordance with the SSI estimation, we formulate SI depth
estimation in the inverse depth space. To maintain stability, we fix
the ground truth’s arbitrary scale throughout training using:

𝑐 = argmin
𝑠

∑︁
𝑖

(
𝑠𝐷̂∗

𝑖 − O𝐿
𝑖

)2
, 𝐷̂ = 𝑐𝐷̂∗, (5)

Here, 𝐷̂∗ and 𝐷̂ represent the original and scale-adjusted ground
truth inverse depth. Simultaneously, we align the average scale of
the high-resolution SSI input O𝐻 with that of O𝐿 , ensuring consis-
tent scales for input and output variables. Fixing the arbitrary scale
provides a foundation for defining dense losses without requiring
scale invariance, enhancing stability and effectiveness in training.

4.2 Loss functions
Setting the arbitrary scale using O𝐿 , we employ a straightforward
𝐿1 loss (L𝑑 ) on estimated depth values and scale-adjusted ground
truth as well as a multi-scale gradient loss [Li and Snavely 2018]
(L𝑑𝑔) for spatial coherency.

Additionally, following Chen et al. [2017], we include a surface
normal loss (L𝑛), defined by the cosine-similarity between normals
computed from estimated depth (𝑛) and ground-truth normals (𝑛̂).
We also incorporate a multi-scale gradient loss on surface normals,
defined effectively on the second derivative of SI depth, promot-
ing better curvature in estimations. This enhances the geometric
representation and spatially coherent surface normals:

L𝑛𝑔 =
1

𝑁𝑀

∑︁
𝑚

∑︁
𝑖

(
∇𝑛̂𝑚𝑖 − ∇𝑛𝑚𝑖

)2
. (6)

where ∇𝑛𝑚 is dimensions-wise gradients of the surface normal
and 𝑀 is the number of scales. Our overall loss, combines each
component with appropriate weights:

L𝑠𝑖𝑁𝑒𝑡 = 𝜆𝑑L𝑑 + 𝜆𝑑𝑔L𝑑𝑔 + 𝜆𝑛L𝑛 + 𝜆𝑛𝑔L𝑛𝑔, (7)

where 𝜆𝑑 = 1, 𝜆𝑑𝑔 = 0.5, 𝜆𝑛 = 0.1, and 𝜆𝑛𝑔 = 0.01.

4.3 Training details
We adopt the architecture from Xian et al. [2018] with EfficientNet-
b7 [Tan and Le 2019] as the backbone for our scale-invariant depth
estimation network. Training resolution is 1024 × 1024, and during
inference, we resize to a maximum dimension of 1024 pixels while
maintaining aspect ratio. We use the ADAM optimizer (learning
rate of 1𝑒 − 3) for 30 epochs with a batch size of 2 to train the
network.

Given the scarcity of high-resolution real-world datasets with
scale-invariant (SI) depth ground truth, we exclusively train on the
synthetic dataset Hypersim [Roberts et al. 2021]. This dataset offers
high-resolution ground truth for both SI depth and surface normals.
To avoid over-fitting to the intrinsic parameters of this dataset
we use diverse crop augmentations as described in supplementary
material. The simplified task for the SI network and generalization
from SSI inputs enable in-the-wild SI monocular depth estimation
by training solely on this synthetic indoor dataset, as demonstrated
in qualitative evaluations.
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Figure 5: Figure depicts the in-the-wild performance of our model in accurately modeling the scene compared to LeRes [Yin
et al. 2021b]. Our model can model the 3D shape of various scenes with different depth distributions at a high resolution and
with precise boundary accuracy. As highlighted by the insets, the absence of details in LeReS causes geometrical distortions
in the projected point clouds. Our accurate boundary localization enables precise shape representation, even for complex
in-the-wild scenes. Image credits: Death to the Stock Photo
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Table 1: Quantitative evaluation for scale-invariant depth estimation. We are reporting surface normal metric with 𝑡 = 11.25◦.
Methods Middlebury iBims-1 DIODE

Structure and Shape Surface Normal Edges Structure and Shape Surface Normal Edges Structure and Shape Surface Normal Edges
RMSE ↓ Abs. ↓ 𝛿1 ↑ ∠ Dist ↓ % wtn 𝑡◦ ↑ D3R ↓ RMSE ↓ Abs. ↓ 𝛿1 ↑ ∠ Dist ↓ % wtn 𝑡◦ ↑ D3R ↓ 𝜀accDBE ↓ 𝜀

comp
DBE ↓ RMSE ↓ Abs. ↓ 𝛿1 ↑ ∠ Dist ↓ % wtn 𝑡◦ ↑ D3R ↓

MD [Li and Snavely 2018] 58.4 39.4 44.2 74.9 16.6 0.552 2.20 47.2 48.6 51.1 12.1 0.596 3.29 58.4 2.92 57.2 42.3 53.3 7.80 0.857
MC [Li et al. 2019] 61.4 50.6 42.8 73.3 16.2 0.694 1.07 22.7 60.6 48.0 11.7 0.724 4.08 57.4 1.63 30.5 52.1 48.6 10.30 0.901
VN ICCV [Yin et al. 2019] 64.4 49.3 41.5 75.8 15.9 0.698 0.74 13.7 80.4 39.9 22.8 0.707 4.27 30.9 0.97 16.0 77.2 39.1 21.2 0.910
LeReS [Yin et al. 2021b] 42.6 34.3 56.0 65.1 22.7 0.415 0.88 20.2 68.7 25.3 42.1 0.431 2.25 20.1 1.49 27.3 56.1 28.9 32.0 0.745
Ours SI 41.3 34.0 55.4 58.4 24.1 0.215 0.69 11.7 86.7 26.9 35.1 0.342 1.69 16.0 0.89 15.7 80.1 26.0 36.8 0.742

5 EXPERIMENTS AND EVALUATION
We present an evaluation of our method using datasets that were
not included in the training, namely Middlebury2014 [Scharstein
et al. 2014], iBims1 [Koch et al. 2018], and DIODE [Vasiljevic et al.
2019]-(indoor).

5.1 SI depth evaluation
To perform a comprehensive numerical evaluation of our SI depth,
we have selected three categories of metrics. (I) RMSE, Absolute
relative difference (Abs.) and 𝛿1 = max( 𝑧

𝑧∗ ,
𝑧∗
𝑧 ) < 1.25 assess shape

and structure of the scene. (II) Angle Distance (∠ 𝐷𝑖𝑠𝑡 ) [Chen et al.
2017] and %𝑤𝑡𝑛 𝑡 [Chen et al. 2017] focus on surface orientation
accuracy. (III) 𝐷3𝑅 [Miangoleh et al. 2021], 𝜀comp

DBE and 𝜀accDBE [Koch
et al. 2018] measure depth discontinuities, edge completeness and
location accuracy, respectively.

The results, presented in Table 1, demonstrate that our method
significantly enhances the accuracy of scale-invariant depth estima-
tion across various metrics. Compared to the current state-of-the-
art (SOTA) techniques, our method consistently produces superior
structures, depth distribution, and boundary accuracy. Moreover,
the evaluation of surface orientation metrics indicates that our
method outperforms existing approaches when applied to high-
resolution datasets like Middlebury and DIODE, while achieving
competitive performance on the iBims1 dataset.

We also present qualitative comparisons of our method to SOTA
in Figure 1, 3, 6, and 5. Our results exhibit significantly improved
boundary localization compared to the competing networks. To
visualize the reconstructed shape and structure of the scene, we
project the images into 3D point clouds using our depth estimations
and compare them to the results obtained by LeReS for a variety
of in-the-wild images in Figure 1, 6, and 5. We use the focal length
values estimated by LeReS for projection. Our results in Figure 6
are provided in various angles to demonstrate the precise scene
shape and structure generated by our method in addition to the
accurately captured object boundaries. In contrast, LeReS by only
relying on a low-resolution SSI depth as input, fails to accurately
detect many object boundaries, resulting in an inadequate represen-
tation of the complex scenes. Our method’s high level of detail and
accurate geometry enables the use of SI depth in 3D photography
applications. We provide results for the 3D Photography task [Shih
et al. 2020] with comparisons to other SI MDE methods as well as
further qualitative examples in the supplementary material.

5.1.1 Metric Depth Estimation Methods. Metric depth estimation
models aim to go beyond SI depth by removing the arbitrary scale
and defining depth in meters. However, when the focal length is
unknown or not accounted for in the metric setup, these models
tend to generate results with a scale mismatch. We summarize

Table 2: Quantitative evaluation of metric depth estimation
methods. These networks often inaccurately estimate depth
due to focal length mismatch. Accurate results are achieved
only after scale adjustment (marked with †).

Methods Middlebury iBims-1
RMSE ↓ Abs. ↓ 𝛿1 ↑ D3R ↓ RMSE ↓ Abs. ↓ 𝛿1 ↑ D3R ↓

Metric3D 218.6 186.8 58.9 0.443 0.60 17.5 79.5 19.3
Zoedepth 229.8 169.4 22.1 0.245 0.80 16.8 71.6 0.368
PatchFusion 223.7 150.3 22.4 0.076 0.86 20.9 58.4 0.230
Metric3D † 51.7 45.6 50.8 0.400 0.46 8.35 92.5 0.440
Zoedepth † 47.2 43.4 56.8 0.239 0.51 7.96 92.4 0.369
PatchFusion † 42.9 40.4 58.1 0.076 0.57 9.24 91.2 0.248
Ours SI 41.3 34.0 55.4 0.215 0.69 11.7 86.7 0.342

our comparison against metric depth estimation models in Table 2.
PatchFusion [Li et al. 2024] and Zoedepth [Bhat et al. 2023] per-
form poorly when evaluated on unseen datasets of iBims1 and
Middlebury2014 due to the mismatch between their training focal
length and images from these datasets. Metric3D [Yin et al. 2023],
on the other hand, takes the camera parameters into account and
generates comparable results on iBims1 dataset. However, it fails
to faithfully recover metric depth for high-resolution and complex
dataset of Middlebury2014. To ensure a fair comparison, we match
the scale outputs to that of the ground truth and include these scale
invariant evaluations in Table 2 as well.

ZoeDepth [Bhat et al. 2023], which also employs SSI depth as
input to estimate metric depth, fails to match our performance
in detail generation. We believe this is due to our SSI-network’s
superior detail generation and our adaptation of multi-resolution
processing. Metric3D [Yin et al. 2023] achieves the low edge met-
ric by estimating SI-depth in a single forward pass, reflecting the
task’s complexity. PatchFusion shows better edge scores than ours,
while performing worse in overall structure. As we will discuss
in the supplementary material, PatchFusion uses a model with
700M parameters, compared to our 180M parameters, and takes 60
times longer to process at 3 minutes vs. 3 seconds average, due to its
patch-based iterative approach. Our approach recovers high-quality
details with only 3 forward passes across our pipeline in a faster
runtime that is comparable to other state-of-the-art methods.

As Table 2 shows, metric MDE models show a significant drop in
performance in the Middlebury dataset when compared to their re-
sults on iBims-1. With its high-resolution ground-truth in complex
environments, zero-shot evaluation on the Middlebury dataset is
more challenging for metric or SI formulations where the training
data is limited. Our superior performance on this dataset demon-
strates the effectiveness of the SSI input in our formulation, which
allows us to generalize to complex scenes even with synthetic-only
training of SI MDE.
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Figure 6: 3D point clouds generated by our SI-depth and LeRes [Yin et al. 2021b] from various views shows leveraging our
crisp SSI depth, our SI depth produces finer details. This results in a more precise representation of shape compared to the less
detailed and inaccurate results of LeRes. The missing details in LeReS leads to distortion and blending of the details into the
background. (see flowers in the first row, monitors in the 2nd row, objects on the table in the 3rd row and the tray in the last row
as emphasized by the insets.) Image credits: [Scharstein et al. 2014], [Koch et al. 2018], Death to the Stock Photo
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Table 3: Overview of the ordinal depth quantitative compari-
son. "bmd" indicates boosted using [Miangoleh et al. 2021].

Methods Middlebury iBims-1 DIODE
Ord. ↓ D3R ↓ Ord. ↓ D3R ↓ 𝜀

comp
DBE (𝜀accDBE) ↓ Ord. ↓ D3R ↓

VN TPAMI [Yin et al. 2021a] 0.213 0.613 0.140 0.623 52.9(4.68) 0.167 0.935
SGR [Xian et al. 2020] 0.221 0.507 0.200 0.522 34.6(2.37) 0.288 0.831
Ken Burns [Niklaus et al. 2019] 0.221 0.453 0.125 0.487 22.8(2.19) 0.226 0.883
LeReS SSI [Yin et al. 2021b] 0.199 0.444 0.108 0.459 23.9(2.40) 0.143 0.820
MDS [Ranftl et al. 2020] 0.176 0.449 0.128 0.458 28.4(2.22) 0.167 0.846
DPT [Ranftl et al. 2021] 0.162 0.369 0.101 0.403 23.2(2.20) 0.134 0.818
DepthAnything [Yang et al. 2024] 0.092 0.155 0.051 0.334 12.5(1.94) 0.074 0.771
Our SSI 0.190 0.339 0.112 0.345 22.5(2.16) 0.147 0.817
SGR-bmd 0.210 0.280 0.196 0.411 22.3(2.29) 0.287 0.804
MDS-bmd 0.162 0.201 0.126 0.368 23.3(2.15) 0.165 0.828
Ours bmd 0.174 0.120 0.116 0.255 11.5(2.23) 0.150 0.790

5.2 SSI depth evaluation
We evaluate the performance of our SSI depth estimation module
against SOTA methods, as detailed in Table 3. The assessment
includes metrics such as 𝐷3𝑅 [Miangoleh et al. 2021], 𝜀comp

DBE , and
𝜀accDBE [Koch et al. 2018] to gauge the quality of depth discontinuities,
which is the primary focus of our work. Additionally, to measure
the structural coherence of the estimated depth map, we employ
the ordinal relation metric (ORD) proposed by Xian et al. [2020].

Table 3 demonstrates that our method consistently outperforms
other baselines in generating detailed depth maps, benefiting from
our novel loss combination, except when compared to DepthAny-
thing [Yang et al. 2024]. However, employing a CNN backbone al-
lows our method to be boosted byMiangoleh et al. [2021]’s boosting
framework which is not applicable to transformer-based DepthAny-
thing and DPT [Ranftl et al. 2021]. Results indicate that our boosted
method generates substantial amount of details, outperforming
every baseline by a significant margin. The qualitative examples
presented in Figure 1 and 7 also illustrate the significant improve-
ment of our SSI depth over other baselines in generating details.

However, this improvement in details comes with a slight degra-
dation in the ORD metric representing overall structure. We believe
this is the result of the limited network capacity which makes it
harder for CNNs to maintain global coherency when generating
details [Miangoleh et al. 2021]. When SSI inputs are utilized for
SI depth, however, we see that our network with accurate details
is more effective in providing important information for the SI
network. We demonstrate in Section 5.3.2 that the final SI-depth
experiences a performance loss when our SSI model is substituted
with another SOTA method. This underscores the high level of
details fed to the SI depth model by our SSI method, making it
more effective in simplifying the task of the SI network, leading to
superior performance.

5.3 Ablation studies
5.3.1 SSI MDE ablation. To assess the impact of our relaxed rank-
ing loss on enabling mixed dense-sparse training, we conduct an
ablation study. Our study utilizes a subset of the Hypersim dataset
[Roberts et al. 2021] consisting of 10,000 images (20 per scene) ran-
domly sampled from the train split. We train multiple networks for
20 epochs, employing different loss functions as outlined in Table 5.
Throughout all setups, we use L𝑠𝑠𝑖𝑔 as a default component due
to its crucial role in generating spatially coherent estimations. The
results support our discussion in Section 4 that a naive combination

Table 4: Overview of the influence of SSI depth in improving
the performance of SI depth estimation.

Methods Middlebury iBims-1
Abs. ↓ 𝛿1 ↑ ∠ Dist ↓ D3R ↓ Abs. ↓ 𝛿1 ↑ ∠ Dist ↓ D3R ↓

Only RGB 53.5 38.3 74.9 0.728 26.4 65.4 46.9 0.715
+ MiDaS O𝐿,𝐻 48.3 50.2 63.4 0.335 15.4 74.9 38.0 0.536
+ Our SSI O𝐿,𝐻 (Ours-si) 36.2 58.8 61.1 0.285 11.7 86.1 30.7 0.379
w/o 𝑂𝐻 37.2 57.7 61.1 0.383 12.4 83.2 32.5 0.437
w/o Normal loss 42.4 53.8 66.9 0.290 12.4 83.2 36.8 0.409

Table 5: Our ordinal loss can be combined with SSI yielding
superior performance as opposed to ranking loss [Chen et al.
2016].

Methods Hypersim iBims-1
Ord.∗ ↓ D3R ↓ Ord. ↓ D3R ↓

+ L𝑠𝑠𝑖 0.185 0.496 0.156 0.520
+ L𝑟𝑎𝑛𝑘𝑖𝑛𝑔 0.238 0.570 0.235 0.573
+ L𝑠𝑠𝑖 + L𝑟𝑎𝑛𝑘𝑖𝑛𝑔 0.227 0.562 0.213 0.565
+ L𝑠𝑠𝑖 + L𝑠𝑜 (𝑜𝑢𝑟𝑠) 0.184 0.486 0.147 0.497

of ranking and SSI loss yields inferior performance compared to
utilizing either of them individually. However, with our novel defi-
nition of the ordinal loss a higher performance is achieved when
two losses are combined.

5.3.2 SI MDE ablation. In order to assess the impact of using SSI
depth estimations in the training of SI depth, we conduct an isolated
test as summarized in Table 4. For this experiment, we train our
scale-invariant network for 4 epochs with various settings and
evaluated its performance. Only using RGB as input demonstrates
very low performance. This shows a direct regression of SI-depth
leads to a low performance due to the complexity of the task and
limitations of neural networks.

Feeding SSI depth estimations alongside RGB simplifies the SI
network’s task and enhances the SI depth model’s capabilities,
improving structure, surface normal, and detail metrics as reported
in Table 4. Additionally, our model’s SSI estimations outperform
those from MiDaS, indicating their superiority in providing depth
discontinuities and easing the scale-invariant depth estimation
network’s task. Despite MiDaS showing better ORD performance
in Table 3, this ablation underscores that a higher level of details
does indeed simplify the task more effectively.

The results of the variant with omitted high-resolution depth
estimations exhibit reduced performance in details, assessed by
𝐷3𝑅. Interestingly, it also indicates a decreased ability to estimate
the structure and shape of the scene, evaluated by 𝐴𝑏𝑠. and 𝛿1. We
believe as the network allocates its capacity to recover details, it
compromises its ability to accurately recover the structure.

Finally, Table 4 indicates that the surface normal loss plays a
crucial role in faithfully recovering the shape and structure of the
scene. A surface normal loss promotes better shape and structure by
penalizing incorrect surface orientations, especially on flat regions.
The 𝐷3𝑅 evaluation shows that the network’s ability to recover
details is not heavily affected by the surface normal loss, as it only
decreases marginally. This can be attributed to the dominance of flat
surfaces in the surface normal loss, as they constitute the majority
of the images.
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Figure 7: Qualitative comparison of scale and shift invariant networks in-the-wild reveals that our SSI network produces crisp
depth boundaries compared to other methods. The results of our high-resolution boosted model exhibit even more refined
depth boundaries. Image credits: @Diogo Nunes, @Mert Kahveci

6 LIMITATIONS
Our method focuses on generating highly detailed, SI depth esti-
mations. The quality of our estimations, however, depends on the
quality of the input images. For low-resolutions, or noisy images,
our method may fail to generate sharp results. This mainly comes
from our high-resolution ordinal input failing to give accurate
depth discontinuities in the case of image noise. We present further
analysis and discussion on this in the supplementary material.

We utilized a CNN architecture for both our SSI and SI depth
estimation networks. This choice allows us to generate estimations
at high resolutions with increasing details for our SSI network.
However, the SI depth network struggles with increasing resolution
due to global scale-invariant constraints, requiring the network to
reason about every pixel in the image together. This constraint
necessitates the entire input image to fit in our native resolution
to generate consistent structures. This makes transformer-based
architectures a good candidate for SI depth with SSI inputs. The
lack of large SI depth datasets, however, creates a challenge for
training a transformer-based architecture than for CNNs.

7 CONCLUSION
We present a geometric monocular depth estimation method that
can generate highly detailed and geometrically consistent recon-
structions from a single image. To achieve this, we introduce an SSI
depth estimation method that can generate sharper depth disconti-
nuities. Using our SSI depth, we formulate SI MDE with SSI inputs,
simplifying the SI MDE problem to the enforcement of geometric
constraints. We show that through this simplification, in-the-wild
generalization of SI task is achievable through only training with a
synthetic indoors dataset, inheriting the generalization capability
of SSI formulations that can be trained on diverse datasets, Using
our estimated SSI depth as input, we show that our novel scale-
invariant depth estimation formulation can generate highly detailed
results even for complex scenes in the wild. We have demonstrated
state-of-the-art performance for scale-invariant depth estimation
through zero-shot evaluations.

https://unsplash.com/photos/white-concrete-building-with-fountain-bNEaIT3HIMk
https://unsplash.com/photos/a-cafe-with-a-brick-building-Kl3yDaIY8nk
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