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Abstract. As the visual perception window of the drone system, the lens provides great help
for obtaining visual information, detection, and recognition. However, traditional lenses carried
on drones cannot have characteristics of a large field of view (FoV), small size, and low weight
at the same time. To meet the above requirements, we propose a panoramic annular lens (PAL)
system with 4K high resolution, a large FoVof (30 deg to 100 deg) × 360 deg, an angular res-
olution of 12.2 mrad of aerial perspective, and great imaging performance. We equip a drone
system with our designed PAL to collect panoramic image data at an altitude of 100 m from
the track and field and obtain the first drone-perspective panoramic scene segmentation dataset
Aerial-PASS, with annotated labels of track and field. We design an efficient deep architecture
for aerial scene segmentation. Trained on Aerial-PASS, the yielded model accurately segments
aerial images. Compared with the ERF-PAPNet and SwiftNet semantic segmentation networks,
the network we adopted has higher recognition accuracy with the mean IoU greater than 86.30%,
which provides an important reference for the drone system to monitor and identify specific
targets in real-time in a large FoV. © 2022 Society of Photo-Optical Instrumentation Engineers
(SPIE) [DOI: 10.1117/1.OE.61.3.035101]
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1 Introduction

Drones have characteristics of flexibility, low cost, and lightweight, so they are widely used in
military, environmental surveillance, remote sensing, and other fields.1 The camera on the drone
provides an indispensable visual aid for target recognition and monitoring. People’s demand for
wide-angle and high-resolution images makes lens design more complex. In general, to obtain
a panoramic image, drones need a rotating servo mechanism to control the position and attitude
of the lens, which causes the whole system to be complex and heavy. Image splicing will bring
about problems such as exposure difference and stitching discontinuity, which will reduce the
accuracy of recognition and monitoring.2 Therefore, a more stable and simple optical system is
desirable to increase the detection capability of the drone system.

Optical systems with a large field of view (FoV), such as fisheye lens,3 catadioptric panoramic
optical system,4 and PAL imaging system,5 can achieve real-time staring imaging without stitching.
Compared with the general catadioptric panoramic system and fisheye lens, the PAL system shows
clear advantages, which has a compact structure, better image quality, and smaller negative dis-
tortion. The PAL system was first proposed by Greguss.6 In recent decades, the PAL system has
received extensive attention and has been greatly improved. Many researchers are committed to
increasing the focal length, the FoV, and the resolution parameters of the PAL system.7–9 In addi-
tion, dual-channel solutions based on the dichroic film, polarizer, semitransparent and semi-
reflective mirror, etc. were proposed to tackle the inherent blind area problem,10–12 which improved
the imaging performance13 and increased the FoV14,15 of the PAL. Compared with the traditional
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PAL lens, our designed PAL system can provide a large FoV, a high resolution, compact structure,
lightweight, and better image quality, which is suitable for aerial scene perception.

Based on a fully convolutional network, images can be semantically segmented at the pixel
level in an end-to-end fashion.16 The higher the accuracy of the network, the higher its computa-
tional complexity, and it is not suitable for auto-driving cars and aerial scene segmentation. To
achieve fast and accurate semantic segmentation, a large number of lightweight networks have
emerged, such as SwiftNet,17 AttaNet,18 RFNet,19 and DDRNet.20 In the previous work of our
team, Yang et al.21 proposed a general semantic segmentation framework based on a panoramic
annular system, which verified that a robust panoramic segmentation is feasible. The resolution
of the PAL used in Yang et al.’s work is only 2K. However, the resolution of the PAL system
proposed in this paper is 4K. The higher the resolution, the clearer and more delicate the imaging
effect. In addition, a high-performance panoramic annular lens (PAL) system is desired for real-
world scene perception. In this paper, we propose an Aerial-PASS system with an efficient deep
architecture designed for aerial scene segmentation and explore the superiority of the panoramic
view in security monitoring applications.

This paper is organized as following. Section 2 presents the optical design of the PAL system
on drones. Section 3 introduces the system prototype and database establishment. Section 4
shows semantic segmentation test results. Section 5 summarizes our work in this paper.

2 Optical Design of the PAL

2.1 Principle of the PAL System

The PAL system follows the imaging principle of flat cylinder perspective (FCP),22 that is, its
FoV is similar to a cylindrical surface, and the image is in the flat annular areas shown in Fig. 1.
The PAL system is composed of a block-structured panoramic front unit (BSPFU) and a relay
lens system (RLS). The BSPFU can turn the light from the side large FoV 360 deg around the
optical axis into a small FoV. After the light enters the RLS, it images on the two-dimensional
annular image plane.

The imaging law of general optical systems follows the principle of object-image similarity.
However, for large FoV imaging systems, the principle of object-image similarity is no longer
applicable. As the FoV (ω) increases, when it approaches 90 deg, tan ω will tend to infinity,

Fig. 1 Principle of FCP and ray-tracing in PAL. (a) Cylindrical imaging model. (b) Schematic
diagram of a two-dimensional image plane. The green area is the imaging part, and the gray area
is the blind area; (c) PAL composition and imaging schematic model.
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which means that the sensor will not be able to receive the infinite image formed by the system.
Therefore, only by introducing negative distortion into the optical design can the image size be
controlled. The commonly used characterization method is F-Theta distortion, to control the
image height, as shown in Eq. (1):

EQ-TARGET;temp:intralink-;e001;116;687y ¼ f 0 · ω; (1)

where y represents the image height, f 0 represents the focal length, and ω represents the angle
of view. Therefore, the range of the blind area and imaging part on the detector are determined
by the FoV and the focal length, as shown in Fig. 1:

EQ-TARGET;temp:intralink-;e002;116;621

8>>><
>>>:

y1 ¼ f 0 · θ
y2 ¼ y3 þ y4
y3 ¼ f 0 · α
y4 ¼ f 0 · β

; (2)

where y1 represents the radius of the circular blind area, y2 represents the height of the annular
imaging area, y3 represents the height of the annular imaging area formed by the α FoV, y4
represents the height of the annular imaging area formed by the β FoV, θ is the blind spot angle,
α is the field angle above the horizontal axis, and β is the field angle below the horizontal axis.

The aberrations have a great influence on the PAL with field curvature, distortion, and chro-
matic aberration because of its special imaging method.23 The special shape and material selec-
tion of the BSPFU play a crucial role in the correction of aberrations. The crown glass and flint
glass glued together can correct chromatic aberrations well. In this work, we adopt BSPFU with
the glued form of H-LAK8A and H-LAF50B. These two glass materials have a high refractive
index and a high Abbe number, which can effectively deflect the optical path and reduce the
chromatic aberration of the system. The follow-up lens group plays a vital role in the second
imaging and correction of aberrations of the panoramic system. In this paper, the subsequent lens
group is adopted with a deformed double Gaussian structure. The double Gaussian symmetric
structure can well correct coma and curvature of field and reduce the impact of residual aberra-
tion on the overall image quality.

2.2 Optical Design Process and Results

Considering that the drone system has a light structure and can realize functions such as terrain
survey and target recognition, the size, weight, and resolution of the lens are the focus of several
indicators. The number of pixels of the sensor and the frame size determine the imaging capa-
bilities of the lens. An image sensor is chosen as the design sample, whose resolution is
20.8MP − 5280ðHÞ × 3956ðVÞ, and the size of a single-pixel is 3.4 μm × 3.4 μm. Thus, the size
of the image plane can be calculated to be 18.0 mm × 13.5 mm.

After determining the image sensor parameters, working spectral range, the incident FoV,
size, and other technical parameters, it is necessary to clarify the specific steps of the optical
design. From Eq. (1), it can be known that the focal length of the system can be determined
according to the image height and the FoV. In this design, the image height is 13.5 mm, the
maximum FoV is 100 deg, and the focal length can be calculated to be 3.86 mm. After careful
consideration, the major design parameters for our PAL system were selected, as shown in
Table 1.

The optical design software Zemax OpticStudio is used to design a miniaturized high-
resolution PAL system according to the above design specifications. In the process of design
optimization, we check the balance of various aberrations and design a system with good im-
aging quality by adjusting the structural parameters of the optical system in the merit function
editor. The optimized optical structure is shown in Fig. 2. It is composed of 10 lenses in six
groups, all of which are standard spherical surfaces. The designed PAL system has a total length
of 79.5 mm, a maximum diameter of 44 mm, and a back focal length of 13.5 mm, and it can be
easily applied to other sensors of similar resolution.
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The whole PAL system has a telecentric design in the image space, and the chief ray angle
incident on the image surface is less than 3 deg, which is beneficial to obtain uniform illumi-
nation of the image surface and high imaging quality. When the angle between the light and the
image plane is too large, if the protective glass is not added in the design process, it will have a
great impact on the image quality. To make the design more accurate, the filter of the detector is
added at the end of the system structure. The material of the filter is H-K9L and the thickness
is 0.8 mm.

2.3 Image Quality Analysis

The modulation transfer function (MTF), spot diagram, and distortion diagram characterize the
image quality of the optical system. The single-pixel size of the sensor used is 3.4 μm, and the
Nyquist frequency can be calculated to be 147 lp∕mm. As shown in Fig. 3, the MTF curves of all
the fields of view of the PAL system are greater than 0.4 at the cut-off frequency, indicating that
the system has good imaging quality.

The spot diagram of the five FoV of the system, as shown in Fig. 4. The black circle is the
Airy disk. The maximum root mean square radius under 100 deg FoV is 2.519 μm, which is
smaller than the single-pixel size of the sensor, indicating that wide-FoV panoramas can be
clearly imaged.

The field curvature and F-Theta distortion are shown in Fig. 5. It shows that the field cur-
vature is less than 0.1 mm, and the distortion is less than 1% in the entire FoV. The distortion at
the edge and center of the captured image is small and uniform.

Fig. 2 The layout of the structure of the PAL system.

Table 1 Specifications of the PAL system.

Parameter Specification

Working spectrum 0.486 to 0.0656 μm

FoV ð30 deg to 100 degÞ × 360 deg

F -number 4.7

Effective focal length 3.86 mm

F-Theta distortion <5%

Size <80 mm ðLÞ × 50 mm ðDÞ
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The relative illumination reflects the brightness and darkness distribution of the system
imaging results. The relative illumination is greater than 0.86, as shown in Fig. 6. It
indicates that this system can maintain high energy and brightness both in the center and edge
FoV.

2.4 Tolerance Analysis

A good image quality evaluation of the optical design does not mean that the performance of the
system is excellent. Before using this system, the tolerance analysis is an indispensable step,
which can evaluate the difficulty of system manufacturing and assembly. The tolerance ranges
of surfaces and elements we set is shown in Table 2. The tolerance of material index and Abbe
number are 0.001 and 1.

The evaluation standard is the average diffraction MTF, and the analysis method is the
Monte Carlo method. After 20 sets of Monte Carlo iterations, the results are shown in Table 3.
90% of the MTF value is greater than 0.33 at the Nyquist frequency. The wide tolerance range
and excellent analysis results allow the mechanical mechanism to be designed in a low-cost
straight-tube package.

Fig. 4 Spot diagram.

Fig. 3 MTF diagram.
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3 Acquisition of Aerial Images

3.1 PAL Prototype

A good image quality evaluation of the optical design does not mean that the performance of the
system is excellent. Before using this system, the tolerance analysis is an indispensable step,
which can evaluate the difficulty of system manufacturing and assembly. The tolerances we give
are relatively loose, with thickness tolerances of �0.02 mm, and decenter and tilt tolerances of

Fig. 6 Relative illumination.

Fig. 5 Field curvature and F-Theta distortion diagram.
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�0.01 mm. The evaluation standard is the average diffraction MTF, and the analysis method is
the Monte Carlo method. After 20 sets of Monte Carlo iterations, the results show that 90%
of the MTF curve is greater than 0.34 at the cut-off frequency. The mechanical structure of the
PAL system is shown in Fig. 7. Since the aperture stop surface is located at the last transmission
surface of the PAL block, it is not necessary to add a spacer to act as a mechanical stop. The
drone system has strict requirements on the quality of the carried optical lens. The actual weight
of this PAL is 140 g, which meets the load-bearing requirements of drones.

Table 3 Monte Carlo tolerance analysis results.

Probability of MTF@147 lp/mm Value

90% 0.33143490

80% 0.34092705

50% 0.37283590

20% 0.40125212

10% 0.41765449

Fig. 7 Mechanical structure and lens prototype.

Table 2 Tolerance data.

Parameter Surface tolerances Element tolerances

Radius (fringes) 3 —

Sþ A irregularity (fringes) 0.3 —

Thickness (mm) �0.02 —

Decenter X (mm) �0.01 �0.01

Decenter Y (mm) �0.01 �0.01

Tilt X (deg) �0.02 �0.02

Tilt X (deg) �0.02 �0.02
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3.2 Establishment of the Database

To verify the performance of our PAL system for semantic segmentation, we choose the flyable
area on the campus-the track and field to collect data. We build the aerial panoramic dataset,
which we term Aerial-PASS.

There are 10 race tracks in the standard track and field, and each track has a width of 1.22 m.
The PAL system is held on DJI’s drone system named “inspire 2,” and the PAL block is placed
vertically downward to cover a wider FoV on the ground. The stray light caused by the direct
light source such as the sun is reduced, which is conducive to obtaining clearer image data. Since
the drone has a limited flying height of 120 m, it is remotely controlled to collect image data in
multiple directions at a height of 100 m above the ground. The experimental schematic diagram
is shown in Fig. 8. The yellow area in the middle is the blind area, and the green area is the part
of the FoV that can participate in imaging. The total FoV is 360 deg× 70 deg, which is divided
into the FoVof 10 deg upward and 60 deg downward relevant to the horizon. From the collected
original image data, it can be seen that the PAL can clearly distinguish a single runway at a height
of 100 m from the ground, with an angular resolution of 12.2 mrad. To sum up, the advantages of
the PAL that can be applied to semantic segmentation are as follows: (1) the panoramic camera
has high resolution; (2) the vertical FoV is large; (3) the lens is light in weight and easy to carry.

4 Panoramic Semantic Segmentation

4.1 Lightweight Semantic Segmentation Model

For aerial scene understanding applications, the computation budget is often restricted. Thereby,
we need to design a lightweight semantic segmentation model. In this paper, we design a light-
weight U-Net-like model with multiscale receptive fields.24 The proposed network architecture
is shown in Fig. 9.

Fig. 8 The Aerial-PASS system and the data collection process.

Fig. 9 The architecture of the proposed segmentation model.
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To maintain a real-time inference speed, we adopt the lightweight ResNet-1825 as the back-
bone of our model. The feature maps from each layer of ResNet are introduced to the upsampling
module with a skip connection implemented via a 1 × 1 convolution. Inspired by the deep aggre-
gation pyramid pooling module in DDRNet, to enlarge the receptive field of objects of different
sizes, we add an efficient deep aggregation pyramid pooling module at the end of ResNet to
ensure a multiscale receptive field for panoramic images. We replace 3 × 3 convolution with
1 × 3 and 3 × 1 convolution for better inference speed while maintaining a large receptive field.
The upsampling module consists of three efficient upsampling blocks. The feature maps are
upsampled and fused with the feature maps from the skip connections, via elementwise addition
and a convolution layer. Through skip connection, the high-resolution feature maps of the target
objects are sufficiently merged with the feature maps with rich semantic information, and the
identification efficiency of the target objects has been improved.

4.2 Panoramic Images Expansion

We calibrated the PAL system using the interface provided by the omnidirectional camera
toolbox.26 Before training semantic segmentation models, the annular image collected by the
PAL system is unfolded into a rectangular image. The expansion equations are described as
follows:

EQ-TARGET;temp:intralink-;e003;116;507

(
i ¼ r−r1

r2−r1
× h

j ¼ θ
2π × w

; (3)

where i and j denote the index of x; y and axis of the unfold image, respectively. r1 and r2 are the
inner and outer radii of the annular image. h and w are the height and width of the expanded
rectangular image, respectively. We unfolded the annular image to a rectangular image whose
resolution is 2048 × 512. Figure 10 shows the unfolding process of the PAL image. Since the
output format of the sensor is 16:9, a part of the top and bottom of the panoramic image is
cropped. There are two semicircular black areas in the expanded image, but this does not affect
the image clarity and resolution.

4.3 Model Training

We cut out 462 images from the panoramic video taken as our aerial image semantic segmen-
tation dataset, which has been made publicly available to foster aerial panoramic scene

Fig. 10 The unfolding process of the PAL image.
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segmentation.27 Pixel-level labels were annotated in two critical classes for playground aerial
scene understanding: the track and the central lawn. After that, we randomly chose 42 images
as the test set.

We use Adam28 for optimization, and the learning rate is 5 × 104. Cosine annealing learning
rate adjustment strategy was adopted and the minimum value of the previous epoch is 5 × 104.
The weight decay was set to 1 × 104. The ResNet-18 backbone was initialized with pretrained
weights from ImageNet,29 and the rest of the model was initialized with the Kaiming initializa-
tion method.30 We update the pretraining parameters with four times smaller learning rate and
weight decay rate. The model was trained for 100 epochs and the batch size was 6. We use the
standard “intersection over union” (IoU) for evaluation:

EQ-TARGET;temp:intralink-;e004;116;616IoU ¼ TP

TPþ FPþ FN
; (4)

where TP denotes true positive, FP denotes false positive, and FN denotes false negative at the
pixel level.

4.4 Semantic Segmentation Results

Based on our collected data, we created a benchmark to compare our proposed network with
other two competitive real-time semantic segmentation networks, which are the single-scale
SwiftNet and ERF-PSPNet.31 We keep the same training strategy for the three models and the
same testing set of the database. Table 4 shows the performance comparison of the three net-
works on the test set. The network we adopted in our work outperforms the other two in all three
categories and mean IoU. Figure 11 visualizes the panoramic aerial scene parsing results of three
semantic segmentation networks.

Green represents the track and red represents the field. Here, we qualitatively evaluate the
semantic segmentation of track and field, which verifies the reliable performance of our system

Table 4 Comparison of the IoU of our method and the other two
networks on the aerial dataset.

Network Track Field Others Mean

ERF-PAPNet 64.16% 97.67% 92.02% 84.62%

SwiftNet 63.15% 98.76% 91.63% 84.52%

Ours 67.67% 99.06% 92.16% 86.30%

Fig. 11 Qualitative semantic segmentation results. From top to bottom row: RGB input image,
ERF-PSPNet, SwiftNet, our method, and ground truth.
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for panoramic aerial understanding. To compare with state-of-the-art networks, we train and
verify our network on the Cityscapes.32 It is a large-scale RGB dataset that focuses on semantic
segmentation of urban street scenes. Through verification, our proposed method achieves a bal-
ance between accuracy and speed and reaches the state-of-the-art performance on the Cityscapes
dataset with 39.4 Hz in full resolution on a single 2080Ti GPU processor. The optical system we
designed has a high resolution and a good imaging quality at the edge FoV, and the segmentation
algorithm has good robustness. We aim to further incorporate smaller-feature objects such as
buildings and cars in the future.

5 Conclusion

Aerial photography has strict requirements for the lightness and portability of the lens. Under the
limit of size, the observable range of a single traditional lens is often not large. In this paper, we
discussed the imaging principle of FCP and designed a lightweight U-Net-like model for pano-
ramic semantic segmentation. Also, we designed a 4K high-resolution PAL with a large FoV
ð30 deg to 100 degÞ × 360 deg, where the total length is 79.5 mm, the maximum diameter is
44 mm, and the weight is 140 g, making it easily deployable on the drone system. A large num-
ber of aerial images are collected on the track and field, and pixel-level semantic segmentation is
performed. Compared with two competitive real-time semantic segmentation networks, our pro-
posed network has better performance while maintaining a fast inference speed of 39.4 fps.
The recognition effect in average IoU is better than 86.30%. Through the verification of this
paper, the aerial view imaging and semantic segmentation of the PAL system brings a broader
application scenario to the fields of investigation, security monitoring, and so on. In the future,
we plan to design a multispectrum, multifocal, multiview PAL system with the aerial scene
semantic segmentation model to achieve more functions and applications.
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