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We introduce transformer layer which:

1. Consumes a spatial graph to guide and sparsify the attention between object and ocr-tokens.

2. Prevents the attention from diluting across object/ocr-tokens.

3. Does not let the attention heads learn redundant features.



https://arxiv.org/abs/2007.12146

