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DOMAIN ADAPTATION REPRESENTATION LEARNING
Learn new sets of dense features: Representation learning for domain adaptation:

• Structural Corresponding Learning (SCL) [1]

• Brown Clustering

• (marginalized) Stacked Denoising Autoen-
coders (SDA/mSDA) [2,3]

• Latent Variable Models

• Neural Probabilistic Language Model
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EVALUATION: SAME ACCURACY, 25X FASTER!
Datasets: Tycho Brahe corpus (historical
Portuguese texts with 383 tags)

Experiment setup:
• CRF tagger: 16 feature types, 372,902 features,

and 1572 pivots.
• Methods: baseline, PCA, SCL
• Parameters: decided with development data

on the training set.

Representation learning time:

Results:

DENOISING AUTOENCODERS

Closed-form solution: W = PQ−1,
with P =

∑n
i=1 xix̃

>
i and Q =

∑n
i=1 x̃ix̃

>
i

Marginalized Denoising Autoencoders [3]:
P =

∑n
i=1E[xix̃

>
i ], and Q =

∑n
i=1E[x̃ix̃

>
i ]

Learned representations: tanh(WX)

Compute P and Q under dropout noise:
For each feature of an instance, remove it with
probability p.

Qα,β =

{
(1− p)2Sα,β if α 6= β

(1− p)Sα,β if α = β
,

Pα,β = (1− p)Sα,β ,

where S =
∑n
i=1 xix

>
i is the scatter matrix, α and

β index two features.

STRUCTURED DROPOUT
Feature templates: And God said, let ...
• Template 1: previous token type
• Template 2: next token type

Compute P and Q under structured dropout:
Randomly choose one active feature (type) to
keep, dropout all other features.

Qα,β =

{
0 if α 6= β
1
KSα,β if α = β

Pα,β =
1

K
Sα,β ,

where K is the number of feature types. There is
no free hyperparameter.
Shape of Q under different noises:

Eliminate matrix inverse for W = PQ−1!


