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Fast Easy Unsupervised Domain Adaptation with Marginalized Structured Dropout

Testing: Target

Middle English: 1100-1500

It was not until thel4th century—300
years later—that English became
dominant in Britain again. In 1399,

g Henry IV became the first king of
gland since the Norman Conquest
hose mother tongue was English. By
the end of the 14th Century, the
dialect of London had emerged as the
standard dialect of what we now call

Tratning: Source

1800AD-Present
Modern English

» The Industrial Revolution added a lot of
new words.

* The British Empire spread throughout
many countries adopting their words i
the English language.

* More people could read and write.

« Education, paper, and printing was very
wide spread.

Source:
And God said, Let ...
CC NNPVBD, VB ...

Example: Part-of-speech Tagging

Target:
And God seide, Liyt ...
CC NNP VBD, VB...

Middle Endlish.
P(Y|2) Features: Features:
» Mid said source spec » Mid seide target spec
Ps(Y|X) Pr(Y|X) » Prev_God cross domain » Prev_God cross domain
» Next Let source spec » Next Liyt target spec
> >
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Closed-form solution: W = PQ!,
with P = 2?21 Xz'f(iT and Q = 2?21 izi:

Marginalized Denoising Autoencoders [3]:
P=>",FExx],and Q= >, E[X;X; |
Learned representations: tanh(WX)

Compute P and ) under dropout noise:
For each feature of an instance, remove it with

probability p.

(:- — p)2sa,5 if o # [
(1—-p)Saps ifa=p"
I)a”B:::(l-_'ZOEsaﬂ37

where S = Y7 | x;x, is the scatter matrix, o and
$ index two features.

Qo =

STRUCTURED DROPOUT

Feature templates: And God said, let ...

o Template 1: previous token type

o Template 2: next token type

Bag-of-words representation
X1X2X3X4X5X(X7X8X9X1(0

Structured feature representation

X1X2X3XyX5XX7X8X09X10
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Compute P and Q under structured dropout:

Randomly choose one active feature (type) to

keep, dropout all other features.

0 if « #
Qa,ﬁ — iS £ —
T a3 1I & = 5
1
Poz,ﬁ — ESQ,B,

where K is the number of feature types. There is

no free hyperparameter.

Shape of QQ under different noises:

Standard dropout noise

Structured dropout noise

1| X X | X | X|X]X £l | X
f5 X X | X | X|X]X f5 X
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Eliminate matrix inverse for W = PQ~!!

Learn new sets of dense features:

Source Learned representations Target
xS xS xS x5 TxT
i1 1 X7 X5 X5 X fy
f2. 1 9 f,10.20.305 0.9 f
fsl1 1 1 £,/01010702 f3
fal1 £/050.10101 fi 1
11 f, 01040901 1 1
fe| 11 _____ xr{xgxgxf fe 1
fz) 1 f; 0.30.10.10.3 f7 1 1 1
fs| £ 0.30.2 0.4 0.3 ‘ fs 1 1
fo| ____________ f, 040.10204 fo 1
fio| £ 01080303 f10 1 1

Datasets: Tycho Brahe corpus (historical
Portuguese texts with 383 tags)

Dataset # of Tokens

Total Narrative Letters Dissertation Theatre
1800-1849 125719 91582 34137 O 0
1750-1799 202346 57477 84465 O 60404

1700-1749 278846 O
1650-1699 248194 83938 115062 49194
1600-1649 295154 117515 115252 62387
1550-1599 148061 148061 O 0
1500-1549 182208 126516 O 55692
Overall 1430528 625089 479243 315792

130327 148519 0

OO O O O

0404

Experiment setup:

o CRF tagger: 16 feature types, 372,902 features,
and 1572 pivots.

e Methods: baseline, PCA, SCL

o Parameters: decided with development data
on the training set.

Representation learning time:

mDA

Method PCA SCL

dropout structured

339

Time (sec) 7,779 38,849 8,939
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Marginalized Denoising Autoen-

Representation learning for domain adaptation:

o Structural Corresponding Learning (SCL) [1]

Brown Clustering

(marginalized) Stacked Denoising Autoen-

coders (SDA/mSDA) [2,3]

Latent Variable Models

Neural Probabilistic Language Model

EVALUATION: SAME ACCURACY, 25X FASTER!

Results:
1800- as source domain
1.08 ;
PCA —+—
SCL —«—
1.06 mDAwith dropout noise —+—
o mDA with structured dropout —=—
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Task baseline PCA SCL mDA

dropout structured

from 1800-1849
— 1750
— 1700
— 1650
— 1600
— 1550
— 1500
from 1750-1849
— 1700
— 1650
— 1600
— 1550
— 1500

89.12  89.09 89.69 90.08
90.43 90.43 91.06 91.56
83.45  88.52 87.09 88.69
37.56  87.58 88.47 89.60
89.66 89.61 90.57 91.39
85.58 85.63 86.99 88.96
94.64  94.62 94.81 95.08
91.98 90.97 90.37 90.83
9295 9291 93.17 93.78
93.27  93.21 93.75 94.06
89.80  89.75 90.59 91.71

90.08
91.57
88.70
89.61
91.39
88.95

95.08
90.84
93.78
94.05
91.71
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