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CHAPTER 1 

INTRODUCTION 

The capacity to understand and have trust in the results generated by models is one of 

the distinguishing characteristics of high-quality scientific research. Because of the 

significant impact that models and the outcomes of modeling will have on both our 

work and our personal lives, it is imperative that we have a solid understanding of 

models and have faith in the results of modeling. This is something that should be kept 

in mind by analysts, engineers, physicians, researchers, and scientists in general. Many 

years ago, picking a model that was transparent to human practitioners or customers 

often meant selecting basic data sources and simpler model forms such as linear 

models, single decision trees, or business rule systems. This was the case since 

selecting a model that was transparent required less processing power.  

This was the situation as a result of the fact that picking a model that was transparent 

to human practitioners or customers in general entailed picking a model. Even though 

these more easy approaches were typically the best option, and even though they 

continue to be the best option today, they are subject to failure in real-world 

circumstances in which the phenomena being replicated are nonlinear, uncommon or 

weak, or very distinctive to particular individuals. Despite the fact that they continue 

to be the best option, they are sensitive to failure in these kinds of scenarios. The 

conventional trade-off that existed between the precision of prediction models and the 

simplicity with which they could be interpreted has been abolished; nevertheless, it is 

likely that this trade-off was never truly required in the first place.  

There are technologies that are now accessible that can be used to develop modeling 

systems that are accurate and sophisticated, based on heterogeneous data and 

techniques for machine learning, and that can also aid human comprehension of and 
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trust in complex systems. These technologies can be used to construct modeling 

systems that can be found in the world today. In a nutshell, you no longer have to make 

a choice between accuracy and interpretability because it is now possible to have both 

of these qualities at the same time. 

This study provides definitions of essential words, covers predictive modeling and 

machine learning from an applied viewpoint, and presents the human and business 

reasons for the approaches. The issues that are most commonly encountered in business 

adoption, internal model documentation, governance, and validation need are the 

primary emphasis of this paper.  

This will assist practitioners make the most of recent and disruptive developments in 

the approaches of machine learning pertaining to debugging, explain ability, fairness, 

and interpretability. In addition to that, we will discuss an applied taxonomy for 

debugging, define techniques for ability, fairness, and interpretability, and present an 

overview of the vast array of software tools that are available for utilizing these 

methods. All of these topics will be covered in the next section.  

As a conclusion to the discussion of the techniques that have been described, a 

collection of open-source code examples is offered. This comes after the discussion of 

the fundamental limits and ways of testing for the methodologies. 

1.1 DEFINITIONS 

Interpretable, explanation, explainable machine learning or artificial intelligence, 

Interpretable or white-box models, model debugging, and fairness are some of the 

concepts whose definitions and examples are provided in this study to help aid in the 

facilitation of in-depth conversation and to remove any possible room for ambiguity. 

This study also aims to remove any possible room for misunderstanding. 
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1.1.1 THE CAPACITY FOR INTERPRETATION AS WELL AS THE 

PROVISION OF AN EXPLANATION 

According to Doshi-Velez and Kim's essay titled "Towards a Rigorous Science of 

Interpretable Machine Learning," the term "Interpretable" may be considered to 

indicate "the ability to explain or to present in understandable terms to a human." The 

field of machine learning provided the inspiration for this term.2 (In more recent times, 

and in agreement with the definition supplied by Doshi-Velez and Kim, the term 

Interpretable was commonly utilized as a more generic umbrella term. In this particular 

piece of research, we refer to the phrase in that very particular way. The word 

"Interpretable" is being used increasingly frequently in today's renowned academic 

circles to refer to modeling strategies that are readily apparent (as will be elaborated 

upon in greater detail below).  

Our operational definition of a good explanation may be "when you can no longer keep 

asking why," which is derived from the study "Explaining Explanations: An Approach 

to Evaluating Interpretability of Machine Learning". These two thorough 

characterizations of Interpretable and explanation tie explanation to some machine 

learning process being Interpretable and also provide a valid, abstract objective for any 

machine learning explanation assignment. In addition, the relationship between 

explanation and some machine learning process being Interpretable is established. In 

addition, both of these interpretations of Interpretable and explanation relate 

explanation to some machine learning process having the quality of being Interpretable. 

1.1.2 LEARNING ACCOMPLISHED BY MACHINES THAT IS 

COMPREHENSIBLE 

Explainable machine learning, which is also known as explainable artificial intelligence 

(XAI), often refers to post hoc analysis and methods that are used to interpret a 
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previously trained model or its predictions. To be even more specific, explainable 

machine learning is also known as explainable artificial intelligence (XAI). Explainable 

Artificial Intelligence is what is meant to be abbreviated as "XAI." The following are 

some examples of approaches that are often used: 

1.1.3 METHODS FOR THE GENERATION OF JUSTIFICATIONS FOR 

CODES 

To be more specific, locally Interpretable model-agnostic explanations (LIME), in 

addition to Shapley values.4,5 Visualizations illustrate the predictions made by models 

on both a regional and a global scale. Plots of individual conditional expectation (ICE), 

plots of accumulated local effect (ALE), plots of partial dependence in one and two 

dimensions, and decision tree surrogate models.6,7,8,9 XAI is also linked to a group of 

researchers at DARPA who appear to be particularly interested in enhancing the 

explanatory power of complicated pattern recognition models that are necessary for 

military and security applications. 

1.1.4 MODELS THAT MAY EITHER BE INTERPRETED OR ARE KNOWN 

AS "WHITE-BOX" MODELS 

Over the course of the past several years, an ever-increasing number of researchers 

have been developing new machine learning algorithms that are not only nonlinear and 

highly accurate, but also immediately Interpretable. These algorithms have been 

designed to improve the efficiency of machine learning. In addition, the concept of 

"Interpretable" has become more intertwined with the evolution of these new models. 

Some examples of newer Bayesian or constrained variants of traditional black-box 

machine learning models include explainable neural networks (XNNs),10 explainable 

boosting machines (EBMs), monotonically constrained gradient boosting machines, 

scalable Bayesian rule lists (11), and super-sparse linear integer models (SLIMs).12,13 
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The term "Interpretable" or "white-box" models will be used throughout this study to 

refer to several types of models, including traditional linear models, decision trees, and 

business rule systems. Due to the fact that Interpretable is now commonly related with 

the model itself, traditional black-box machine learning models such as multilayer 

perceptron (MLP) neural networks and gradient boosting machines (GBMs) are 

regarded to be uninterpretable in this research.  

Because explanation is now most commonly linked with post hoc procedures, 

unconstrained black-box machine learning models are generally also stated to be at 

least partially explainable by employing explanation strategies after the model has been 

trained. This is because explanation is most commonly connected with post hoc 

processes. This is due to the fact that explanation is most usually associated with post 

hoc procedures at the present time. Legitimate research projects into scientific 

assessments of model interpretability are also currently in the process of being carried 

out at this time. This is despite the fact that it is difficult to quantify.14 The fact that 

degrees may be quantified is suggestive of the notion that interpretability is not a 

completely binary or either/or quantity. The most open-ended white-box model and the 

most closed-off black-box model both have variable degrees of interpretability. As a 

result, there are varying degrees of interpretability that may be found between the two. 

When dealing with high-stakes applications or those that have an effect on humans, it 

is important to use models that are simpler to understand. 

1.1.5 MODEL DEBUGGING AND TESTING 

Putting through their paces the models that were developed by machine learning in 

order to bolster trust in the strategies and forecasts that were generated by the models. 

Model debugging may be done using a variety of methodologies, some of which 

include the following: 15 variants of sensitivity analysis (also known as "What if?" 

analysis), residual analysis, prediction assertions, and unit tests are just few examples. 
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Validating the accuracy and safety of machine learning models requires the application 

of these methodologies. In addition, the process of debugging should include the 

process of fixing any errors or vulnerabilities that are discovered inside the model. 

1.1.6 TREATMENT THAT IS FAIR 

This line of inquiry will concentrate the majority of its attention on the more 

fundamental concept of disparate impact, which may be characterized as "when a 

model's predictions are observed to be different across demographic groups, beyond 

some reasonable threshold, often 20%." This study will focus mostly on the idea of 

fairness, despite the fact that it is a subject that is extraordinarily intricate. In this 

context, the term "fairness techniques" refers to disparate effect analysis, model 

selection based on reduction of disparate impact, remediation techniques such as 

disparate impact elimination preprocessing and equalized odds postprocessing, as well 

as a number of other methods that are included in this study.  

Additionally, the term "fairness techniques" refers to a number of other methods that 

are included in this research.16,17 It is usual practice to attribute fairness methodology 

and research for machine learning, computer science, law, a range of social sciences, 

and governance to the organization known as Fairness, Accountability, and 

Transparency in Machine Learning (FATML). Their website provides a wide range of 

useful resources for practitioners, such as exhaustive lists of relevant research and 

advice for best practices. 

1.1.7 BOTH SOCIETAL AND ECONOMIC CONCERNS DRIVE EFFORTS TO 

INTERPRET THE RESULTS OF MACHINE LEARNING. 

The discipline known as "data science," which is now a hot topic of discussion, is 

simply a superset of the fields of statistics and machine learning, to which has been 

added some technology for "scaling up" to "big data." The selection of this superset 
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was determined more by commercial factors than by the progress made in academic 

research. If you go about selecting your choice in this fashion, there is a considerable 

risk that you will pass up the truly momentous intellectual event that will take place 

during the following half-century. These days, among many other applications, 

machine learning is used to make decisions about employment, bail, parole, and 

lending, all of which can have a considerable influence on an individual's life.  

Additionally, as more sectors of the economy embrace automation and data-driven 

decision making, it is anticipated that the use of artificial intelligence and machine 

learning models will become increasingly common. Because artificial intelligence and 

its most viable subdiscipline to date, machine learning, has such a wide range of 

applications that have the potential to cause significant disruption, we should heed the 

advice of Professor Donoho and focus first on the intellectual and social motivations 

for increased interpretability in machine learning. This is because artificial intelligence 

and its most viable subdiscipline to date, machine learning, has this potential. 

1.1.8 INSPIRATIONS FROM BOTH AN INTELLECTUAL AND A SOCIAL 

PERSPECTIVE 

Both intellectual and social motivations may be simplified down to a simple matter of 

trust and comprehension regarding an innovative and game-changing technology that 

brings with it the potential of unwanted repercussions. This may be the case if both 

types of incentives are considered together. The concepts and goals of trust and 

understanding are similar in some ways, but they are also unique from one another. 

There is some overlap between the ideals and goals of trust and understanding. There 

is a significant number of strategies that are advantageous for either one or the other 

that are documented in this study; however, some strategies are more suited than others. 

Trust in machine learning systems is primarily determined by a number of fundamental 

elements, the most important of which are the systems' accuracy, fairness, and security, 
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as demonstrated by their implementation of model debugging and other tactics for 

effect analysis and correction. Understanding may be attributed in great part to the 

openness of machine learning systems, which includes features such as readily 

Interpretable models and explanations for each option that a system takes. 

1.1.9 THE FAITH THAT PEOPLES HAVE IN MODELS CREATED BY 

MACHINE LEARNING. 

As consumers of machine learning, we have a duty to guarantee that any automated 

system that creates a decision that has an effect on us is safe, accurate, and has a 

minimum uneven distribution of the consequences of its actions. This is because 

machine learning has the potential to have a significant impact on the lives of people. 

The research on Gender Shades and the accompanying follow-up work offers an 

excellent demonstration of the issues and potential solutions that are linked with trust 

in machine learning. Both of these pieces of work were carried out after the first study. 

As a part of the Gender Shades project, an issue with accuracy and disparate impact 

was discovered in a variety of commercial facial recognition systems. After this 

discovery, the faults in those systems were patched. The degree of accuracy 

demonstrated by these face recognition algorithms was very variable for each 

individual, changing not just according to their gender but also according to the color 

of their skin.  

These cutting-edge models were not only inaccurate in a handful of specific situations, 

but they were also consistently inaccurate a larger number of times for females and 

those with darker complexion tones. After the researchers at Gender Shades brought 

these issues to the attention of the businesses that were the focus of their investigation, 

the businesses developed solutions such as the development of ethical criteria for 

machine learning projects and the creation of more diverse training datasets.  The vast 

majority of the cases, the final result was more accurate models with less of a 
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differential influence, which eventually led to substantially more dependable machine 

learning systems. Unfortunately, at least one well-known face recognition system has 

questioned the difficulties that have been brought up by Gender Shades, which is likely 

to have a detrimental influence on the confidence of the system with clients that utilize 

machine learning. 

Hacking and other types of hostile assaults that are directed against machine learning 

systems provide yet another broad and significant challenge to users' faith in these 

systems. In 2017, researchers found that even little modifications, such as adding 

stickers on street signs, can hinder machine learning systems from accurately 

identifying the signals.19 Clearly, these physically hostile actions, which need 

fundamentally very little knowledge in software development, have the potential to 

have devastating effects for society as a whole and have the capacity to be carried out 

with relatively little difficulty. Hackers with a higher degree of technical expertise are 

able to launch a wider variety of attacks against machine learning systems. These 

attacks can be of a variety of different types.20 It is easy to change models and even 

steal the training data that they utilize if one uses public APIs or other model endpoints. 

This is something that can be done.  

Therefore, another key stage in the process of gaining trust in machine learning is to 

verify that systems are safe and performing as intended in real time. This may be done 

by testing them. In the absence of Interpretable models, debugging, explanation, and 

fairness techniques, it can be very difficult to determine whether or not a machine 

learning system's training data has been compromised, whether or not its outputs have 

been altered, or whether or not the system's inputs can be changed to create decisions 

that are unwanted or unpredicted. Truth, justice, and safety are the three cornerstones 

around which trust is constructed, and there is an inextricable relationship between all 

of these qualities. If the data or the model can be altered at a later time without your 



 

10 | P a g e   
 

notice, then it doesn't matter how much testing you conduct to establish that a model is 

accurate and fair. If the data or the model can be modified, then it doesn't matter how 

much testing you do. It won't make any difference at all. 

1.1.10 FROM A HUMAN'S POINT OF VIEW, AN UNDERSTANDING OF 

MACHINE LEARNING MODELS 

Users of machine learning services also need to be aware of the particular process that 

lies behind each automated decision that could have an effect on them. This demand is 

being driven by two separate schools of thinking: the first is to make it simpler for 

people to learn from machines, and the second is to allow humans to dispute faulty 

judgments made by robots. Both of these schools of thought are working together to 

drive this need. The capability of providing an explicit explanation of the results 

obtained by machine learning is one of the most significant applications of technology 

that enable machine learning to be Interpretable. Humans are better able to grasp how 

decisions are made by machine learning algorithms when they are provided with 

explanations, which may satiate their natural curiosity or lead to novel types of data-

driven insights.  

Explanation helps machine learning algorithms to understand how human judgements 

are formed, which they may then mimic. The attractiveness of automated findings 

generated by machine learning models may be strengthened by providing a justification 

for those conclusions in the form of an explanation. This is likely the most important 

advantage of explanation. Consider the chance that you may incur unfavorable 

repercussions as a result of an inaccurate choice made using a black-box model. For 

example, you could be unjustly denied a loan or parole because of your decision. How 

would you explain the circumstances of your case in an appeal if you were uninformed 

of the procedure by which the model judgements were arrived at? According to the 

New York Times, in the year 2016, a man by the name of Glenn Rodriguez was serving 
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time in a prison located in the upstate section of the state when he was placed in this 

terrible situation. 

Because he did not have information about exactly why a proprietary black-box model 

was incorrectly suggesting that he remain in jail, he was unable to make a clear case to 

dispute that decision. As a result, he was unable to contest that judgment. It was 

impossible for him to challenge the verdict because of this. The inability to question 

automated judgements is a problem that is not some distant threat on the future but 

rather a threat that is already taking place. In the same line as the concerns that were 

revealed by the Gender Shades research. To our good fortune, we now have access to 

the tools that are required to adequately explain even the most intricate model 

conclusions. As soon as it is possible to secure both comprehension and trust, new 

possibilities for the use of machine learning become obvious. 

1.2 GUARANTEEING THE PROMISE OF MACHINE LEARNING 

One of the primary goals of the areas of data science and machine learning is simply to 

increase the extent to which our day-to-day lives may profit from increased degrees of 

automation, convenience, and organization. This is one of the most important 

aspirations for these two subjects. Even in this day and age, we are starting to see 

luggage scanners at airports that are totally automated, and our smartphones are always 

proposing new music to us (that we might actually appreciate). Customers will almost 

likely have the need to have a deeper grasp of these types of automation and 

convenience as they grow more common, and machine learning engineers will want 

more and better tools to debug these ever-present decision-making systems.  

Machine learning also holds the potential of providing rapid decisions that are accurate 

and objective when applied to circumstances in which an individual's life is in a state 

of flux. Theoretically, computers can use machine learning to make decisions that are 
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objective and data-driven in important circumstances such as criminal convictions, 

medical diagnoses, and college admissions; however, interpretability, in addition to 

other technological advancements, is required to guarantee the promises of correctness 

and objectivity.  

If extremely high levels of trust and understanding are not present in the decisions that 

are made by machine learning, there is no assurance that a machine learning system is 

not just relearning and reapplying long-held, regretstudy, and wrong human 

preconceptions. If this is the case, there is no guarantee that a machine learning system 

is not simply relearning and reapplying human prejudices. Without consideration of 

these aspects, there can be no assurance. There is also no guarantee that human 

operators or hackers have not forced a machine learning system into generating 

judgements that are deliberately biased or damaging. This is because there is no way to 

verify this. 

1.2.1 INTERESTS RELATED TO ONE'S OWN COMPANY AS A DRIVING 

FORCE 

Machine learning and predictive models, which are employed by corporations and 

other organizations, serve a wide variety of applications, each of which generates cash 

or provides value to the user in some way. A few examples of the uses of artificial 

intelligence include facial recognition, lending judgments, hospital discharge 

decisions, parole release decisions, and the development of personalized 

recommendations for new products or services. These are only a few of the many 

applications of artificial intelligence. Despite the fact that many of the fundamental 

principles of applied machine learning are consistent from industry to industry, the 

practice of machine learning in banks, insurance companies, healthcare providers, and 

other regulated industries is frequently quite different from the way that machine 

learning is conceptualized in popular blogs, the news and technology media, and 
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academia. This is the case even though many of the fundamental principles of machine 

learning are the same.  

The field of machine learning is relatively separate from it within the digital, 

ecommerce, FinTech, and internet industries, which are characterized by their superior 

technological capabilities and laxer regulatory oversight. In addition, there are a few 

key distinctions to be made between the two. Concerns regarding machine learning 

algorithms are frequently overshadowed by other issues when it comes to the 

application of machine learning in commercial settings. These other issues include 

talent acquisition, data engineering, data security, hardened deployment of machine 

learning apps and systems, managing and monitoring an increasing number of 

predictive models, modeling process documentation, and regulatory compliance. 

22 Organizations that are successful in traditional business as well as in modern digital, 

ecommerce, FinTech, and internet industries have discovered how to find a good 

balance between these competing corporate goals. Many organizations in the digital, 

ecommerce, and internet industries, in addition to corporations in the financial 

technology sector, have made the provision of online data and machine learning 

products the primary focus of their operations. These companies often have direct 

access to web-scale data warehouses, which may or may not have been gained in an 

ethical manner. This is because they operate outside of the bulk of official supervision, 

which prevents them from being monitored.  

Statistics, analytics, and data mining are often considered to be activities that are 

utilized on the fringe of larger, more established enterprises. Typically, these firms act 

in this manner in an effort to optimize either their profits or their utilization of various 

valued assets. Commercial motivations for interpretability vary from industry vertical 

to industry vertical for all of these reasons, but they generally center around improved 

margins for previously existing analytics projects, business partner and customer 
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adoption of new machine learning products or services, regulatory compliance, and 

reduced model and reputational risk. CDATA in spite of all of these factors, business 

motives for interpretability differ significantly between different industry verticals. 

1.2.2 DEVELOPING THE MANY METHODS OF ANALYSIS THAT ARE 

ALREADY KNOWN 

The present analytical processes for traditional commercial applications, which are 

usually subject to more stringent regulations, have the potential to be improved by 

machine learning. When compared to linear models that are more traditional yet highly 

Interpretable, this enhancement often manifests itself as an increase in the accuracy of 

the predictions made.  

Again, the application of machine learning can make it easier to integrate unstructured 

data in analytical processes, which can in many cases result in more accurate model 

outputs. This is one of the numerous benefits that can come from using machine 

learning. Many decision-makers and practitioners have a skeptical outlook on machine 

learning due to the prevalence of linear models as the primary approach for predictive 

modeling for such a significant amount of time.  

When nonlinear models, which are produced by training machine learning algorithms, 

are able to make more accurate predictions on data that has never been seen before, this 

frequently translates into greater financial margins. However, this is only the case if the 

model is approved by internal validation teams, business partners, and customers.  

Understanding and confidence in newer or more robust machine learning systems may 

be increased by using Interpretable machine learning models with debugging, 

explanation, and fairness procedures. This paves the way for the utilization of models 

that are not only more complicated but also have the potential to be more accurate than 

those that were previously accessible, which were linear models. 
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1.2.3 COMPLIANCE WITH ALL LEGISLATION THAT ARE APPLICABLE 

Having models that are intelligible, egalitarian, and available to examination is not only 

recommended, but in some areas of the banking industry, the insurance industry, and 

the healthcare industry, it is a legal requirement23. Because of the increased regulatory 

scrutiny, more conventional firms frequently have little option but to make use of 

procedures, algorithms, and models that are uncomplicated and simple to comprehend. 

This is because the regulatory environment has become more strict. This is essential in 

order to offer comprehensive documentation of the operations of internal system 

processes and to facilitate in-depth research by government authorities.  

Some of the major regulatory statutes that currently govern these industries include the 

Civil Rights Acts of 1964 and 1991, the Americans with Disabilities Act, the Genetic 

Information Nondiscrimination Act, the Health Insurance Portability and 

Accountability Act, the Equal Credit Opportunity Act (ECOA), the Fair Credit 

Reporting Act (FCRA), the Fair Housing Act, Federal Reserve SR 11-7, and the 

European Union (EU) Greater Data Privacy Regulation (GDPR) Study 22.24. These 

legal frameworks, which are crucial drivers in establishing what constitutes 

interpretability in applied machine learning, are prone to change over time or in 

reaction to shifting political winds. This is because these regulatory frameworks are 

essential in deciding what constitutes interpretability in applied machine learning. 

In the field of financial services—and likely in other fields as well—many different 

kinds of models are already being recorded, analyzed, and validated with the use of 

techniques that are comparable to those that are described in this paper. Machine 

learning and the reason codes or adverse actions notifications that are mandated by 

ECOA and FCRA for choices regarding credit lending, employment, and insurance in 

the United States are now being tested by a significant number of businesses. These 
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notices and codes are mandated for decisions regarding credit lending, employment, 

and insurance in the United States.  

When more modern approaches to machine learning are used to make decisions like 

these, the results of such judgements need to be communicated using the terminology 

of adverse action notifications. The Neuro Decision tool that was built by Equifax is an 

outstanding example of how to employ a limited machine learning technique (an MLP) 

to make predictions that are demonstrably more accurate than those produced by a 

linear model while still operating within a confined domain.  

This was accomplished by using an MLP to construct the predictions. Neuro Decision 

uses modified MLPs, which are considerably more accurate than ordinary regression 

models. These modified MLPs are also used to construct the adverse action letters that 

are needed by regulators to describe the thought process that went into a decision about 

credit lending.  

These models are utilized by Neuro Decision in order to carry out automated decision-

making about credit lending. Because Neuro Decision makes decisions with a higher 

degree of precision than traditional methods, it is possible that credit will be offered to 

a greater proportion of the market than was previously possible. This includes clients 

who have never before been granted credit. This would lead to an increase in margins 

that were previously linked with linear modeling methodologies, which would be the 

effect of this. The use of Shapley values and other related local variable importance 

approaches, both of which will be discussed further on in this study, can provide a 

useful method for ranking the significance of input variables to choices made by 

machine learning models and possibly generating customer-specific unfavorable action 

warnings. This can be accomplished in a practical manner, as will be shown in the 

following section of this study. 
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1.3 ADOPTION IN ADDITION TO RECOGNITION OF THE FACT 

In today's environment, firms that operate in the digital, ecommerce, financial 

technology, and internet domains generally view interpretability as a major but 

secondary concern. When it comes to the production of machine learning goods or 

services that are trustworthy and transparent, the burden that is now placed on firms 

that are less traditional and are frequently subject to less regulation is much less. This 

is because machine learning is making it easier to make these kinds of goods and 

services. Even though it may be essential to have transparency into complicated data 

and machine learning products for the purposes of internal debugging, validation, or 

business adoption, a large number of younger companies are not required by regulation 

to verify that their models are accurate, transparent, or nondiscriminatory.  

Even though this may be vital to have transparency into complex data and machine 

learning products for the purposes of internal debugging, validation, or business 

adoption. Businesses who are attempting to employ these technologies will find this to 

be a difficult obstacle to overcome. However, as the applications and systems that these 

companies develop (which are frequently based on machine learning) continue to 

transform from occasional conveniences or novelties into day-to-day requirements, the 

demand for accuracy, fairness, and transparency in these products is expected to rise 

among consumers as well as among government officials. This is because machine 

learning is frequently the foundation of the applications and systems that these 

companies develop. 

1.3.1 TAKING PREVENTATIVE MEASURES TO REDUCE THE RISK 

Hacking prediction APIs or other model endpoints and then making discriminating 

model judgements might be extremely costly for a company, both in terms of its 

reputation and its financial standing. This is true irrespective of the business sector in 
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which the company is active. ways for describing, debugging, and understanding 

models, in addition to ways for ensuring fairness, can assist relieve both of these risks. 

Methods for ensuring fairness can also help. There are a variety of published hacking 

approaches in the machine learning security literature, despite the fact that it appears 

that direct attacks of machine learning models are still rather unusual. Additionally, 

there are a variety of simpler insider attacks that can modify the results of your model 

to benefit a bad actor or restrict service to genuine consumers.  

These attacks can be carried out by anybody with access to the system.27,28,29 During 

white-hat hacking efforts, you are able to analyze your susceptibility to attacks such as 

adversarial example, membership inference, and model stealing by making use of tools 

such as explanation and debugging. This evaluation may help you determine whether 

or not you are vulnerable to these types of assaults. Employing fair models (such as 

learning fair representations, or LFR) or private models (such as private aggregation of 

teaching ensembles, or PATE) can be an effective active approach that can avert many 

assaults.30,31 Real-time disparate impact monitoring may also tell you of any data 

poisoning efforts that are attempted to change the behavior of your model in order to 

benefit or injure certain groups of persons. These efforts may be made in an attempt to 

aid or hurt particular groups of people. In addition, if your model is going to have an 

influence on humans, you need to make certain that the most fundamental checks for 

disparate impact are carried out.  

Even though your company cannot be punished for noncompliance with FCRA or 

ECOA, it still carries the danger of being disgraced in the media for employing a 

discriminatory machine learning model or exploiting the privacy of its consumers. 

Even though your company cannot be prosecuted for noncompliance with FCRA or 

ECOA, it still runs the risk of being shamed in the public. Be ready for the risk that a 

reputational harm in the media might result in clients moving their business elsewhere, 
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which will lead to actual financial losses if public knowledge of security vulnerabilities 

and algorithmic discrimination continues to spread. In this scenario, genuine financial 

losses will occur. 

1.3.2 DESIGNED WITH APPLIED PRACTITIONERS IN MIND, AN 

INTERPRETABILITY TAXONOMY FOR MACHINE LEARNING 

APPLICATIONS 

This part of the study outlines a taxonomy that is not just heuristic but also practical, in 

addition to being one that has already been described.32 This taxonomy will be used to 

assess the interpretability of a variety of typical techniques to machine learning and 

statistics that are applied in commercial data mining, analytics, data science, and 

machine learning applications.  

These approaches include machine learning, data science, and data science. The 

approaches are categorized in this taxonomy according to the following criteria: their 

potential to develop comprehension and confidence; the degree of difficulty they give; 

the global or local breadth of the information they provide; and the kinds of algorithmic 

frameworks to which they may be applied. 

The difficulty of analyzing the interpretability of machine learning approaches is one 

that is both complex and subjective. This is owing to the fact that there are technological 

challenges involved, as well as the fact that various user populations have diverse 

expectations and points of view. A huge variety of writers have taken on the challenge 

of organizing and categorizing a wide variety of overarching notions that are tied to 

interpretability and explanations. This is a work that has been attempted by a lot of 

people. Both "A Survey of Methods for Explaining Black Box Models" by Riccardo 

Guidotti et al. and "The Mythos of Model Interpretability" by Zachary Lipton are two 

examples of the sorts of study that have been done in this field.  
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Both of these works are examples of the kinds of research that have been done in this 

area. Some of the books that have been written on the topic include "Interpretable 

Machine Learning" written by Christoph Molnar, "Interpretable Machine Learning: 

Definitions, Methods, and Applications" written by W. James Murdoch et al., and 

"Challenges for Transparency" written by Adrian Weller. All of these books can be 

found on Amazon.com.37 Readers who have an interest in the topic are urged to 

continue their research in these further studies that are more specialized, in-depth, and 

nuanced. 

1.3.3 HAVING UNDERSTANDING WHILE ALSO HAVING FAITH 

Some approaches to enhancing interpretability put more of an emphasis on developing 

an understanding, while others aim to cultivate trust, and yet others develop both 

comprehension and trust simultaneously. Trust and understanding are two separate yet 

related concepts, although they are not orthogonal to one another. Both of these things 

are essential objectives for any project that includes machine learning. Understanding 

via transparency is necessary for human learners to derive benefits from machine 

learning, for automated system decisions to be contested, and for regulatory compliance 

to be attained.  

The approaches that have been discussed either provide transparency and accurate 

insights into the workings of the algorithms and the functions that they generate, or 

they offer significant information regarding the solutions that they offer. An enhanced 

degree of comprehension can be achieved by the application of either of these methods.  

The machine learning algorithms' verified accuracy, fairness, and safety all contribute 

to the building of confidence in these systems. The following approaches make it 

possible for users to analyze or verify the fairness, stability, and dependability of many 

components of machine learning. This allows users to increase their capacity to trust 
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machine learning algorithms, the functions they produce, and the replies they generate. 

This improves users' ability to trust machine learning algorithms. 

1.3.4 A SCALE FOR EVALUATING COMPREHEND ABILITY 

The level of complexity of a machine learning model is often found to have a strong 

correlation with the degree to which it may be comprehended. In general, the 

interpretation and explanation of a model get increasingly difficult as the complexity 

of the model rises and the number of constraints that it does not have increases. The 

Vapnik–Chervonenkis dimension, which is a more formal measure, as well as the 

number of weights or rules contained within a model are both useful ways that may be 

utilized in order to evaluate the amount of complexity that is exhibited by a model. On 

the other hand, doing an analysis of a model's functional form is of great assistance 

when it comes to commercial applications such as credit scoring. The following is a list 

that discusses the many functional forms of models and describes the degree to which 

these models may be interpreted in a number of distinct application contexts. 

1.3.5 FUNCTIONS THAT ARE MONOTONIC AND LINEAR HAVE HIGH 

DEGREES OF INTERPRETABILITY. 

The class of models that can most likely be analyzed in the greatest level of detail is 

the one that is composed of the functions that were produced by standard regression 

procedures. In this context, we refer to these models as "linear and monotonic," which 

means that whenever there is a change in any given input variable (or sometimes a 

combination or function of an input variable), the output of the response function 

changes at a defined rate, in only one direction, and at a magnitude that is represented 

by a readily available coefficient. This occurs whenever there is a change in any given 

input variable. Additionally, monotonicity makes it easy to reason about predictions in 

a way that is not just evident but may even be automated. This is because of the way 
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monotonicity organizes repeating patterns. For instance, if your request for a credit card 

is turned down by a credit lender, the lender will be able to clearly explain the reasons 

why it did not approve your request.  

This is due to the fact that the probability-of-default model that the lender utilizes 

typically makes the assumption that your credit score, the balances in your accounts, 

and the duration of your credit history are all in a linear relationship with your ability 

to pay your credit card payment. It is common practice to refer to these explanations as 

"adverse action notices" or "reason codes" when they are created in an automated 

fashion. Functions that are linear and monotonic play a significant role in the 

interpretability of machine learning. This is a crucial aspect of the interpretability of 

machine learning. Linear and monotonic functions, in addition to being highly 

Interpretable on their own, are also used in techniques that explain things, such as the 

well-known LIME approach. This is because linear and monotonic functions are highly 

Interpretable on their own. 

1.3.6 INTERPRETABILITY ON THE MEDIUM SCALE, CHARACTERIZED 

BY MONOTONIC AND NONLINEAR FUNCTION STRUCTURES 

Even though the great majority of machine-learned response functions are nonlinear, 

certain machine-learned response functions can be constrained to be monotonic with 

respect to any given independent variable. This is despite the fact that the vast majority 

of machine-learned response functions are nonlinear. Although there is no single 

coefficient that shows the change in the response function output generated by a change 

in a single input variable, nonlinear and monotonic functions do always change in one 

direction as a single input variable is changed. This is true even though there is no one 

indicator that signals the change in the response function output generated by a change 

in a single input variable. Despite the fact that there is not a single coefficient that 

adequately reflects the change, this is nonetheless the case.  
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In most cases, they make it possible to generate graphs that show how the variables 

behave as well as explanation codes and variable significance measures. Therefore, 

nonlinear response functions that are monotonic are fairly Interpretable, and they have 

the potential to be utilized in applications that are subject to regulation.  

In addition, monotonic nonlinear response functions have the potential to be employed. 

(Of course, there are machine-learned response functions that are linear but 

nonmonotonic, such as those that may be generated, for instance, by employing a 

technique known as multivariate adaptive regression splines (MARS). These functions 

could be useful for your machine learning project, and it's likely that they share the 

same medium interpretability characteristics that nonlinear monotonic functions have. 

1.3.7 FUNCTIONS THAT ARE BOTH NONLINEAR AND NONMONOTONIC 

YET ARE NOT EASILY INTERPRETABLE DESPITE THEIR COMPLEXITY 

The vast majority of methods for machine learning result in response functions that are 

nonlinear and nonmonotonic. Because their values can shift in either a positive or 

negative direction and change at a pace that is not constant in response to any alteration 

in an input variable, this group of functions is the most difficult to grasp.  

This is because their values can vary in either a positive or negative direction. Measures 

of the relative importance of the variable are, for the most part, the only traditional 

interpretability metrics that are offered by these functions.  

If you wish to analyze, explain, solve issues, and test these immensely intricate models, 

you should apply a combination of many different approaches, which will be described 

in the next sections of this study. Before deploying a nonlinear, nonmonotonic model 

for any application with high stakes or that impacts humans, you should also take into 

mind the problems connected with black-box machine learning in terms of accuracy, 
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fairness, and security. These issues might arise when the model is trained using only a 

black box. 

1.4 ACCESSIBILITY FOR INTERPRETATION ON BOTH A GLOBAL AND 

LOCAL SCALE 

On a regular basis, it is really necessary to interpret and analyze your trained model on 

a worldwide scale. In addition to this, it is essential to zoom into certain regions of 

either your data or your projections in order to obtain information about the local 

environment. Despite the fact that global interpretations are sometimes only very rough 

approximations, global measures assist us in comprehending the inputs and the 

complete modeled connection they have with the prediction aim.  

Nevertheless, global measurements can assist us in comprehending the inputs. With the 

assistance of local knowledge, we are better able to interpret our model as well as the 

predictions it generates for a single row of data or a series of rows that share comparable 

features. 

In certain instances, the information that is available locally may be more accurate than 

the information that is available globally. This is because smaller components of a 

machine-learned response function are more likely to be linear, monotonic, or 

otherwise well behaved than larger components. The reason for this is due to the fact 

that smaller components make up a lower percentage of the overall function.  

It is also quite likely that the best analysis of a machine learning model will be created 

by merging the findings of global and local interpretation strategies. This is due to the 

fact that global interpretation strategies are more comprehensive than local 

interpretation strategies. This is due to the fact that global interpretation plans are far 

more thorough than their local counterparts. In the next sections, we will use the 
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following descriptors to categorize the range of an Interpretable machine learning 

technique: 

1.4.1 ACCESSIBILITY FOR INTERPRETATION ON A WORLDWIDE 

SCALE 

Some methods to machine learning interpretability make it possible to do an all-

encompassing evaluation of machine learning algorithms, the results they produce, or 

the machine-learned relationships that exist between the prediction target(s) and the 

input variables across whole data partitions. Because these methods may also be used 

to machine learning interpretability approaches, it is now viable to accomplish this 

goal. 

1.4.2 THE POTENTIAL FOR VARIED INTERPRETATIONS DEPENDING 

ON CONTEXT 

A better understanding of tiny parts of the machine-learned connection between the 

prediction target (or targets) and the input variables may be gained through the use of 

local interpretations. A cluster of input records and the predictions that correspond to 

them are an example of one of these tiny areas. A decile of forecasts and the input rows 

that belong to them are another example. Individual rows of data are also included in 

this category. 

1.4.3 AVAILABILITY OF INTERPRETATION THAT IS NOT DEPENDENT 

ON THE UNDERLYING MODEL WHILE NEVERTHELESS CATERING TO 

THAT MODEL 

Techniques for determining model interpretability may also be classified according to 

whether or not they are model agnostic or model specific. strategies that are model 

agnostic can be utilized with a number of different machine learning algorithms, 
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whereas strategies that are model specific are restricted to being utilized with only one 

category or subcategory of algorithm.  

For instance, the LIME technique does not impose any constraints on the primary 

machine learning model and may be utilized to comprehend almost any given set of 

machine learning inputs in addition to machine learning predictions. On the other hand, 

the technique known as Tree SHAP is model specific.  

You can only use it with decision tree models since it is restricted to their use, therefore 

you cannot use it with any other type of model. Even though model-agnostic 

interpretability approaches are useful and, in some ways, excellent, they frequently rely 

on surrogate models or other approximations, which can result in a loss in the quality 

of the information that is supplied by these techniques.  

This can cause a reduction in the quality of the information that is provided by these 

strategies. Model-specific interpretation processes often include employing the model 

that is going to be interpreted directly, which might result in measurements that are 

potentially closer to the truth. 

1.4.4 TECHNIQUES THAT ARE TYPICALLY UTILIZED IN ORDER TO 

MAKE ROOM FOR INTERPRETATION 

For a considerable amount of time, there has been a wide selection of tried-and-true 

methodss accessible for the purpose of training Interpretable models and gaining 

insights into the operation and workings of models. Recent advances in research have 

led to the discovery of a substantial number of new opportunities. This section of the 

study examines a broad array of methods pertaining to machine learning, and it does 

so within the context of the recommended interpretability taxonomy for the field. The 

first topic that will be covered in this part is data visualization approaches.  
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This is due to the fact that having a good understanding of a dataset is the first step in 

validating, explaining, and having faith in models. After that, we will talk about several 

tactics for white-box modeling, which is a term that describes models whose inner 

workings can be understood even without any further information being provided.  

After that, we will talk about methods such as model visualizations, reason codes, and 

global variable significance measures that may be used to build explanations for the 

most complex types of predictive models. In this final part of the session, we will go 

through numerous ways for testing and debugging machine learning models to verify 

that they are both fair and study, as well as trustworthy.  

This will be accomplished by comparing and contrasting a number of different 

approaches. After going through this part and being familiar with the principles that are 

described there, you will be well on your approach to using Interpretable models and 

debugging, explanation, and fairness methods. 

1.5 EXPLORE EXPLAINABLE AI FOR TRANSPARENT DECISION 

MAKING 

Deep learning and other advanced machine learning models, such as neural networks, 

have made it feasible to develop forecasting and decision-making systems that are 

incredibly precise. These systems can now be designed because to advancements in 

technology. On the other hand, these models often operate as opaque black boxes, 

which makes it challenging to comprehend the decision-making processes they 

employ.  

This opacity raises the risk that stakeholders may not completely appreciate the 

variables that affect AI judgements or be able to spot any mistakes or biases. This 

enhances the difficulty level associated with prejudice, discrimination, and ethical 
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concerns. Specifically, this raises the risk that stakeholders may not be able to fully 

comprehend the variables that effect AI judgements.  

In addition to this, there is an increased possibility that those who have an interest in 

the outcome of AI decisions may not be able to completely comprehend the elements 

that influence AI decisions. In addition to this, it increases the possibility that those 

who have a stake in the matter will be unable to recognize any potential errors or 

prejudices that could be there. The creation of explicable artificial intelligence is the 

solution to these challenges. This type of AI develops techniques and procedures that 

make it possible for people to grasp, interpret, and have faith in the judgements that are 

made by AI systems. XAI makes an effort to deliver both transparency and 

understandability in its algorithms in order to bridge the gap that currently exists 

between human comprehension and the complexity of AI algorithms. XAI is an 

acronym for "Explainable and Transparent Artificial Intelligence."  

Users will have an easier time understanding how their data is being handled thanks to 

the algorithms developed by XAI. As a direct result of XAI's disclosure of the inner 

workings of AI models, users are provided with the opportunity to evaluate the 

reliability and fairness of AI systems. XAI's exposure of the inner workings of AI 

models. This chance has arisen as a direct outcome of recent research that has revealed 

the inner workings of several AI models. Both trust and responsibility are bolstered as 

a result of this factor's positive impact. This abstract takes a look at the many various 

applications of XAI that have been developed over the years in order to make the 

decision-making process more open to the general public and transparent to those 

involved in the process. Rule extraction, feature significance analysis, and surrogate 

modeling are a few examples of the methods that are applied in one of these approaches, 

which is known as model-agnostic XAI. Another one of these approaches is known as 

surrogate modeling.  
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By utilizing these many methods, this strategy places an emphasis on the post-hoc 

interpretability of the results. Despite the fact that users do not have access to the 

model's underlying architecture or secret data, they are nevertheless able to establish a 

knowledge of how AI models generate judgments by utilizing these methods, which 

enables them to acquire a knowledge of how AI models form judgements. This is 

because these strategies enable them to construct a knowledge of how AI models 

generate judgements. Changing the architecture of the model or the training process in 

order to incorporate interpretability components is one technique for XAI that may be 

adjusted to a specific model. This is only one example of a possible method for 

approaching XAI. This category of models includes the likes of rule-based models, 

decision trees, and attention processes, to name a few examples.  

Because of the usage of these models, it is now possible to demonstrate the process of 

decision-making in a way that can be comprehended with less effort than would 

otherwise be necessary. This was not previously possible. This abstract looks at how 

XAI is affecting a variety of sectors, including those in which it is vital to base 

judgments on good judgment, and it does so by analyzing how it is affecting those 

fields.  

Additionally, this abstract investigates how XAI is influencing a variety of enterprises. 

In the sphere of healthcare, for instance, diagnostic and treatment suggestions are 

increasingly being made with the aid of algorithms built using artificial intelligence. 

Because these algorithms are not transparent, there is a chance that issues may be made 

concerning the patients' right to safety, in addition to the patients' right to privacy and 

their right to justice.  

If they utilize XAI methodology, healthcare professionals working in the field may be 

able to interpret and validate decisions produced by AI systems. Because of this, any 

possible hazards would be reduced, since the health and safety of the patients would 
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always come first. In the field of finance, comparable AI-powered algorithms are used 

for risk assessment, investment advising, and credit rating. When faced with conditions 

such as these, transparent decision-making is very vital because individuals and 

organizations need to be informed of the reasoning behind the AI-generated solutions 

in order to ensure fairness and remove the chance of prejudice. Approaches that are 

based on XAI provide insight to stakeholders into the variables that drive AI decisions, 

which enables stakeholders to discover and fix any unfair or biased practices that may 

be taking place in the system.  

Within the parameters of the topic that we will be discussing at this meeting, we will 

also talk about the challenges and restrictions that XAI brings. In spite of the significant 

progress that has been made, it is still challenging to find a happy medium between the 

two goals of accuracy and interpretability. This is a challenge that has been faced by 

many researchers. Despite the enormous advances that have been achieved in this area, 

this continues to be a difficulty. Even if it may be more difficult to comprehend 

complex models, highly Interpretable models nearly never have the capacity to 

generate accurate projections. In addition, one of the ongoing challenges that must be 

surmounted is determining the appropriate level of explanation and making certain that 

end users are able to grasp explanations. This is one of the hurdles that must be 

addressed continuously. This is a difficult obstacle that has to be conquered.  

Artificial intelligence (AI) has fundamentally impacted a wide range of industries, from 

healthcare to finance, by streamlining procedures that were previously laborious and 

making it possible to generate more accurate forecasts. AI's influence can be seen in 

both of these areas. Both of these spheres have been affected by artificial intelligence's 

presence. Concerns have been raised, however, about the inability of artificial 

intelligence (AI) to be understood as well as its lack of transparency as the field of 

artificial intelligence (AI) continues to see significant expansion. The academic 
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discipline known as Explainable Artificial Intelligence, abbreviated XAI, came into 

being as a direct consequence of this development.  

This field of study primarily aims to provide light on the method by which AI systems 

come at their conclusions, which is the major purpose of this area of research. If we 

have a firm knowledge of the logic that underpins AI algorithms, we can assure that 

they are open to scrutiny, accounstudy, and impartial. In the end, this will assist develop 

trust and make it easier to make judgments based on more information that is available. 

In this introductory piece, we will discuss the applicability of XAI as well as its 

potential to bring about a paradigm shift in a variety of business sectors by making it 

possible to make decisions in an open and honest manner. In particular, we will 

concentrate on how XAI possesses the capacity to bring about change.  

The use of XAI has the ability to bring in a revolution across a wide variety of business 

sectors. The Urgent Need for Artificial Intelligence That Is Capable of Being Defended 

Traditional approaches to artificial intelligence, such as deep neural networks, are 

commonly referred to as "black boxes" due to the fact that they create outcomes without 

presenting any reasoning or explanations for the decisions that they make. Because of 

this, the phrase "black box" has been commonplace in recent years. Despite the fact 

that these models have the potential to have high rates of accuracy, there are significant 

problems associated with the lack of transparency that is associated with them. These 

worries are especially widespread in professions that have a lot riding on their 

outcomes, such as those in the medical and financial sectors.  

It is vital to have knowledge about how and why the AI arrived at a certain conclusion 

because there are a lot of circumstances in which decisions made by AI systems may 

have a substantial influence on the lives of other people. This is because there are a lot 

of situations in which decisions made by AI systems can have a significant impact on 

the lives of other people. Decision-making processes that make use of AI need to 
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comply to specific standards of transparency and fairness in order to fulfill the 

requirements set by laws and regulations. This is a requirement not just from an ethical 

stance, but also because it is a necessity from a practical standpoint. For instance, the 

General Data Protection Regulation (GDPR) that was passed by the European Union 

includes rules for the right to explanation.  

The presence of these protections ensures that humans are able to grasp the logic that 

lies behind automated decisions that have an influence on their life. In a manner that is 

parallel to this, an increasing number of legal frameworks and regulatory agencies are 

beginning to emphasize the relevance of explain ability, which underlines the demand 

for artificial intelligence systems to give explicit explanations for the results that they 

generate. This underscores the significance of explain ability, which highlights the 

requirement for artificial intelligence systems to offer clear reasons for the outcomes 

that they create. 

The various advantages that may be gained by having AI, which can be discussed If we 

accept AI techniques that are explainable, we may open the door to a broad range of 

advantages that go beyond the resolution of the legal and ethical concerns that have 

been emphasized. For example, if we embrace AI techniques that are explainable, we 

may open the door to a wide variety of benefits. For instance, if we use methods of 

artificial intelligence that can be explained, we could be able to gain access to a wide 

variety of benefits. The increased reliability of AI systems is one of the most significant 

benefits brought about by their employment, and it's also one of the most critical. When 

users know the rationale behind how a system arrived at its conclusion, they are more 

likely to accept the output of an AI system and be willing to apply it in decision-making 

processes.  

This is because users are more inclined to accept the result as accurate. This is because 

consumers have a greater sense that they are in control of the information that is being 
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provided to them by the system. This enhanced trust may be of particular use in 

businesses such as healthcare, which is increasingly reliant on AI to assist with medical 

diagnosis, treatment ideas, and drug research. This higher trust may be of particular use 

in industries such as healthcare. The benefits of this increased trust might be especially 

significant in several industries. To be more explicit, having a greater degree of trust 

can specifically prove to be quite advantageous in the United States. 

Explainable artificial intelligence (AI) may also aid in the process of detecting biases 

and prejudices that exist inside AI systems. This paves the way for the possibility of 

reducing the number of instances in which unjust results are produced. It is conceivable 

for biased judgments to be made accidentally as a consequence of biases in training 

data or algorithmic processes, which can then continue to perpetuate social inequity. 

These kinds of decisions can be made as a result of biases in training data or algorithmic 

processes. The implementation of XAI methodologies can assist shed light on the 

underlying components that contribute to these biases, which enables remedial steps to 

be done in order to ensure that all parties are treated in a fair and equal manner.  

The application of these methodologies may assist in shedding light on the underlying 

components that lead to these biases. There are many different applications and uses 

for artificial intelligence, all of which may be explained. Any form of artificial 

intelligence that is capable of being comprehended carries with it the possibility of 

wreaking havoc in a wide range of different business spheres. People that work in the 

healthcare profession, for instance, may use XAI in order to grasp the logic behind 

diagnoses offered by AI in order to better treat their patients. This instills in them a 

better feeling of confidence in their capacity to employ decision-making tools that are 

supported by AI, giving them a greater sense of security in their ability to do so.  

This has the potential to lead to better results for patients since it combines the most 

cutting-edge components of artificial intelligence with the expertise and experience of 
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people. An artificial intelligence that is easy to understand has the potential to improve 

the efficiency of fraud detection systems in the financial industry. If financial 

organizations offer comprehensive explanations for any transactions or discrepancies 

that have been flagged as perhaps suspicious, the institutions may be able to have a 

better understanding of how the choices are made by the artificial intelligence 

algorithms that they use to analyze customer data. In addition to identifying false 

positives and contributing to an overall improvement in the efficiency and precision of 

fraud detection systems, one of the potential advantages of utilizing this method is the 

reduction or elimination of investigations that are not absolutely necessary.  

In addition to this, there is the chance that the implementation of XAI will have a 

sizeable influence on the legal and regulatory frameworks that are in place all over the 

world. For instance, the capacity to explain can be beneficial to legal specialists in 

comprehending the issues that are offered by AI systems that produce legal counsel. 

This is because legal advice is typically very complex. It is likely that this will make it 

possible to conduct legal research in a more effective manner, so strengthening the 

capacities of legal experts and insuring that the legal process would be both fair and 

transparent. This is a possibility. 

1.6 TECHNIQUES FOR INTERPRETABLE MACHINE LEARNING 

Complex models such as ensemble models and deep neural networks (DNNs) are 

driving forward progress in the field of machine learning, which is being carried ahead 

by the astounding gains that are being achieved in the field of machine learning. These 

models are beneficial for a wide number of applications in the real world, such as the 

movie suggestions that Netflix provides, the neural machine translation that Google 

provides, and the speech recognition that Amazon Alexa provides. In spite of the fact 

that it offers a wide variety of advantages, machine learning is not devoid of its fair 

share of limitations and drawbacks. The most important concern is the lack of 
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transparency that underlies their behaviour, which leaves customers with a limited 

knowledge of how certain decisions are made by these models.  

Consider the fact that a highly developed self-driving car that is equipped with a 

number of machine learning algorithms does not slow down or brake when it comes 

into contact with a fire truck that is parked in a predetermined location. Because of this 

unexpected action, users may get frustrated and puzzled, which may prompt them to 

inquire as to why the behaviour occurred. Even more sadly, the wrong decisions can 

have catastrophic effects, particularly in the event that the car is moving at highway 

speeds and is about to collide with the fire truck. Future applications of intricate models 

in our society have been hindered due to concerns over the opaque nature of these 

models, particularly in sectors of our society that include vital decision-making such as 

autonomous autos. An Interpretable kind of machine learning might be a helpful tool 

in mitigating some of the negative consequences that these problems have.  

It gives machine learning models the ability to explain or communicate their behaviour 

to people in ways that are understandable a skill known as interpretability or explain 

ability; nevertheless, we will use these concepts interchangeably throughout the 

duration of this work. It gives machine learning models the ability to explain or 

communicate their actions to humans in ways that are intelligible. Interpretability is an 

essential component that must be present for machine learning models to be of greater 

value to human beings and for society as a whole to reap the benefits of these models. 

In order for these models to be useful, interpretability must be present. After reading 

an explanation, end users will have more confidence in systems that utilised machine 

learning, which will encourage them to make use of the technology. If developers and 

researchers working on machine learning systems are given the explanation that has 

been presented, they will have a better understanding of the problem, the data, and the 

reasons why a model might fail.  
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Because of this, the overall degree of safety provided by the system will ultimately 

improve. As a consequence of this, the academic and industrial communities are 

becoming increasingly interested in the interpretation of machine learning models and 

in getting insights into the working processes of these models. Specifically, this interest 

is being driven by the fact that machine learning models are becoming increasingly 

complex. In a broader sense, Interpretable methods of machine learning may be divided 

up into two separate groups: those with an intrinsic interpretability and those with a 

post-hoc interpretability. The moment in time at which interpretability is achieved 

serves as the dividing line between the two types of interpretabilities. The objective of 

establishing intrinsic interpretability can be partially attained by constructing models 

that are self-explanatory and that integrate interpretability directly into the structures 

of the models.  

The decision tree, rule-based models, linear models, attention models, and several other 

sorts of models are all part of the extended family that this category encompasses. On 

the other hand, the post-hoc one requires the creation of a second model in order to 

supply explanations for an already existing model. This is because the post-hoc one 

can't explain why the first model occurred. The fundamental difference that may be 

seen between these two categories is the compromise that must be made between the 

authenticity of the explanation and the precision of the model. Models that are 

intrinsically Interpretable may provide an explanation that is accurate and devoid of 

distortion, but they also run the risk of making predictions that are less accurate than 

they otherwise would be. Even while the correctness of the underlying model is 

maintained, the approximative capabilities of the post-hoc ones are severely 

constrained. 

In continuation with the categories discussed previously, we will now distinguish 

between two more types of interpretabilities, namely global interpretability and local 
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interpretability. The process of analysing an individual prediction produced by a model 

and attempting to comprehend the reasoning behind the choice that the model produces 

is referred to as "local interpretability." The term "global interpretability" refers to the 

ability of users to comprehend how a model functions on a global scale by studying the 

structures and parameters of a complicated model. If we use the DNN displayed in 

Figure 1 as an example, we may attain global interpretability by gaining an 

understanding of the representations that are being collected by the neurons at an 

intermediate layer. On the other hand, we may accomplish local interpretability by 

analysing the contributions of each feature in a specific input to the forecast that the 

DNN comes up with.  

 

Figure 1.1: An illustration of three different lines of Interpretable machine 

learning approaches, using DNN as an example: the intrinsic explanation, the 

post-hoc global explanation of a model, and the post-hoc local explanation of a 

prediction. 
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Source: Interpretability and Transparency in Artificial Intelligence, data collection and 

processing through by Brent Mittelstadt (2019)  

These two types each offer their own individual set of benefits to their respective users. 

It is possible that the capability of machine learning models to be globally interpreted 

might offer insight on the internal working mechanisms of these models, which would 

increase their transparency.  

The presence of local interpretability can be of assistance in tracing the chain of events 

that led to the relationship that exists between a specific input and the related model 

prediction of that input. People are able to have a greater degree of trust in a model and, 

accordingly, a forecast as a result of both of these factors. 

Research directions for Interpretable machine learning include the following: designing 

models that are intrinsically Interpretable (both globally and locally), developing post-

hoc global explanations, and developing post-hoc local explanations. Next, we will 

discuss the uses of existing methodologies as well as the challenges that they provide. 

In conclusion, we discuss some of the shortcomings of currently accepted explanations 

and provide some suggestions for moving in the direction of explanations that are more 

accessible to humans. 

1.7 INTRINSIC INTERPRETABLE MODEL 

One method for achieving intrinsic interpretability is to design models that are self-

explanatory and that incorporate interpretability directly into the structures of the 

models. These models could be constructed so that they don't require any explanation. 

These Interpretable models that have been constructed either have the potential to be 

understood on a global scale or have the capacity to offer explanations when they make 

particular predictions. 
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1.8 A MODEL THAT CAN BE INTERPRETED ALL OVER THE WORLD 

Models that are globally Interpretable can be constructed in one of two ways: they can 

be directly trained from data, as is common, but with interpretability criteria; 

alternatively, they can be derived from a sophisticated and opaque model. Both of these 

methods are described further below. 

1.8.1 THE PRESENTATION OF RESTRICTIONS CONCERNING THE 

MODEL'S CAPABILITY OF BEING INTERPRETED 

One approach that may be taken to improve the interpretability of a model is the 

introduction of interpretability restrictions as a potential method. Examples that are 

representative include the criterion of semantic monotonicity in classification models 

and the requirement of sparsity in model terms. In the context of this discussion, the 

term "sparsity" refers to the encouragement of a model to make use of relatively fewer 

characteristics for prediction, while the term "monotonicity" refers to the capacity of 

the features to have monotonic connections with the prediction. Both of these terms are 

related to the concept of "monotony." In a similar fashion, decision trees are pruned by 

trading their subtrees for leaves in order to encourage the formation of trees that are 

taller and deeper rather than broader and more uniformly spread. This is done in order 

to promote the growth of trees that can make better use of their available space. By 

placing certain limits on a model, not only is it made simpler to comprehend, but it also 

potentially becomes simpler to comprehend for the model's target audience. 

In addition, the incorporation of new semantically relevant limitations is likely to 

dramatically improve the interpretability of a model. In order to learn disentangled 

representations, for instance, Interpretable convolutional neural networks (CNN) 

implement a regularization loss in the top convolutional layers of CNN. As a 

consequence, the filters produced as a result are able to distinguish genuine things with 
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semantic significance. In yet another piece of research, which has the same name, a 

network is constructed out of the singular neuronal units, which are known as capsules. 

An active capsule's activation vectors have the ability to represent a broad variety of 

semantically aware concepts, such as the location and posture of a particular object.  

One example of such an idea is "position and posture." Because of this helpful quality, 

the capsule network can be understood by humans considerably more quickly. 

However, when limits are purposefully incorporated in models, there is usually a need 

to make trade-offs between the interpretability of the model and the accuracy of the 

predictions that it generates. Those models that provide more opportunity for 

interpretation may produce less accurate predictions when contrasted with those that 

leave less room for interpretation. 

1.8.2 EXTRACTION OF A MODEL THAT IS CAPABLE OF 

INTERPRETATION  

It is possible to go with the approach of using Interpretable model extraction, which is 

sometimes referred to as mimic learning. This is one of the available options. It's 

possible that the performance of the model won't need to suffer too much as a result of 

using this strategy. The objective of mimic learning is to emulate a difficult model by 

using an easily Interpretable model such as a decision tree, rule-based model, or linear 

model. This may be accomplished by using a technique known as "mimic learning." 

This is the rationale behind the practise of mimicking. As long as the approximation is 

close enough, the statistical elements of the difficult model will be reflected in the 

model, which may be analysed.  

At the end of the day, we are able to obtain a model that offers equivalent prediction 

performance and the behaviour of which is substantially easier to explain. For instance, 

the tree ensemble model may be reduced to a single decision tree if it were simplified. 
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In addition, a DNN is used to train a decision tree, which duplicates the input-output 

function recorded by the neural network, in order to communicate the information that 

is stored within the DNN to the decision tree. This is done in order to improve the 

accuracy of the information that is transmitted. Active learning is used as a form of 

training to avoid the decision tree from being unduly customised to the data. This is 

accomplished via the utilisation of active learning. These solutions take the initial 

model and transform it into a decision tree that possesses a better level of 

interpretability while still maintaining comparable levels of prediction accuracy. 

1.9 MODEL THAT IS CAPABLE OF BEING INTERPRETED REGIONALLY 

Creating models that can be interpreted locally often requires the building of more 

justified model architectures that can explain why a certain decision was made. This is 

the standard manner in which the procedure is carried out. Consumers are provided 

with an understandable reason for a specific forecast by means of locally Interpretable 

models, as opposed to globally Interpretable models. Locally Interpretable models 

provide customers some degree of transparency about what is going on inside a model, 

while globally Interpretable models do not. 

One example of a representational scheme is the employment of an attention 

mechanism [38, 4], which is frequently used in an effort to offer an explanation for the 

predictions made by sequential models such as Recurrent Neural Networks (RNNs). 

Through the display of the attention weight matrix for individual predictions, the 

attention mechanism offers users the benefit of being able to perceive which 

components of the input are being attended by the model. This is made possible by the 

fact that the attention mechanism has been designed. One of the many reasons why the 

attention mechanism is helpful is because of this very thing. Utilising an attention 

mechanism allowed for the problem of developing appropriate image captions to be 

resolved. In this particular case, a CNN is used to transform an input picture to a vector, 
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and an RNN that is outfitted with attention mechanisms is used so that descriptions 

may be created. Both of these components are connected via a layering network. 

 

Figure 1.2: A traditional machine learning pipeline using feature engineering, 

and a deep learning pipeline using DNN based representation learning. 

Source: Interpretability and Transparency in Artificial Intelligence, data collection and 

processing through by Brent Mittelstadt (2019)  

The model's attention fluctuates in order to reflect the right characteristics of the image 

as it goes through the process of forming each individual word. When the attention 

weights are finally visualised, it may become clear to humans what aspects of the model 

are being prioritised at the time of word generation. In a similar manner, a mechanism 

for attention has been included into machine translation. During the course of the 

decoding process, the neural attention module that was included in the neural machine 

translation (NMT) model assigns a variety of weights to the hidden states of the 

decoder. Because of this, the decoder is able to choose focus on different parts of the 

input phrase throughout each phase of the process of producing the output. Through 

the utilisation of a graphical depiction of attention scores, users were able to improve 
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their comprehension of the manner in which terms from one language are dependent 

on words from another language in order to produce an appropriate translation. 

1.10 POST-HOC GLOBAL EXPLANATION 

The purpose of machine learning is to have computer programmes automatically 

uncover useful patterns by examining huge volumes of training data, and then to 

incorporate that knowledge into the model's basic structures and parameters. This may 

be accomplished through the use of machine learning. The purpose of giving a post-

hoc global explanation is to offer a worldwide knowledge about what information has 

been received by these pre-trained models and to emphasise the parameters or learnt 

representations in a manner that is intelligible to people. In addition, the goal of 

providing a post-hoc global explanation is to provide a global understanding about what 

information has been obtained by these pre-trained models. We are able to extract 

equivalent explanatory paradigms from each category, which allows us to split the 

already available models into two categories: traditional machine learning pipelines 

and deep learning pipelines (see Figure 2 for more information). In the paragraphs that 

follow, we will talk about how to provide an explanation for the two distinct sorts of 

pipelines. 

1.11 AN EXPLANATION OF A MODELLING LANGUAGE LIKE MOST 

OTHERS 

The vast majority of conventional machine learning pipelines are based on a process 

referred to as feature engineering. This process transforms raw data into features that 

more correctly define the task that is being forecasted (for an illustration of this, see 

Figure 2). In the majority of instances, the features are capable of being understood, 

and the goal of machine learning is to map representations to outputs. We take into 

account a simple explanatory metric that has shown to be effective throughout the years 
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and is pertinent to the vast majority of models that are a part of the traditional pipeline. 

When decisions need to be made, this metric is referred to as feature importance, and 

it represents the statistical contribution of each feature to the underlying model. 

1.11.1 AN EXPLANATION THAT IS NOT DEPENDANT ON ANY SPECIFIC 

MODEL 

The idea of model-independent feature importance may be used in a broad sense to a 

wide variety of machine learning models. Instead, it treats a model as though it were a 

black box, which means that it does not investigate any of the model's internal 

parameters. One approach that is representative of the norm is referred to as the 

Permutation Feature Importance method. The core idea is that it is possible to ascertain 

the relevance of a specific feature to the overall performance of a model by determining 

the extent to which the accuracy of the model's forecast differs as a result of permuting 

the values of that feature. This may be done by evaluating the degree to which the 

accuracy of the model's prediction changes. This is the most important aspect to 

grasping how the system operates. To be more precise, if we assume that a model has 

previously been pre-trained with n features and that there is a test set, then the average 

prediction score of the model on the test set is p, and this score is also the baseline 

accuracy of the model. After giving the values of a feature that is utilised on the test set 

a slight reorganisation,  

We compute the average prediction score of the model utilising the new dataset. This 

process is carried out in an iterative way for each feature, and in the end, n prediction 

scores are given for n features based on the weights that are associated with each of 

those features. Then, we evaluate the significance of the n characteristics by looking at 

the percentages by which their scores drop in comparison to the precision p that was 

determined at the very beginning of the process. This approach to carrying out the tasks 

at hand comes with a number of distinct advantages. To begin, we do not need to 
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standardise the values of the hand-crafted qualities because it is not required for us to 

do so. Second, it is applicable to virtually all machine learning models that take as input 

hand-crafted features and may be generalised to work with such models. This is a big 

benefit to consider. Third, it has been proved that this method is both trustworthy and 

successful when it comes to its use, which is an important point to bring up. 

1.11.2 SPECIFICALLY APPLICABLE TO THE MODEL CLEARLY 

EXPRESSED THOUGHTS 

In addition, there are specific explanation methods that have been established for each 

of the different models. In the vast majority of cases, explanations may be found 

through the use of model-specific methodologies by studying the underlying structures 

and parameters of the model. Following this, we will go through how to provide feature 

significance for two distinct types of machine learning models. a generalised 

linearization of the models the general linear model (GLM) is constructed from a series 

of models that are linear combinations of input data and model parameters. These linear 

combinations are then fed into a transformation function, which is often a nonlinear 

function. GLM may be used to model many different kinds of regression, including 

logistic regression and linear regression, among others. By validating their weights and 

visualising them, users are able to acquire a knowledge of how a GLM functions.  

This is due to the fact that the weights of a GLM directly represent the value that is 

associated with the features. However, the dependability of the weights is called into 

question when certain features are not appropriately normalised and differ in the scale 

on which they are measured. This creates a situation in which the weights are not 

comparable to one another. As the feature dimensions grow very large, the 

interpretability of an explanation will degrade, which may be beyond the capability of 

humans to grasp. Tree-based models of ensembles and their components Tree-based 
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ensemble models, such as gradient boosting machines, random forests, and XGBoost 

are frequently beyond the comprehension of humans.  

There are a number various ways to determine how big of an influence each feature 

has, and each method has its advantages and disadvantages. The first approach entails 

determining the gain in accuracy that is produced by applying a feature to tree branches. 

This is done so that the method may be used appropriately.  

The justification for this is that there is a possibility that particular components would 

be misclassified if a new split isn't made to a branch for a feature before adding the new 

branch, but once the new branch has been added, there are two branches and each one 

is more accurate than the other. Calculating the relative number of observations that 

are connected to a feature in order to determine the feature's level of coverage is the 

second technique. The third method that may be employed is the counting of the 

number of times a certain feature is used to segment the data. This may be done in order 

to better understand the data. 

1.12 AN ANALYSIS AND CLARIFICATION OF THE DNN 

REPRESENTATION 

In contrast to conventional models, deep neural networks (DNNs) not only discover the 

mapping from representation to output, but they can also learn representations directly 

from raw data as can be shown in Figure 2. When compared to earlier versions, this is 

a substantial advancement. The explanation for DNNs relies mostly on making sense 

of the representations that are captured by the neurons that are situated in the 

intermediate layers of DNNs. This is due to the fact that the representations that are 

learned at a deep level are frequently unintelligible to humans. In the following few 

lines, an introduction to explanation approaches for the two subcategories of DNN that 

are considered to be the most essential, namely CNN and RNN, will be provided. 
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1.12.1 AN ANALYSIS OF HOW CNN DELIVERS ITS NEWS AND OTHER 

CONTENT 

There has been a recent increase in people's curiosity around the seemingly 

incomprehensible representations that may be seen at a variety of levels throughout the 

CNN network. The strategy that has proved to be the most effective and ubiquitous 

among the several approaches that can be used to interpret CNN representations is the 

one that involves discovering the inputs that neurons in a certain layer of a CNN find 

to be the most beneficial. This method may be used to interpret CNN representations. 

This is frequently represented using the activation maximisation (AM) framework 

which may be written in the following way: 

 

Where fl(x) is the activation value of a neuron at layer l for input x and R(x) is a 

regularizer. where fl(x) is the activation value of a neuron at layer l for input x. where 

the activation value of a neuron at layer l for input x is denoted by the symbol fl(x). We 

start with a random initialization, and then we optimise an image in such a way that it 

excites a neuron to the maximum extent that it is capable of. An iterative optimisation 

procedure is applied in order to get the desired level of detail in the image. During this 

stage of the process, the derivatives of the neuron activation value with respect to the 

image are utilised.  

A day will come when the visualisation of the created image will be able to tell what 

each individual neuron in the image is looking for inside its receptive region. In point 

of fact, we are able to perform this for each and every neuron, beginning with the input 

neurons in the very first layer and proceeding all the way up to the output neurons in 

the very last layer, in order to appreciate what is recorded as representations in each 
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successive layer. This is accomplished by starting in the very first layer with the input 

neurons and working our way up to the very last layer with the output neurons. 

The structure itself is basic; nevertheless, getting it to perform correctly offers a number 

of challenges, the most no study of which is the surprise artefact. It is likely that the 

process of optimisation will result in images that are not realistic and are instead full of 

noise and patterns with a high frequency. It is possible, in the absence of sufficient 

regularisation, to produce images that meet the optimisation aim to activate the neuron 

but are still unrecognizable. This is possible since there is a large searching space for 

pictures. This is because there is a massive amount of area available for searches. In 

order to resolve this issue, the optimisation process ought to be constrained by natural 

image priors in order to produce synthetic pictures that are comparable to natural photos 

as the end aim.  

To suggest hand-crafted priors, such as total variation norm, -norm, Gaussian blur, and 

others, some academics employ a heuristic technique. In addition, the optimisation 

might be made more consistent by employing natural picture priors that are of a higher 

degree of strength. These natural picture priors might be created with the use of a 

generative model, such as GAN or VAE, which translates codes from the latent space 

to the image spaces. Instead of directly improving the image itself, these methods 

optimise the latent space codes in order to find a picture that is capable of activating a 

particular neuron. This is in contrast to traditional image optimisation methods, which 

optimise the image itself. As a result of the outcomes of a number of different tests, it 

has been discovered that the priors that are produced by generative models may lead to 

significant improvements in the display of data. 

The visualization's findings provide a number of illuminating insights about CNN's 

representations, which are shown below. First, the network will learn representations 

at a number of different levels of abstraction, moving from general to task-specific as 
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it advances from the first layer all the way to the last layer. This learning process will 

take place throughout all of the network's layers.  Take, for example, the CNN that was 

taught using the ImageNet dataset as an example. Lower-layer neurons are in charge of 

identifying less complicated patterns, such as the edges and textures of things, and their 

job description includes those responsibilities.  

Neurons located in the intermediate layer are the ones that are in charge of the detection 

of different parts of objects, such as faces and legs. Neurons located in the upper layers 

of the brain have the ability to react to whole objects and even scenes. It is noteworthy 

to notice that the visualisation of the neurons in the final layer reveals that CNN 

contains a remarkable capacity to capture the global structure of an item in addition to 

the local properties and contexts of the object. This is demonstrated by the fact that 

CNN is able to do this.  Second, the complexity of neurons is demonstrated by the fact 

that the same semantic concept may be represented by several images, each of which 

may elicit a unique response from the neuron.  

For example, a neuron's ability to recognise faces can cause it to fire in response to 

either human or animal faces. This is true for both human and animal faces.  It is 

essential to bear in mind that this phenomenon is not exclusive to high layer neurons; 

rather, each layer of neurons comprises a variety of features. Keeping this in mind will 

help ensure that you do not become confused. The neurons that are located in higher 

levels of the brain are more intricate than the neurons that are located in lower layers 

of the brain. This would imply that when neurons go higher up in the brain, they become 

more resistant to large changes that occur within a category of inputs, such as colour 

and posture. The third component is that CNN is taught a distributed coding for the 

items it sees. Objects may be characterised by employing representations that are based 

on the elements that make up the object, and these individual pieces can be used across 

a range of different categories. 
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1.12.2 A STEP-BY-STEP EXPLANATION OF THE GRAPH 

REPRESENTATION OF RNNS 

In recent years, there has been a rise in interest not only in the numerous attempts that 

have been made to interpret CNN, but also in the unearthing of the abstract knowledge 

that is stored inside RNN representations (such as GRUs and LSTMs). This interest has 

been sparked by the advancements that have been achieved in the field of deep learning. 

In the process of examining the representations that have been learned by RNN, 

language modelling, which strives to predict the future token given its previous tokens, 

is frequently employed. This modelling seeks to predict the future token given its 

preceding tokens. Researches shown that RNN is capable of learning representations 

that might be of potential value. To begin, some study analyses the representations of 

the final hidden layer of a recurrent neural network (RNN) and studies the function of 

various units at that layer.  

Other research investigates the representations of the intermediate hidden layer. In 

order to do this, one must first conduct an analysis of the authentic input tokens that 

fully activate a unit. The tests demonstrate that the different components of RNN 

representations have the capability to encode complex language features such as 

syntax, semantics, and long-term relationships. These are but a few examples of the 

characteristics that RNNs are capable of recognising. An investigation of the 

interpretability of RNN activation patterns using character-level language modelling is 

one illustration of this type of research. According to the findings of this research, even 

though it is difficult to discover precise meanings for the majority of neural units, there 

are some dimensions in RNN hidden representations that are able to concentrate on 

certain language structures such as quote marks, brackets, and line lengths in a text. 

These structures are able to do so because of the fact that RNNs are able to learn from 

examples of real-world text.  
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The aforementioned examples are included in these linguistic traits. In a related piece 

of study, a word-level language model is used to analyse the linguistic qualities that are 

held by individual hidden units of RNN. The purpose of this research is to better 

understand how RNNs may be used to translate natural language into machine 

language. Another researcher was responsible for carrying out this research. The 

visualisations indicate that certain units are predominantly triggered by a certain 

semantic category, while others may represent a specific syntactic class or the 

dependency function of a particular unit. The visualisations also highlight the fact that 

certain components are interdependent on one another. Even more fascinating is the 

prospect that certain concealed units will carry over the activation values from previous 

time steps to the time steps that will follow. This provides an explanation for how RNN 

may pick up long-term dependencies as well as complex language properties. 

Second, the findings of the research indicate that an RNN is possible to acquire 

hierarchical representations by investigating the representations that are located at 

different hidden layers. The findings of the investigation led to this conclusion about 

the topic. On the basis of this observation, it is possible to draw the conclusion that 

RNN representations have certain characteristics with those of their equivalent CNN 

representations.  

An illustration of this would be the construction of a bidirectional language model with 

the use of a multi-layer LSTM. The investigation of representations at different levels 

of this model indicates that the representation at the lower-layer level is the one 

responsible for capturing information on grammatical structure that is independent of 

context. On the other hand, the encoding of context-dependent semantic information is 

the responsibility of higher-layer LSTM representations. Deep contextualized 

representations have the potential to be exploited in the execution of tasks that call for 

context-aware understanding of words. This is possible due to the fact that these 
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representations are able to interpret the meanings of words by making use of the context 

in which they are used. 

After getting a general understanding of the model, the next step is to zero in on the 

specifics of the model's behaviour at the local level and provide local reasons for the 

specific predictions we made. The purpose of giving local explanations is to determine 

the contributions that each attribute of the input has made towards a certain model 

prediction. This may be accomplished by analyzing the data and looking for patterns. 

Local approaches are frequently referred to as attribution methods because, in most 

instances, they attribute a model's choice to the characteristics that it accepted as input. 

This is because local techniques attribute a model's choice to the features that it took as 

input. In this section, we will start by addressing attribution methods that are not unique 

to any particular model, and then we will move on to investigate attribution approaches 

that are tailored specifically to DNN-based predictions. 

1.13 THE JUSTIFICATION UNCONNECTED TO ANY ONE MODEL IN 

PARTICULAR 

It is feasible to explain the findings of machine learning models of any sort by using 

methods that are model-agnostic. This is true independent of the manner in which the 

models were actually implemented.  They make it feasible to explain predictions by 

thinking of the models as black boxes, which enables explanations to be formed even 

when one does not have access to the underlying model parameters. This makes it 

possible for these models to be used in a way that makes it possible for predictions to 

be explained. This is a function that will come in very handy. Given that we are unable 

to provide any promises that the explanation will precisely represent the method in 

which a model gets at its findings, they do, however, come with a certain set of inherent 

hazards. These dangers arise from the fact that we are unable to provide any guarantees 

on the accuracy of the explanation. 
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1.13.1 AN EXPLANATION THAT IS PRIMARILY BASED ON LOCAL 

ESTIMATES 

The hypothesis that underpins the local approximation-based explanation is that the 

machine learning predictions in the region of a given input may be approximated by an 

Interpretable white-box model. This understanding forms the basis for the local 

approximation-based explanation. This serves as the jumping off point for the 

explanation that is based on local approximations. The Interpretable model does not 

need to function well on a global scale; nevertheless, it does need to be capable of 

closely resembling the black-box model in a confined area that is near to the location 

where the original input was. After this step has been completed, the contribution score 

for each feature may be determined by taking a white box representational look at the 

model's parameters. 

Some research operate under the presumption that the prediction about the 

neighbourhood of an instance may be characterised as the linearly weighted 

combination of its input attributes. This is the assumption that underpins these 

investigations. This is a presumption that is reached after the completion of specific 

studies. The attribution methods that are founded on this concept begin with the 

creation of an additional training set by taking a sample of the feature space that is 

situated in the close proximity of the instance. After that, a sparse linear model such as 

Lasso is trained utilising the data and labels that were automatically constructed by the 

computer. Although this approximation model performs locally in the same manner as 

a black box model, it is much easier to explore.  In conclusion, but certainly not least, 

it is possible to explain the prediction of the initial model by looking instead at the 

weights of this sparse linear model. 

Even the behaviour of a model on a small scale might be quite non-linear at certain 

periods; hence, linear explanations could lead to subpar performance. Because of this, 
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the non-linear connections that can be defined by models are the ones that are employed 

for the local approximation rather than any other type of relationship. For instance, by 

utilising if-then rules, it is possible to build an explanatory framework that is predicated 

on the utilisation of local approximation.  

The effectiveness of this framework in effectively describing non-linear behaviour has 

been demonstrated through a number of experiments carried out on a wide range of 

activities. More importantly, the rules that are developed are not specific to the example 

that is now being explained; rather, they usually generalise such that they may apply to 

a variety of other scenarios as well. 

1.13.2 AN EXPLANATION PRIMARILY CENTRED ON THE DISTURBANCE 

In this specific field of research, the overarching concept that serves as the foundation 

is predicated on the notion that the contribution of a feature can be estimated by 

observing how the prediction score varies whenever the feature in question is adjusted. 

This is done in order to account for the idea that the contribution of a feature may be 

calculated. It makes an effort to offer an answer to the following question: which 

components of the input, if they were kept secret from the model, would most 

significantly influence its prediction? The findings are frequently referred to as 

counterfactual explanations because of this reason. In order to determine the specific 

contributions made by each feature, the perturbation is applied to those features one at 

a time in a sequential fashion.  

The disturbance can be carried out in one of two ways: either by ignoring the feature 

entirely or by covering it up with something else. For the purpose of omission, a feature 

is explicitly erased from the input; nevertheless, this technique is impracticable in 

practise due to the fact that only a small number of models allow features to be 

designated as unknown.  



 

55 | P a g e   
 

With regard to the occlusion feature, the feature's value is altered to a reference value, 

such as zero for word embeddings or a certain grey value for image pixels. 

Nevertheless, occlusion raises a new concern with the prospect of additional data being 

given, which the model has the potential to use as a side effect [8].  

It is possible, for instance, that we will wind up producing evidence that is less than 

optimal for the grass category if we conceal a piece of an image by applying the colour 

green to it. Because of this, we need to exercise an extremely high degree of vigilance 

when selecting reference values so that we do not introduce any new pieces of evidence. 

1.14 A JUSTIFICATION WITH RELATION TO THE MODEL 

In addition, there exist explanation methods that have been devised specifically for a 

certain class of models. These explanation methods are not applicable to any other 

models. Following this, we will present a number of ways that are unique to DNN. In 

order to create explanations, these approaches assume the networks to be "white boxes" 

and make direct use of the internal structure.  

We divide them into three basic groups, which are as follows: methods that explore 

deep representations in intermediate layers, techniques that are based on back 

propagation in a top-down way, and approaches that are based on perturbation in a 

bottom-up approach. 

1.14.1 BACK-PROPAGATION IS THE METHOD BEING DESCRIBED HERE. 

Back-propagation-based approaches identify the gradient, or changes of the gradient, 

of a particular output with respect to the input by employing back-propagation in order 

to infer the contribution of features. Back-propagation-based techniques are used to 

train artificial neural networks. In the simplest of all possible scenarios, we are able to 

reverse the spread of the virus. 
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Figure 1.3: Local explanation heatmaps produced by (b) Back-propagation, (c) 

Mask perturbation, (d) Investigation of representations. 

Source: Interpretability and Transparency in Artificial Intelligence, data collection and 

processing through by Brent Mittelstadt (2019)  

A rise of decreasing intensity. It is assumed that a larger grain size indicates a more 

relevant relevance of a feature to a prediction, and the idea that this is the case is the 

assumption upon which the analysis is based. Back-propagating the relevance of the 

final prediction score to the input layer is one example of the types of signals that may 

be returned to the input layer by various techniques. Another example is discarding 

negative gradient values during the back-propagation process. These methods are 

included into a single unified framework, where each one is restated as a modified 

gradient function.  

This framework is the result of these methods being merged. This unification makes it 

easy to undertake extensive comparisons across the various techniques, and it makes it 
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simpler to design effective solutions utilizing modern tools for deep learning, such as 

TensorFlow and PyTorch. Approaches that are based on back propagation are 

particularly effective in terms of the implementation process.  

This is because they only require a limited amount of calculations in both the forward 

and backward directions. On the other hand, their heuristic nature is limited, and as a 

result, they could generate explanations of a quality that is less than sufficient. These 

explanations are unclear, and they place an emphasis on a number of factors that are 

not particularly significant, as can be seen in Figure 3 (b). 

1.14.2 A PERTURBATION  

That Is Not dependent on Any Model When working with an instance that has a high 

number of dimensions, the model-agnostic perturbation that was covered in the section 

that came before this one could be rather difficult to manage from a computational 

standpoint. This is due to the fact that they need to gradually wreak havoc on the input. 

On the other hand, it is possible to successfully create DNN-specific perturbation by 

utilizing mask perturbation and gradient descent optimization. The perturbation is 

formulated inside of an optimization framework in order to train a perturbation mask, 

which explicitly keeps the contribution values of each feature.  

This research is one of several that exemplifies this type of research. In order to learn 

the perturbation mask, this step needs to be taken. Note that the imposition of a variety 

of regularizations upon the mask is typically required by this framework in order for it 

to be able to give helpful explanations rather than stunning items. This is because the 

goal is to provide useful explanations rather than alarming objects.  

The production of an explanation still needs hundreds of forward and backward 

operations, despite the fact that the optimization-based framework has led to a large 

gain in efficiency as a result of the significant rise in productivity. It is possible to train 
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a DNN model to predict the attribution mask which will allow for a solution that is 

more computationally efficient. This may be done so that the model can be utilized in 

the process. After the mask neural network model has been obtained, just one forward 

pass is required in order to create attribution scores for an input. This is in contrast to 

the first phase, which required many forward passes. 

1.14.3 AN INQUIRY INTO THE DEEPLY MEANINGFUL 

REPRESENTATIONS 

In spite of the fact that the intermediate levels of the DNN may contain a plethora of 

information that may be analyzed, either the perturbation-based or the back-

propagation-based explanations ignore these levels. When it comes to doing attribution, 

some research do it in a way that is overtly concerned with the deep representations of 

the input. This helps to close the distance between them. Based on the finding that deep 

CNN representations capture the high-level information of input photographs in 

addition to their spatial structure, a guided feature inversion strategy has been offered 

to give local explanations. This approach was developed to give local explanations.  

This discovery is supported by the utilization of deep CNN representations as the 

underlying data source. In order to generate a fabricated image, this framework inverts 

the representations that are saved in higher layers of CNN. Simultaneously, it encodes 

the position information of the target object in a mask. Decomposition is an extra 

viewpoint that may be used to make use of the benefits provided by deep DNN 

representations. This viewpoint can be used in a number of different ways.  

For instance, the information flowing process of the hidden representation vectors in 

RNN models may be modeled, and then the RNN prediction can be deconstructed into 

the additive contribution of each word in the input text. This can be done by modeling 

the information flowing process of the hidden representation vectors.  
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Modeling the information-flowing mechanism of the hidden representation vectors is 

one way to achieve this goal. A quantitative assessment of the contribution that each 

individual word provides to an RNN prediction may be provided as part of the output 

of the decomposition. These two explanation models produce promising results across 

a variety of DNN architectures, which suggests that the intermediate information does, 

in fact, contribute significantly to the attribution.  

Additionally, deep representations act as a powerful regularizer, which enhances the 

possibility that the explanations effectively reflect the behaviors of DNN when it is 

being run under typical circumstances. This is because deep representations have a 

higher level of detail than surface representations do. As a consequence of this, the 

possibilities of unexpected artifacts being produced are reduced, and as a result, the 

explanations that are produced have a greater relevance. 

1.15 APPLICATIONS ARE READY TO BE SUBMITTED 

Interpretable machine learning has a wide range of potential applications in the modern 

world. The first three examples that we look at here are model validation, model 

debugging, and knowledge discovery. These are used as examples to illustrate a point. 

1.15.1 VERIFICATION AND ANALYSIS OF THE MODEL 

With the use of explanations, it may be feasible to assess whether or not a machine 

learning model has relied on the true evidence rather than the biases that are typically 

observed in training data. This may be done by comparing the results of the model to 

the original data. One approach to post-hoc attribution, for instance, involves doing an 

analysis on three distinct question-answering models. The attribution heatmaps show 

that these models typically ignore major features of the searches and instead base their 

assessments on unrelated ideas. This is demonstrated by the fact that these models 

regularly neglect significant aspects of the queries.  
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They further infer that the shortcoming of the models is owing to the inadequate 

training data, which may be considered as a contributing factor due to the fact that it is 

a contributing element. Altering the data used for training the model or incorporating 

inductive bias into the process of training the model are both possible solutions that 

might be used to fix this problem.  

On a more somber note, it has been hypothesized that the algorithms used in machine 

learning might be biased against certain groups depending on factors such as gender 

and race. It is possible that using interpretability as a tool would assist assess whether 

or not these biases have been included in models. This would ensure that models do 

not violate the ethical or legal limits that have been placed on them. 

1.15.2 MODEL INVESTIGATION AND EVALUATION 

Explanations may also be used as a tool for debugging and evaluating the behavior of 

models to identify why the predictions were produced when models make inaccurate 

or unexpected predictions. This can be done to determine why the predictions were 

made.  The term "adversarial learning" refers to an instance that is representative and 

comes from. When processing either inadvertently or purposefully produced inputs, 

recent research has demonstrated that machine learning models, such as DNNs, can be 

directed into providing erroneous predictions with high confidence.  

This can occur whether the inputs were constructed intentionally or unintentionally. 

This was demonstrated by the fact that these models can be taught to make inaccurate 

predictions, which is a compelling piece of evidence. On the other hand, locating these 

inputs shouldn't provide too much of a challenge for the general public. In this 

particular situation, explanation makes it simpler for humans to identify the potential 

defects in the models and study the reasons why the models may possibly be erroneous. 

The most important thing is that we may make use of human knowledge to develop 
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practical approaches to improve the performances of models and the reasonableness of 

their forecasts. 

1.15.3 THE PROCESS OF ACQUIRING NEW INFORMATION 

People are able to get new insights from machine learning models as a result of the 

explanations that have been offered since it enables them to have a greater appreciation 

for the decision-making process that computers go through. Having been provided with 

an explanation, the Realistic feedback might be obtained from specialists in the subject 

as well as from consumers who would really use the product. There is a possibility that, 

at some time in the future, new areas of research and new kinds of information that 

were previously hidden in the data may become visible.  

For patients diagnosed with pneumonia, for instance, a rule-based Interpretable model 

has been utilized to provide predictions on their likelihood of passing away [6]. If a 

patient has asthma, the risk that they would pass away as a result of pneumonia is lower, 

as stated by one of the rules that were generated from the model. It was proven to be 

accurate when patients who suffered from asthma were given more intense treatments, 

which resulted in improvements in the patients' results. 
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CHAPTER 2 

INTERPRETABLE MODELS 

The most straightforward method for achieving interpretability is to use only a small 

subset of the algorithms that are able to generate Interpretable models as this is the most 

straightforward technique. The decision tree, logistic regression, and linear regression 

are three examples of common statistical approaches that may be incorporated into 

Interpretable models. In the study’s that are to come, we will be focusing our attention 

on these various models. We won't go into a lot of detail because there is already a 

wealth of information available, such as books, videos, tutorials, studies, and more; 

instead, we'll focus on the essentials of the topic.  

This session will place a significant focus on providing an interpretation of the models. 

This book offers a more in-depth investigation into a variety of issues, including linear 

regression, logistic regression, further linear regression extensions, decision trees, 

decision rules, and the Rule Fit approach.  

In addition to that, it offers a list of other models that may be interpreted in different 

ways. All of the Interpretable models that are covered in this book, with the exception 

of the k-nearest neighbors’ method, are also able to be understood on a modular level. 

This is one of the many benefits of reading this book.  

The following study presents an outline of the many types of Interpretable models as 

well as the properties that are associated with each category. If the relationship that 

exists between the model's attributes and its objective is modeled in a linear fashion, 

one may say that the model itself is linear. When a model incorporates monotonicity 

constraints, it guarantees that the relationship between a feature and the intended 

outcome will always proceed in the same direction over the entirety of the range of the 
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feature: Depending on the direction in which the value of the characteristic is changed, 

the objective outcome will either always grow or always decrease if the value of the 

characteristic is increased. When attempting to conduct an analysis of a model, 

monotonicity is an essential component to take into account since it facilitates the 

simplification of our knowledge of a link.  

In order to accurately predict the end outcome, certain models are able to do so by 

automatically taking into consideration the ways in which the various qualities interact 

with one another. Any form of model may have interactions added to it by going 

through the process of manually designing the interaction features. Interactions can be 

beneficial to a model's predicted accuracy; but, if there are an excessive number of 

interactions or if they are overly intricate, this can be detrimental to the model's 

interpretability. There are models whose primary purpose is to do regression, some 

whose sole purpose is to perform classification, and yet others that perform both of 

these tasks. Based on the information included in this study, you are able to select an 

Interpretable model for your project that is suistudy for either regression (regr) or 

classification (class): 

2.1 LINEAR REGRESSION 

The predictions that a linear regression model generates about the target are created by 

assigning a weight to each of the features that are input into the model. The fact that 

the newly acquired relationship follows a linear pattern makes the data very easy to 

understand. Statisticians, computer scientists, and other professionals that deal with 

quantitative difficulties have been making use of models of linear regression for a 

lengthy amount of time. With the assistance of linear models, one is able to model the 

dependence of a regression target y on some features x. This modeling can be 

performed. The learned connections are linear, and in order to generate a representation 

of them for a single instance i, the following equation may be developed and used: 
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A weighted sum of an instance's characteristics will provide the outcome that is 

predicted for that instance. The feature weights or coefficients that have been learned 

are represented by the betas, which are indicated by the letter j. The first weight in the 

total is called the intercept, and unlike the other weights, it is not multiplied by any of 

the features. The intercept is a negative integer. The epsilon symbol () stands for the 

error that we consistently make, which may be conceptualized as the difference 

between the result that was expected and the one that really occurred. It is assumed that 

these errors adhere to a Gaussian distribution, which means that we produce errors in 

both the positive and negative directions, generate a significant number of minor errors, 

and generate a limited number of major errors. Additionally, it suggests that we 

generate a small number of huge errors.  

There are a number of various strategies that may be utilized in order to arrive at an 

estimate of the perfect weight. The strategy for finding weights that minimize the 

squared discrepancies between actual outcomes and estimated ones is called the 

ordinary least squares algorithm, and it is frequently used to fulfill the task of finding 

weights that meet the aforementioned criteria. 

 

"The Elements of Statistical Learning" 35 or any of the various online resources that 

focus on linear regression models. We will not go into great detail on the process of 

locating the ideal weights. The linearity of the models that are utilized in linear 

regression is the key advantage that comes along with the utilization of these models: 
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This makes the method for estimating easier to understand, and more importantly, these 

linear equations have a meaning that is clear on a modular level (that is, the weights). 

This is one of the key reasons why the linear model and all other models that are 

comparable to it are used so extensively in academic topics such as medicine, 

sociology, psychology, and a large lot of other fields that place an emphasis on doing 

quantitative research.  

For instance, in the area of medicine, it is not only crucial to foresee the clinical result 

of a patient, but it is also important to quantify the influence of the drug while 

simultaneously taking into consideration sex, age, and other factors in a manner that is 

Interpretable. This is important because the clinical result of a patient may have a 

significant impact on the patient's prognosis. Estimated weights are frequently 

accompanied with their associated confidence ranges.  

A confidence interval is a range for the weight estimate that encompasses the "true" 

weight with a certain level of certainty. This range is often referred to as a "confidence 

band." The range accounts for the "real" weight to a certain degree of precision. For a 

weight of two, for instance, a confidence interval with a level of 95% may fall anywhere 

between 1 and 3 of the possible outcomes.  

The following is an interpretation of the interval in question: If we repeated the 

calculation 100 times using fresh data each time, the confidence interval would contain 

the actual weight 95 times out of 100 times, supposing that the linear regression model 

is the right model to use with this particular data.  

Assuming that the linear regression model is the most appropriate model for the data, 

this would be the expected result. Whether or not the model is the "correct" model relies 

on whether or not certain assumptions are satisfied by the correlations found in the data. 

Linearity, normality, homoscedasticity, independence, fixed features, and the absence 
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of multicollinearity are some of the assumptions that are made here. Whether or not the 

model is "correct" relies on whether or not certain assumptions are met by the 

connections in the data. 

2.2 A ONE-TO-ONE OR LINEAR CONNECTION 

The fact that the linear regression model needs the forecast to be based on a linear 

combination of information is both its greatest strength and its worst restriction. The 

linear combination of information is both its greatest strength and its worst constraint. 

This is the model's greatest strength, but it also constitutes the model's biggest 

weakness. Understanding linear models is made simpler when the models themselves 

are linear. Naturally, one has the capacity to quantify and define linear effects. It is 

straightforward to differentiate between them due to the fact that their effects are 

additive. If you have cause to suspect that features interact with one another or that 

there is a nonlinear link between a feature and the objective value, you have the option 

of either utilizing regression splines or adding interaction terms to your analysis. Both 

of these approaches can be utilized. 

2.2.1 THE WAY THINGS ARE NOW 

It is to be anticipated that a normal distribution may be utilized in order to represent the 

connection that exists between the features and the outcome that is intended. In the case 

that this assumption is not validated, the confidence intervals that were generated for 

the feature weights will be devoid of any significance and cannot be used. 

2.2.2 HOMOSCEDASTICITY REFERS TO THE SITUATION IN WHICH THE 

VARIANCE IS CONSISTENTLY THE SAME. 

It is taken for granted that the variation of the error terms stays the same over the 

entirety of the feature space. Let's say for the sake of argument that you are interested 



 

67 | P a g e   
 

in calculating the cost of a house based on the amount of livable space, which is often 

expressed in square meters. You construct an estimate by employing a linear model, in 

which it is anticipated that the error around the predicted response will always have the 

same variance, despite the fact that the size of the residence may change.  

This notion is regularly debunked by evidence gleaned from the surrounding world. In 

the instance of the house, it is feasible that the range of error terms around the 

anticipated price is bigger for larger homes owing to the fact that prices are higher for 

larger houses and there is more room for price variations.  

This is because there is more room for price variations when it comes to larger houses. 

Consider that your linear regression model has an error of 50,000 Euros on average 

(this is the difference between the predicted price and the actual price). When you make 

the assumption of homoscedasticity, you are asserting that the standard deviation of the 

data is the same for structures that cost 40,000 dollars and homes that cost 1 million 

dollars. In other words, you are declaring that the variance of the data is consistent 

across all of the categories. Because taking this stance would indicate that we should 

be prepared for a decline in the value of our homes, it is not a rational position to take. 

2.2.3 INDEPENDENCE OR PERSONAL CONTROL 

It is reasonable to anticipate that each event will be able to be regarded as distinct from 

and unconnected to any other occurrences. When repeated measurements are collected 

of the same subject, as is the case when several blood tests are conducted on the same 

person, the data points cannot be regarded as being independent of one another. In order 

to conduct an analysis of data that is dependent, you will be required to make use of 

specific linear regression models such as mixed effect models or GEEs. If you use the 

"normal" linear regression model, there is a possibility that the model will direct you 

to incorrect conclusions. This is because the model cannot predict the future. 
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2.2.4 CONSISTENT ASPECTS OR QUALITIES 

The state of "fixed" applies to the various input options. They are referred to as "given 

constants" rather than statistical variables since statistics do not consider them to be 

changeable factors. It would appear from this that the measurements that were obtained 

were done so correctly without any errors. Making an assumption as unlikely as this 

one is not a good idea. If, on the other hand, you did not make this assumption, you 

would have to construct extremely intricate measurement error models in order to 

account for the measurement errors of the characteristics that you input. These models 

would be required in order to take into account the inputted data. You probably do not 

want to behave in such a way the vast majority of the time. 

2.2.5 A LACK OF MULTICOLLINEARITY IN THE DATA THAT WAS 

PRESENTED. 

You do not want to have characteristics that are significantly connected with one 

another since this makes it more difficult to estimate the weights of the qualities when 

you are weighing them. When there is a high correlation between two of the features, 

it can be difficult to establish which of the correlated qualities should be given credit 

for the effects. This is because the effects of the features are additive, therefore it is 

difficult to determine which of the correlated characteristics should be given credit for 

the effects. When there is a substantial connection between two of the features, it is 

therefore difficult to provide an accurate estimation of the weights that should be 

assigned to each of the features. 

2.2.6 EXPLANATION IN GREAT DETAIL 

The kind of feature to which a weight is allotted determines how that weight is 

categorized within the framework of the linear regression model. This categorization is 

dependent on the type of the feature. 
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 Numerical feature: a change in the predicted outcome caused by the weight of 

the numerical feature may be noticed when it is increased by one unit. One 

example of a numerical characteristic is the square footage of a house, which 

may be found in real estate listings.  

If a feature can only take one of two possible values for each occurrence, then we say 

that it has a binary representation since we can only express it using these two values. 

One feature that serves as an instance of this would be one that states "House Comes 

with a Garden."  

In many of the computer languages, the value 0 is used to denote the value that serves 

as the reference category; this may also be said of one of the values. For instance, "No 

garden" is one of the choices that may be selected. A change to the feature that makes 

it so it now belongs in the other group rather than the reference category will produce 

a shift in the predicted outcome, the magnitude of which will be decided by the weight 

of the feature.  

 a quality that fits into a great number of different categories: A property that 

possesses a fixed range of possible values that have been defined in advance. 

One example of this is the feature that is referred to as "floor type," which may 

have subcategories such as "carpet," "laminate," or "parquet." Another example 

is the term "floor material," which may include subcategories such as "tile" or 

"wood." The one-hot encoding is one approach that may be taken to address the 

challenge of juggling several categories. This particular method of encoding 

allots a distinct binary column to each of the categories. Because the Lth column 

would include duplicate information, you only need L-1 columns for a 

categorical feature that has L categories (for example, if columns 1 through L-

1 all have the value 0 for one instance, we know that the categorical 

characteristic of this instance belongs to category L). If this is the case, then the 
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interpretation of binary features is equivalent to the meaning of each category. 

When utilizing certain programming languages like R, for example, it is feasible 

to encode categorical traits in a variety of different methods, as will be seen in 

the next sections of this study.  

 To avoid being intercepted by a zero: The value 1 is assigned to every instance 

of what is referred to as the "constant feature," and the intercept is the feature 

weight that corresponds to this feature. The vast majority of software 

applications will, as a matter of course, routinely incorporate this "1"-feature 

into the calculation of the intercept automatically. The following is what we 

may deduce from this: The model prediction will be the intercept weight if all 

of the numerical feature values are made equal to zero and all of the categorical 

feature value categories are made equal to the reference categories. Because 

situations in which all of the feature values are equal to zero generally do not 

make any sense, the interpretation of the intercept is typically not significant in 

the majority of circumstances. The interpretation is the only one that makes 

sense once the attributes have been normalized (mean of zero, standard 

deviation of one). The intercept will indicate the result that has been forecasted 

for that scenario once all of the attributes have been measured and found to be 

at their respective means. 

By applying the following text templates, it is possible to automate the process of 

interpreting the features included inside the linear regression model. 

An Explanation of What Each of the Different Types of Numerical Features Means 

If the values of all of the other features are kept the same, then an increase of one unit 

in feature xk will result in an increase of k units in the forecast for y. 
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2.2.7 THE JUSTIFICATION FOR A PARTICULAR CLASSIFICATION OF 

CHARACTERISTICS 

transferring a feature xk from the reference category to the other category can result in 

an increase in prediction accuracy for y of up to k, provided that all other characteristics 

remain unchanged. This improvement can be done by transferring the feature. When 

evaluating linear models, the value of the R-squared statistic is yet another crucial 

indicator that must be taken into account. The value of the coefficient of determination, 

also known as R squared, will tell you what proportion of the total variance in the 

outcome you seek can be ascribed to the model. When the value of your model's R-

squared statistic is higher, this suggests that the model performs a better job of 

describing the data. Squared can be calculated with the help of the following formula: 

 

SSE is the squared sum of the error terms: 

 

SST is the squared sum of the data variance: 

 

The squared differences between the estimated and actual target values are what are 

utilized to determine the standard error of the estimate (SSE), which tells you how 

much variance is still there after fitting the linear model. The standard statistical test, 
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often known as the SST, is used to determine the total variance of the objective result. 

You may find out how much of your variance can be explained by the linear model by 

calculating the coefficient of determination, often known as the R-squared value. The 

value of R squared can range from 0 to 1, with 0 indicating that the model does not 

explain any of the data at all and 1 showing that the model explains every single item 

of variance in the data.  

R squared can also be negative, with a value of -1 indicating that the model does not 

explain any of the data at all. R-squared increases as the number of features in the model 

increases, even if those features do not carry any information at all about the target 

value. This is when things become tricky. Because of this, it is better to use the adjusted 

R-squared, which takes into account the whole number of characteristics that were 

integrated into the model. This is because the adjusted R-squared takes into account the 

total number of characteristics. The equation looks like this when completed: 

 

where p is the total number of characteristics and n is the total number of times those 

characteristics have been seen. It is futile to attempt to examine a model that has a very 

low (adjusted) R-squared since, in the big scheme of things, such a model does not 

explain very much of the variation that exists. It makes no difference how the weights 

are read because there is no use in trying to understand them. 

2.2.8 THE IMPORTANCE OF THE CHARACTERISTIC THAT 

The absolute value of a feature's t-statistic is one method in which the relevance of that 

feature may be evaluated within the context of a linear regression model. When 
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calculating the t-statistic, the estimated weight is what is utilized, and the estimated 

weight is scaled using the standard error. 

 

Let us look at what the following formula tells us about ourselves: The higher the 

significance of something, the more prominent its traits become as a result of that 

object's weight. It makes complete and utter sense. Because the projected weight has a 

larger fluctuation (which means that we are less sure about the real value), the relevance 

of the characteristic is related to the degree to which this is the case. This also follows 

perfectly from the previous statement. 

2.2.9 A CRASH COURSE IN 

In this particular example, we use the linear regression model to generate a prediction 

about the number of bike rentals that will take place on a certain day, taking into 

consideration both the weather and the schedule. This allows us to determine how many 

bike rentals will take place on a given day. Examining the anticipated weights of the 

regression helps us give an explanation for the data we have. Both numerical and 

categorical variables are included in this set of features. For each individual attribute, 

the study offers information on the estimated weight, the standard error of the estimate 

(SE), and the absolute value of the t-statistic (|t|). 

An explanation of how to interpret a numerical feature, in this case temperature, may 

be found as follows: An increase in temperature of one degree Celsius leads in an 

increase of 110.7 percent in the number of bicycles that are anticipated to be present. 

This increase occurs even when all other factors are maintained constant. The defining 
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characteristic of "weathersit" is broken down into the following categories and 

explained in more detail below: When compared to days with pleasant weather, days 

with rain, snow, or storms have an estimated number of bicycles that is -1901.5% 

fewer; this, of course, is on the premise that all other elements remain the same. If we 

make the assumption that nothing else about the circumstance changes, we may 

estimate that there will be 379.4 percent less people riding bicycles when it is foggy 

outdoors in comparison to when the weather is clear.  

With each and every interpretation, a notation saying that "all other features remain the 

same" is added. This is because of the properties that are shared by models that are 

founded on linear regression. One way to conceptualize the expected goal is as a linear 

combination of the different weights assigned to the attributes. In the case of a single 

feature, the estimated linear equation is a straight line in the feature/target space, but 

when there are many features involved, the equation becomes a hyperplane in this 

space. The weights are what decide the slope, or gradient, of the hyperplane in each of 

the directions.  

Slope and gradient are synonymous terms. One of the advantages of the additivity is 

that it allows one to interpret the influence of a single characteristic in a manner that is 

distinct from the interpretation of the effects of all of the other characteristics. As a 

result of the fact that the plus sign in the equation is combined with each of the feature 

effects (= feature weight multiplied by feature value), this is a distinct possibility. The 

interpretation completely ignores the combined distribution of the qualities, which is 

an unfavorable facet of the scenario. The resultant data points may be implausible or, 

at the very least, unlikely if just one of the characteristics is altered while the other stays 

constant. To provide just one illustration, it may be hard to achieve the aim of 

increasing the number of rooms in a house without also increasing the square footage 

of the home. 
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2.2.10 THE INSIGHT BEHIND WHAT YOU CAN SEE 

Because there are so many different ways that the linear regression model may be 

represented, it is possible for people to rapidly and readily understand it. Weight Plot 

A weight plot is a graph that may be used to demonstrate the information that is 

included in a weight study, namely the weight and variance estimations. A weight plot 

can be used to display the information in a number of different ways.  

The results of using the linear regression model from earlier in this piece are depicted 

in the graphic that can be seen below. The confidence intervals for 95% are presented 

in the form of lines, while the weights are displayed as individual points. The weight 

plot illustrates that adverse weather conditions such as rain, snow, and storms have a 

major influence that is harmful on the number of bikes that are predicted to be present 

at the event. 

This implies that the impact does not meet the criteria for statistical significance since 

the working day characteristic has a weight that is relatively close to zero and because 

the value zero is included in the 95% confidence range. The feature impacts were 

determined to be statistically significant, despite the fact that certain confidence 

intervals are rather narrow and estimations are fairly close to zero. One of these 

possibilities is the weather, namely the temperature.  

The complexity of the weight plot may be traced back to the fact that the attributes are 

measured on a wide variety of scales. In terms of the weather, the difference between 

perfect weather and weather that is rainy, stormy, or snowy can be precisely reflected 

by the predicted weight; however, it can only accurately reflect an increase of one 

degree Celsius in temperature. You might want to scale the features such that they have 

a mean of zero and a standard deviation of one before you fit the linear model. This 

will result in a closer approximation of the expected weights. 
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2.3 DIAGRAM OF THE CONSEQUENCES 

One is able to carry out an analysis that ends up producing results that are more 

pertinent to the question at hand when the weights of the linear regression model are 

multiplied by the actual feature values. If you convert from meters to centimeters for a 

feature that measures, say, a person's height, then the weights will be adjusted 

accordingly. This is due to the fact that the scale of the features is responsible for 

determining the weights. The weight, on the other hand, will not change, and the actual 

affects that are shown in your statistics will continue to be the same.  

Know the distribution of your feature within the data since having a very low variance 

means that almost all occurrences have a contribution from this characteristic that is 

quite comparable. In addition, it is essential to know the distribution of your feature 

within the data. It is consequently of the utmost importance to be familiar with the 

spread of your feature. It's possible that you'll have problems figuring out how big of a 

contribution the combination of weight and feature makes to the predictions found in 

your data. It's possible that the impact plot might provide some assistance to you. To 

begin, compute the effects, which may be defined as the weight per feature multiplied 

by the feature value of an instance. This will be your starting point. 

 

Boxplots are one method that may be utilized to generate a graphical illustration of the 

effects. The effect range that spans fifty percent of your data is represented by a box in 

a boxplot. This range, from the 25th to the 75th percentile, is shown in the box. The 

median impact is represented by the line that is positioned such that it goes vertically 

along the centre of the box. This indicates that some of the events have a lower 

influence on the forecast, but other occurrences have a higher influence on the 
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prediction. The distance between the horizontal lines is equal to 1.58 times the 

interquartile range (IQR), where the IQR is the distance that separates the 75% quantile 

and the 25% quantile. The data irregularities are shown by the dots.  

The effects of the categorical characteristics may be summed up in a single boxplot, in 

contrast to the weight plot, which assigns each category its own row to represent it. 

The feature effect plot illustrates, for each feature, how its impacts are distributed over 

the data. The magnitude of an impact can be approximated by multiplying the value of 

a feature by the weight associated with that characteristic. The temperature feature and 

the days feature, which captures the pattern of bike rentals over time, give the greatest 

contributions to the overall prediction of the number of bicycles that will be rented. 

Because of these amenities, there is a significant increase in the number of bicycle 

rentals. The weight that is given to the temperature in determining the outcome of the 

forecast might lie anywhere on a scale that is very broad.  

The day trend feature ranges from zero to large positive contributions since the first 

day in the dataset (01.01.2011) has a very minor trend influence, and the predicted 

weight for this feature is positive (4.93). This is because the predicted weight for this 

characteristic has been determined to be in the positive range. This suggests that the 

impact is growing stronger with each passing day, reaching its zenith on the last day of 

the dataset (31.12.2012) when the dataset was completed.  

It is essential to keep in mind that the instances that have a positive impact are those 

that have a negative feature value in the case of effects that have a negative weight. 

This is the case in the case of effects that have a negative weight. For instance, days 

with high wind speeds are the ones that have a larger possibility of having a substantial 

detrimental effect owing to the wind. This is because high wind speeds tend to carry a 

bigger amount of airborne pstudys with them. 
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2.3.1 GIVE AN ACCOUNT OF THE REASONING BEHIND EACH 

PREDICTION. 

To what extent did each aspect of the example contribute, individually and collectively, 

to the success of the prediction? Calculating the effects that will be caused by this 

particular occurrence is the best way to find the answer to this question. An 

interpretation of instance-specific effects will make perfect sense only when it is done 

in regard to the effect's distribution over each feature. The forecast that the linear model 

produced for the sixth occurrence of the bicycle dataset piques our attention, and we 

would appreciate it if you could provide an explanation for it. The following is a list of 

the feature values that are possessed by the instance. 

To get this instance's feature effects, we must first multiply this instance's feature values 

by the relevant weights from the linear regression model. Only then will we be able to 

extract the feature effects. After then, and only then, will we have the ability to isolate 

the feature impacts. The effect is calculated to be 124.9 for the "WORKING DAY" 

value, which is the feature that correlates to "working day." The result, in degrees 

Fahrenheit, is 177.6 when compared to the temperature in degrees Celsius, which is 

1.6. We add the individual impacts in the form of crosses to the effect plot so that we 

can see how the effects are scattered throughout the data. This allows us to understand 

how the effects are distributed. Because of this, we have the ability to compare the 

particular affects with the overarching pattern of effects that can be observed in the 

data. 

The impact plot for one instance provides an illustration of the effect distribution and 

focuses attention on the impacts that are pertinent to the case that is being discussed. 

The number 4504 is what we get if we take the average of the predictions that were 

made for each of the distinct instances of the training data. In comparison, the forecast 

for the sixth occurrence is relatively conservative, as there are only 1571 bicycle rentals 
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expected to take place during this time period. The problem may be understood by 

following the chain of causes and effects. The boxplots present an illustration of the 

distributions of the effects for each instance of the dataset, whilst the red crosses present 

an illustration of the affects especially for the sixth example.  

The temperature that day was just two degrees, therefore the sixth occurrence has a low 

temperature impact (and bear in mind that the weight of the temperature characteristic 

is positive). Specifically, the impact was low since the temperature that day was just 

two degrees. This is due to the fact that the temperature on this day was significantly 

lower than it was on the majority of previous days. This specific data instance is from 

the beginning of 2011, which is five days, and the trend feature also has a positive 

weight; hence, the influence of the trend feature known as "days_since_2011" is small 

in comparison to the effects of the other data cases. 

2.3.2 THE CODING OF INDIVIDUALLY DISTINGUISHABLE TRAITS 

Encoding a categorical feature may be done in a number of different ways, and the 

method that you select to use will determine how the weights are interpreted in the final 

product. The treatment coding that is employed in linear regression models is the 

standard, and in the majority of cases, it is sufficient on its own. When various 

encodings are employed, a single column that contains a category feature can be 

utilized to construct numerous design matrices at the same time.  

In this part of the study, we will go through three different encodings; however, there 

are many more options accessible. The sample that was used consists of a total of six 

unique occurrences, and it also has a category feature that is composed of three distinct 

categories. In the first two instances, the quality is classified as belonging to category 

A; in the third and fourth instances, it is classified as belonging to category B; and in 

the fifth and sixth instances, it is classified as belonging to category C. 
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2.3.3 THE TREATMENT'S CODING SYSTEM 

The estimated difference in the prediction provided by one category in comparison to 

another category that acts as a reference determines the weight that is given to each 

category in the process of treatment coding. The intercept of the linear model is the 

value that corresponds to the mean of the reference category when all other features of 

the data remain unchanged. The first column of the design matrix contains the intercept, 

which never deviates from the value 1, and is situated there. Instance i will have a value 

in column two that corresponds to its membership in category B, and the value of 

column three will indicate whether or not it is a member of category C. Because doing 

so would cause the linear equation to become excessively complicated, adding a 

column for the category A is pointless because it would make it impossible to get a 

single answer for the weights. It is necessary to be aware that a given event does not 

come within category B or category C in order to satisfy this requirement. 

 

THE CLASSIFICATION OF EFFECTS 

The estimated y-difference between the relevant category and the overall mean is used 

to compute the weight that is allocated to each category if all other characteristics are 

set to zero or the reference category. The first column may be used to create a first-

order approximation of the intercept. The weight 0 that is linked with the intercept 

represents the overall mean, and the weight 1 that is associated with column two 
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represents the difference between the overall mean and category B. The intercept and 

column two are both tied to the overall mean. The cumulative effect of category B is 

represented by the sum of -1 and -1. The meaning of "category C" may be understood 

in the same manner as the previous meanings. The overall effect is represented by the 

sign 0 (1 + 2), whereas the difference between the overall mean and the reference 

category A is represented by the symbol (1 + 2). 

 

DUMMY CODING 

It is assumed that all other feature values are either zero or the reference category when 

calculating the estimated mean value of y for each category, which is represented by 

the symbol. This allows the mean value to be determined more accurately. Take notice 

that the intercept has been omitted from this equation in order to simplify the process 

of finding a single solution for the linear model weights. This was done so that the 

process could go more quickly. 
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2.3.4 DO LINEAR MODELS CREATE GOOD EXPLANATIONS? 

It is obvious that linear models do not provide the most effective explanations because 

these features, which constitute an accepstudy explanation and are discussed in the 

study labeled "Human-Friendly Explanations," make it plain that linear models do not 

produce the most effective explanations. They are contrastive, but the instance that acts 

as the reference is a data point in which the numerical characteristics are equal to zero 

and the categorical features are at their respective reference categories.  

In this data point, the reference instance. This is often an artificial occurrence that is 

devoid of any importance and has an extremely low probability of occurring in either 

your data or in real life. One item sticks out as a nostudy departure from the norm: The 

reference instance is the data point at which all of the features take on the value of the 

mean feature if all of the numerical features are mean centered (feature minus mean of 

feature) and all of the categorical qualities are effect coded.  

In other words, the reference instance is the data point at which all of the features take 

on the value of the mean feature. It is possible that this is another illustration of a data 

point that does not exist; nevertheless, it may at least be a more likely situation or have 

larger relevance. In this specific setting, the contribution to the predicted outcome that 

differs from the "mean-instance" may be understood by multiplying the weights by the 

feature values (also known as the feature effects).  

Selectivity is an extra component that must be present for an appropriate explanation, 

and it is feasible to get selectivity in linear models by utilizing fewer features or by 

training sparse linear models. An adequate explanation must also include selectivity. 

On the other hand, linear models do not by default and automatically supply any chosen 

reasons. If the linear equation is a suistudy model for the relationship between the traits 

and the result, then linear models will offer honest explanations.  
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Having said that, this is only true if the models are applied in the appropriate manner. 

When there are more non-linearities and interactions, the accuracy of the linear model 

will diminish, and the explanations will become less genuine. This is because the model 

cannot account for the complexity introduced by the non-linearities and interactions. 

When there is linearity involved, the explanations are simplified so that they are easier 

to grasp and more general. I believe that the fundamental reason why people choose to 

explain relationships using linear models is because of the inherent linearity of the 

model. This is the primary reason why individuals opt to utilize linear models. 

2.3.5 MODELS FOR LINEAR DATA THAT IS SPARSE 

Do you not agree with me that each example of a linear model that I have chosen 

appears to be well ordered and well done? In point of fact, though, you may have 

hundreds or even thousands of traits available to choose from, rather than just a select 

handful. Where do your models stand with regard to linear regression? The degree to 

which interpretation is possible drops. It is even possible that you may find yourself in 

a situation in which there are more characteristics than occurrences, and you would be 

unable to fit a simple linear model in any manner, shape, or form. This scenario would 

leave you with no choice except to accept the situation as it is. The reassuring news is 

that linear models may have sparsity—which is defined as having few features—added 

to them using a variety of different approaches. This can be done. 

2.3.6 A ROPE OR LASSO. 

It is possible to simply and automatically add sparsity into the linear regression model 

by making use of the Lasso method, which is a highly practical technique. The "least 

absolute shrinkage and selection operator" (also known as "lasso") is an algorithm that, 

when incorporated into a model for linear regression, enables feature selection as well 

as the regularization of the weights that are assigned to the features that were chosen. 
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Let us examine the problem of minimization that the weights are attempting to solve 

by optimizing: 

 

Lasso adds a term to this optimization problem. 

 

The term ||β||1, When the L1-norm of the feature vector is used, the use of large weights 

will result in a penalty being applied. Because the L1-norm is being employed, a 

significant portion of the weights are having an estimate of 0 assigned to them, while 

the other weights are having their values decreased. The value that should be entered 

for the lambda parameter  

(λ) controls the amount to which the regularizing effect is performed, and cross 

validation is utilized in the majority of instances to make adjustments to it. When 

lambda is sufficiently enough, the value of several weights will equal 0 for the first 

time. There is a graphical depiction available that shows how the feature weights 

change as a function of the penalty term lambda. The following graph presents a curve 

that illustrates how each unique feature weight is represented by a curve. 

As the total amount of the weights continues to increase, a weight estimate that does 

not equal zero is being assigned to a lower and less percentage of the attributes. These 

particular curves also go by the moniker regularization routes in some circles. The total 

number of weights that are not zero is shown by the number that is presented above the 

graph.  
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Which of the many different values that may be used for lambda should we choose? If 

you think of the penalization term as a tuning parameter, then you can use cross-

validation to find the value of lambda that produces the least amount of model error. 

This may be done by comparing the models with and without the penalization term. 

Lambda may also be viewed as a parameter that determines how easily the model can 

be interpreted. This is yet another alternative. The harsher the penalty, the fewer 

features will be included in the model (due to the fact that their weights will be set to 

zero), but the model will be easier to understand because it will be more 

straightforward. 

2.3.7 ADDITIONAL ADVANTAGES 

The process of making forecasts is simplified when those predictions are represented 

as a weighted total inside the modeling. This makes it easier to understand. In addition, 

because of Lasso, we are able to ensure that the total number of features that are 

incorporated is maintained to a bare minimum. A significant number of people choose 

to analyze data with the linear regression model.  

This suggests that it is commonly accepted as being legitimate for use in predictive 

modeling and forming inferences in a number of settings due to the fact that it has been 

mentioned here. There is a substantial quantity of accumulated information and 

experience, which consists of instructional materials on linear regression models and 

software implementations. This knowledge and expertise has been acquired over a long 

period of time. R, Python, Java, Julia, Scala, and JavaScript are all examples of 

programming languages that come with their own unique implementations of linear 

regression. 

Estimating the weights is a piece of cake from a mathematical point of view if all of 

the assumptions of the linear regression model are met by the data. Furthermore, you 
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can rest confident that you will find the weights that provide you with the best results.  

You will also obtain confidence intervals, tests, and tests to ensure the robustness of 

the statistical theory, in addition to the weights. The linear regression model is also 

quite amenable to a large range of different modifications and adjustments. 

2.3.8 INCONSISTENCIES IN THE USE OF TERMINOLOGY 

Linear regression models, which are nothing more than a simple weighted sum of the 

features that are supplied into the model, can only be used to describe linear 

relationships between variables. Each nonlinearity or interaction has to be constructed 

by hand and given to the model directly as a feature of input. Because the relationships 

that can be learned are so constrained and often oversimplify how intricate reality is, 

linear models are not always that great when it comes to forecasting performance. This 

is because linear models tend to oversimplify how complicated reality is. When it 

comes to modeling nonlinear processes, linear models are typically not nearly as 

accurate as their nonlinear counterparts.  

Because it is based on all of the other features, the interpretation of a weight is not 

always clear. This is because it is dependent on all of the other characteristics. It is 

possible that one of the features will have a negative weight in the linear model, even 

if it has a high positive correlation with the outcome y. This can happen if another 

feature also has a strong positive connection with the outcome y. This is as a result of 

the fact that the feature in question possesses a negative correlation with y in the high-

dimensional space when the other characteristic that is connected with it is taken into 

consideration. It is far more difficult than normal to discover a single solution to the 

linear equation due to the entirely interconnected nature of the features.  

This is because the linear equation can only have one solution. As an analogy, let's say 

you develop a model that can estimate how much a piece of real estate is worth. Some 
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of the elements that go into the model include things like the number of rooms in the 

home and how much space it takes up overall in the neighborhood. There is a direct 

correlation between the total square footage of a house and the amount of rooms it has, 

and as a general rule, the bigger a house is, the more rooms it will have.  

If you use a linear model that takes into account both of these factors, there is a chance 

that the size of the home will wind up being the element that provides the most accurate 

prediction and will end up with a large amount of additional weight. The linear equation 

may become less sstudy when the connection is too high, which may lead to a negative 

weight being applied to the number of rooms. This is due to the fact that increasing the 

number of rooms in a house might potentially result in the house having a lower market 

value, supposing that the square footage of the house does not change. 

2.3.9 A SEQUENCE THAT FOLLOWS A LOGICAL DESCENT. 

Logistic regression is a statistical modeling approach that is used to assess the 

likelihood of classification difficulties that have two possible outcomes. This technique 

was developed by the statistician and mathematician Ronald Fisher. This model is an 

extension of the linear regression model and it is used to solve classification problems. 

2.3.10 WHEN IT COMES TO DATA CLASSIFICATION, WHERE DOES THE 

METHOD OF LINEAR REGRESSION FALL SHORT? 

In spite of the fact that it may be helpful for regression analysis, the linear regression 

model does not perform very well when applied to classifying data. What may be the 

reason behind this? If there are two classes, you may utilize linear regression by giving 

the value 0 to one of the classes and giving the value 1 to the other class. In this way, 

you can compare the two classes. It is valid from a purely technical standpoint, and the 

vast majority of linear model systems will automatically produce weights for you to 

use. Nevertheless, there are a few problems with using this strategy: A linear model 
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does not create probabilities, but it does treat the classes as numbers (ranging from 0 to 

1) and fits the ideal hyperplane (in the case of a single feature, this will be a line) that 

minimizes the distances between the points and the hyperplane. In other words, a linear 

model does not produce probabilities, but it does consider the classes as numbers. Since 

it just interpolates the data between the points, you can't use its results as probabilities 

because of how it works.  

It is possible to extrapolate using a linear model, and this will result in values that are 

both positive and negative. This is an encouraging sign that there may be a way of 

categorizing that is more time and resource effective. Because the anticipated outcome 

is not a probability but rather a linear interpolation between points, there is no 

meaningful threshold at which you can discern one class from the other. This is because 

there is no meaningful threshold. An outstanding illustration of this issue has been 

presented on Stack Overflow question 38. You can find it here. When dealing with 

classification challenges that include more than one class, the use of linear models is 

restricted. It is necessary for you to start labeling the subsequent class with the number 

2, then proceed to the number 3, and so on.  

Even if the classes don't follow any particular sequence that makes sense, the linear 

model will nonetheless impose a peculiar structure on the relationship that exists 

between the data and your class predictions. This will happen even if the classes don't 

follow any particular sequence at all. Even while classes that happen to receive the 

same number are not always more similar to one another than other classes, the value 

of a characteristic that has a positive weight contributes more to the prediction of a 

class that has a higher number to the extent that the value of the characteristic is bigger 

and the greater the weight. 

Using a linear model, tumors may be designated as either benign (0) or malignant (1) 

depending on the size of the mass that they represent. The forecast generated by the 
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linear model is represented as lines when these lines are used. For the data on the left, 

one of our available options is to make the categorization threshold a value of 0.5. After 

including a few more instances of malignant tumors in the dataset, the regression line 

shifts, and a cutoff value of 0.5 can no longer be utilized to discern between the two 

classes of data. The points are moved about a little bit so that there is not an 

overwhelming amount of charting. 

One method that might be used to solve the classification problem is called logistic 

regression. The logistic regression model does not require fitting a straight line or 

hyperplane; rather, it uses the logistic function to compress the output of a linear 

equation between the values 0 and 1. This allows for a more compact representation of 

the data. The logistic function is defined as follows in the following passage: 

 

The shift from linear regression to logistic regression is one that may be performed 

rather painlessly. Logical regression offers a number of advantages over linear 

regression. In the model of linear regression, we have represented the link between the 

outcome and the characteristics by making use of a linear equation. The linear equation 

that we have used is as follows: 

 

The right side of the equation is incorporated into the logistic function as we wish to 

employ probabilities between 0 and 1 for categorization. Because of this, we are able 
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to categorise things more precisely. As a direct consequence of this, the output can only 

take on values that fall between 0 and 1 at any one time. 

 

Let's take a look at the example of the size of the tumor once more, shall we? On the 

other hand, rather using the linear regression model, we make use of the logistic 

regression model: 

2.3.11 EXPLANATION IN GREAT DETAIL 

The interpretation of the weights in logistic regression is not the same as the 

interpretation of the weights in linear regression. This is due to the fact that the result 

of logistic regression is a probability that may take on any value between 0 and 1, 

making the range of possible outcomes between 0 and 1. The influence of the weights 

and the likelihood are no longer directly proportional to one another in a linear fashion. 

The application of the logistic function results in the calculation of a probability, which 

is determined from the weighted sum. Because of this, in order for us to comprehend 

the end result, we need to rewrite the equation in such a way that the only term that 

shows on the right side of the expression is the linear term. 

 

When the phrase "odds" is wrapped in the logarithm, it is referred to as "log odds." The 

term "odds" refers to the "probability of event divided by probability of no event" and 

is used in the log() function. Through the use of this formula, the logistic regression 

model is demonstrated to be a linear model for the log odds. Quite lovely! It does not 
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appear that this will be of any use! You can figure out how the forecast moves with just 

a little amount of rearranging of the words to see what occurs when one of the 

characteristics xj is changed by one unit. This will show you what happens when one 

of the traits xj is changed. In order to accomplish this, we may get started by using the 

function "exp()" to both sides of the equation, as seen below: 

 

Examining the outcomes of a comparison that takes place when one of the feature 

values is incremented by 1 is the next step that has to be taken. On the other hand, rather 

of concentrating on how far apart the two projections are from one another, we look at 

the ratio that exists between them: 

 

We apply the following rule: 

 

And we remove many terms: 

 

After all is said and done, all that is left is a simple operation known as the exp() 

function being performed to a feature weight. If you alter a property of one unit, it will 
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have an effect on the odds ratio (which is multiplicative), and that effect will be 

proportional to the exponent of the jth power. The following is yet another 

interpretation that might be given: everytime there is an alteration in xj of one unit, the 

value of the log odds ratio is increased by the value of the relevant weight. This occurs 

everytime there is a change. The great majority of people instead base their 

understanding of the situation on the odds ratio rather than the log() value of any given 

variable since it is well-established that doing so places a strain on the brain. Already, 

some practice is needed in order to fully comprehend how the odds ratio ought to be 

interpreted.  

For example, if you have odds of 2, it implies that the likely that y=1 will occur is twice 

as great as the probability that y=0 will occur. This is because the likelihood that y=1 

will occur is based on the probability that y=0 will occur. If your weight (also known 

as your log odds ratio) is 0.7, then increasing the relevant feature by one unit will result 

in a multiplication of the odds by exp(0.7), which is about 2, and the odds will shift to 

4 from their previous value. However, in the vast majority of situations, you will not 

be required to deal with probabilities but rather will be required to comprehend the 

weights just in terms of the odds ratios. Because in order to properly compute the 

probabilities, you would need to assign a value for each feature, which is something 

that is only rational to do if you want to look at one particular instance of your dataset. 

If you want to look at several instances of your dataset, it is not practical to assign 

values for all of the characteristics. 

The following are some of the possible inferences that may be taken from the logistic 

regression model, which has a wide variety of characteristics: 

 The numerical feature: If you alter the value of feature xj by one unit, the 

expected probabilities change by a factor that is equal to the exponent of feature 

j. This is because the anticipated probabilities are based on the value of feature 

xj.  
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 The reference category of a binary categorical feature is defined by picking one 

of the two potential values for the feature. In some languages, this is the value 

that is encoded as 0, while in other languages it might be any of the other two 

values. The estimated possibilities change by a factor that is proportional to the 

square root of j whenever one of the features, xj, is transferred from one of the 

reference categories to one of the other reference categories.  

 Traits that can be organized into more than two distinct categories: To manage 

a large number of categories, one strategy that may be utilized is known as one-

hot encoding. This particular method of encoding designates a distinct column 

for each of the categories. If a categorical feature includes more than L 

categories, but fewer than L-1 columns, then we say that the feature is over-

parameterized. The category that has the letter L in its label is the one that will 

serve as the reference category. You are allowed to use any alternate encoding 

technique that is compatible with linear regression. We will not restrict your 

options in this regard. that a result, one should approach the interpretation of 

each category in the same manner that one approaches the interpretation of the 

binary features.  

 When all of the numerical characteristics have a value of zero and all of the 

categorical features have a value that corresponds to the reference category, the 

estimated odds are equal to the exp(0) value. This is the case when the intercept 

equals zero. The majority of the time, the interpretation of the intercept weight 

does not hold any significant bearing on the situation at hand. 

2.4 EXAMINING THE BENEFITS AND DRAWBACKS SIDE BY SIDE 

Both the advantages and disadvantages that are connected to the linear regression 

model are likewise connected to the logistic regression model in a significant number 

of cases. Even though logistic regression suffers from a confined expressiveness (for 
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example, interactions need to be incorporated manually), it has been put to extensive 

use by a diverse range of persons. Alternative models may have greater predictive 

accuracy, but logistic regression has been used by a large number of people. One of the 

numerous flaws of the logistic regression model is that the weights are interpreted as 

having a multiplicative rather than an additive significance.  

This is one of the logistic regression model's many shortcomings. Because of this, 

comprehending the meaning of the weights is made more difficult. In the field of 

logistic regression, a problem that might potentially occur is complete separation. If 

there is a feature that might totally identify one group from the other, then it is difficult 

to build a logistic regression model.  

This is because the weight for that feature would never converge, since the ideal weight 

would always be infinite. The reason for this is owing to the fact that the ideal weight 

would always be infinite. When one considers how valuable a function of this kind may 

be, it is actually quite a bit of a shame that this feature is not available. You won't have 

to make use of machine learning, though, if you have a simple rule that can differentiate 

between the two groups. Either punishing the weights or defining a prior probability 

distribution of weights can be used to discover a solution to the problem of complete 

separation. Both of these methods are viable options.  

Both of these ways of approaching the problem are valid alternatives. A beneficial facet 

of the model is that in addition to acting as a classification model, the logistic regression 

model also supplies you with probabilities. This is one of the model's many strengths. 

This is a considerable advantage over models that can just provide the final 

classification, when compared to other models.  

It is vitally crucial to be aware of the fact that an instance has a 99% probability for a 

class, as opposed to merely a 51% chance for one. In addition, the use of logistic 
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regression may be extended beyond the arena of binary classification and into that of 

multi-class classification. The procedure that takes place when this occurs is referred 

to as multinomial regression. 

2.4.1 GLM, GAM AND MORE 

Both the linear regression model's greatest strength and its worst weakness is the fact 

that the prediction in the linear regression model is described as a weighted sum of the 

attributes. This is the linear regression model's worst flaw. In addition to this, the linear 

model is based on a considerable variety of other assumptions that are reliant on 

previous research. The bad news is (well, not really news), but all of these assumptions 

are routinely broken in reality. The result given the characteristics might have a non-

Gaussian distribution, the features might interact with one another, and the link 

between the features and the outcome might be nonlinear.  

This is not really news, but it is something to be concerned about. The fact that this is 

something that can be accounted for is a little of good news, while it's not really news 

at all. The good news is that the community of statisticians has generated a variety of 

adjustments that convert the linear regression model from a basic blade into a Swiss 

knife. These changes turn the linear regression model from a basic blade into a Swiss 

knife. These alterations can be located in this location. This section is in no way meant 

to act as a comprehensive guide on extending linear models, as it is not its intended 

purpose at all. Instead, it serves as an introduction to extensions such as generalized 

linear models (GLMs) and generalized additive models (GAMs), as well as providing 

you with some suggestions to consider.  

After finishing this reading, you should have a full grasp of how to expand linear 

models. If you are interested in learning more about the linear regression model, the 

first thing that I suggest doing is reading the study that is specifically devoted to linear 
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regression models. This is something that I recommend doing if you are interested in 

learning more about the linear regression model. if you haven't already done so in the 

past. Do not let the equation that is utilized in linear regression models slip your mind. 

 

The linear regression model operates with the presumption that the outcome y of an 

instance may be characterized as a weighted sum of that instance's p features and that 

the individual error follows a Gaussian distribution. This presumption is based on the 

fact that the linear relationship between the two variables is linear. By lacing up this 

formula like a corset and squeezing the data into it, we were able to create a high level 

of interpretability in the model. The link is linear, which indicates that an increase in a 

feature by one unit may immediately be translated into either an increase or a reduction 

in the predicted outcome. In other words, the connection is proportional.  

The impacts of each characteristic are added together, and there is no interaction 

between the effects of the different features.  

With the assistance of the linear model, we are able to compress the link that exists 

between a characteristic and the anticipated result into a single number, which we will 

refer to as the predicted weight. In other words, we are able to summarize the 

relationship between the two into a single number. On the other hand, a simple 

weighted sum is not adequate for resolving many of the complicated prediction 

challenges that emerge in the real world. In this study, we will talk about three concerns 

that are present in the classic linear regression model, as well as the answers to those 

issues. These issues will be discussed along with the remedies to those issues. There 

are a great number of other problems that might be brought on by faulty assumptions, 

but we are just going to focus on the three that are shown in the accompanying figure: 
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2.4.2 RESULTS THAT ARE NOT GAUSSIAN USING THE GENERALIZED 

LEAST SQUARES METHOD 

The assumption that the output follows a distribution known as a Gaussian is made by 

the linear regression model. This assumption is based on the fact that the characteristics 

that were input were considered. Because of this assumption, a considerable number of 

other alternatives are eliminated: The outcome may be a category (cancer vs healthy), 

a count (number of children), the time until the occurrence of an event (time till failure 

of a machine), or it could be a highly skewed outcome with a few exceptionally high 

values (household income). All of these possibilities are possible. By extending the 

capabilities of the linear regression model, it is feasible to accurately describe all of 

these distinct types of results.  

This expansion of the approach is referred to as Generalized Linear Models, or GLMs 

for short. GLM is an abbreviation for "Generalized Linear Models." The abbreviation 

GLM will be used throughout the whole of this study to refer to both the general 

framework as well as individual models that were developed from that framework. 

These models will be discussed in more detail later on. Maintain the weighted sum of 

the characteristics, but allow for non-Gaussian result distributions. Establish a 

connection between the weighted total and the expected mean of the non-Gaussian 

outcome distribution by utilizing a function that may or may not be nonlinear. This is 

the core concept behind any generalized linear model (GLM) you can think of.  

For example, the logistic regression model makes the assumption that the outcome is 

consistent with a Bernoulli distribution. The logistic function is then utilized in order 

to build a relationship between the expected mean and the weighted total that has been 

calculated. The GLM establishes a mathematical relationship between the weighted 

sum of the features and the supposed mean value of the distribution by making use of 

the link function g, which may be modified in a manner that is both flexible and 
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adapstudy depending on the kind of outcome. This mathematical connection is 

presumed to exist. 

 

The link function, which is denoted by the symbol g, the weighted sum, which is 

sometimes referred to as the linear predictor, and a probability distribution that is 

chosen from the exponential family and used to compute EY are the three components 

that make up GLMs. The linear predictor is another name for the weighted sum. A 

name that is occasionally used to refer to the linear predictor is the g component. The 

phrase "exponential family" is used to refer to a set of distributions, each of which can 

be described by making use of the same formula (which has been parameterized). This 

formula can be found here. This formula takes into consideration a number of different 

components, one of which is an exponent, in addition to the mean and standard 

deviation of the distribution.  

I won't get into the specifics of the mathematics since it is its own world and it is so 

enormously vast, and I have no interest in delving into that domain. You can find a 

comprehensive list of distributions that belong to the exponential family categorized 

on Wikipedia. This list can be found on the website. Because you are permitted to use 

any distribution on this list with your GLM, select the one that appeals to you the most 

based on your preferences. You should select an appropriate distribution to use in your 

modeling based on the kind of results you are seeking to foresee based on the kind of 

results you are aiming to expect.  

Does the end result include a count of anything (such, for example, the number of 

children who dwell in a house)? If this is the case, then one option that should be 

considered is the Poisson distribution, which has the potential to be a good fit. Is there 
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any way to know for sure that the outcome will be what one wants it to be (for example, 

the amount of time that passes in between two events)? Among the several options that 

are accessible, the exponential distribution can prove to be the one that is most suited 

to this particular situation. Let's imagine that the general linear model (GLM) may be 

broken down into multiple subtypes, and that the classic linear model is one of those 

subtypes.  

To construct the connection between the Gaussian distribution and the typical linear 

model, all that is necessary is the identity function. This is because the connection can 

only be defined using linear models. The identity function is the only thing that is 

required. The mean and the variance, which are the two parameters that make up the 

distribution, may be used to parameterize the Gaussian distribution. These are the two 

parameters that make up the distribution. While the mean is used to emphasize the 

degree to which the values deviate from this mean, the variance is used to explain the 

value that we should anticipate on average. The mean is used to describe the value that 

we should anticipate on average.  

 It is possible to acquire a better understanding of the data by combining the two 

different measurements. The part of the linear model known as the link function is the 

one that is in charge of making the connection between the weighted sum of the features 

and the mean of the Gaussian distribution. This connection is responsible for 

determining whether or not a linear model should be used to predict the data. The linear 

model is responsible for establishing this link.  

This idea may be extended to any distribution that is a part of the exponential family, 

and it can also be applied to any link function that you choose while working within 

the context of the GLM framework. Both of these things are possible to do. If y is a 

count of anything at all, such as the number of cups of coffee that an individual 

consumes in a single day, then we may be able to describe it by applying a generalized 
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linear model (GLM) with a Poisson distribution and the natural logarithm as the link 

function: 

 

The logistic regression model is a generalized linear model (GLM), but it also assumes 

a Bernoulli distribution and uses the logistic function as the link function in its analysis. 

Additionally, the analysis uses the logistic function as the link function. In the context 

of logistic regression, the chance that y is one corresponds to the mean of the binomial 

distribution. This distribution is used to analyze data. 

 

And if we solve this equation to have P(y=1) on one side, we get the logistic regression 

formula: 

 

A canonical link function is connected to each and every distribution that is a member 

of the exponential family. This function is known as the exponential family link 

function. This function may be quantitatively deduced from the distributions using the 

data that they provide. Users are given the option to choose the link function within the 

GLM framework, and this choice is made independent of the distribution that is being 

researched. How do you determine which function should be associated with the link? 

There is no such thing as the perfect recipe. There is no such thing. In this step, you 
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don't only look at what you already know about the way your objective is distributed; 

you also consider theoretical aspects and evaluate how well the model fits the facts you 

have.  

There is a possibility that the canonical link function, when applied to particular 

distributions, would provide results that are not appropriate for usage with those 

distributions. Because the negative inverse is the canonical link function for the 

exponential distribution, it is feasible for the exponential distribution to make negative 

predictions that lie outside of its domain. This is because the exponential distribution 

uses the negative inverse as its canonical link function. Given that you are free to 

choose any link function, the easiest method to tackle the problem is to choose a 

different function that shows proper courtesy toward the domain that is being used by 

the distribution. 

2.4.3 TO CITE A FEW EXAMPLES: 

I constructed a dataset based on people's behaviors about coffee drinking in order to 

show the usage of generalized linear models (GLMs). Imagine that you have gathered 

some information on the everyday habit of drinking coffee, and that this knowledge 

pertains to you. If you don't like coffee, you should probably just pretend like we're 

talking about tea instead. In addition to the number of cups, you record on a scale from 

1 to 10 how stressed you are right now, how well you slept the night before on a scale 

from 1 to 10, and whether or not you had to go to work that day.  

Given the variables of stress, sleep, and work, the goal is to estimate the number of 

coffee cups that will be drunk on a daily basis. I simulated some data for a total of two 

hundred and fifty days. A number between 1 and 10 was chosen at random to represent 

both tension and sleep, and the response to the issue of whether or not one should work 

was decided by tossing a coin (such a life!). tension and sleep both received the same 
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number. After that, a value from a Poisson distribution was picked at random to 

represent the total amount of coffee drunk over the course of each day.  

This made it possible to model the intensity (which is also the projected value of the 

Poisson distribution) as a function of the parameters sleep, stress, and work. 

Specifically, this made it possible to estimate how the intensity changes over time. You 

probably have a good notion of where I'm heading with this story, and it presumably 

starts with something like, "Hey, why don't we try modeling this data using a linear 

model... Oh, I'm afraid that won't be possible... Let's try to fit a Poisson distribution 

into a generalized linear model... WHAT A STUNNING Revelation! It is at last bearing 

fruit! I truly hope that I have not revealed too much of the story's progression to you at 

this point. Let's have a look at the distribution of the objective variable, which is the 

total amount of coffee that is drunk in a single day. 

You skipped coffee altogether for eighty of the two hundred days, and on the day that 

was the worst for you, you consumed seven cups' worth of the beverage. Let's take the 

rudimentary method of using a linear model to forecast the number of coffees drunk 

based on parameters such as the amount of sleep one gets, the amount of stress one 

experiences, and whether or not one is employed. What types of issues may arise for 

us if we make the false assumption that a Gaussian distribution exists? It is possible 

that an inaccurate assumption will render the estimations worthless, in particular the 

confidence intervals of the weights. As the picture on the right indicates, an even more 

evident problem is that the forecasts do not fall inside the "allowed" domain of the 

actual outcome. This is a more obvious problem. This raises a number of concerns for 

a number of different reasons. 

The linear model is problematic in the sense that it generates forecasts that defy logic, 

such as a reduction in the overall quantity of coffees that are sold. The effective 

resolution of this problem will be made possible by the utilization of generalized linear 
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models, often known as GLMs. It is possible to make adjustments to the connection 

function as well as the distribution that is expected. One of the choices involves 

maintaining the Gaussian distribution but replacing the identity function with a link 

function that always produces positive predictions. One example of such a link function 

is the log-link, the inverse of which is the exp-function. Keeping the Gaussian 

distribution and using the log-link are both examples. Utilizing the exponential function 

is yet another method that may be used.  

To make matters even better: We choose a distribution and link function that are 

suistudy for the process that is responsible for the generation of the data. The 

distribution that we choose to associate to the process is going to be this one. The 

Poisson distribution is a solid option to go with since the outcome is a count, and the 

logarithm is an appropriate choice for the link function because it is a natural 

progression from the logarithm.  

Considering that the data were generated through the use of the Poisson distribution, 

opting for the Poisson generalized linear model is the most effective course of action 

in this situation. The fitting of the Poisson generalized linear model results in the 

generation of the following distribution of predicted values: There were no quantities 

of coffee that could be considered harmful, and she appeared to be doing much better 

today. 

2.4.4 THE MEANING OF THE WEIGHTS DERIVED FROM THE GLM 

The distribution that is assumed, in conjunction with the link function, is one of the 

factors that plays a role in determining how the anticipated feature weights are to be 

understood. In the case of the coffee count, I utilized a generalized linear model with a 

Poisson distribution and a log link. This model shows that the following connection 

exists between the features and the expected outcome. 
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Inverting the link function is the first step in deciphering the meaning of the weights. 

Because of this, we are able to understand the effect of the characteristics on the 

predicted result, as opposed to the logarithm of the anticipated result. Because of this, 

we are able to have a deeper comprehension of the connection that exists between the 

weights and the anticipated result. 

 

As a result of the fact that the exponential function is used to represent each of the 

weights, the meaning of the impact should be understood to be multiplicative rather 

than additive. This is possible due to the fact that the equation exp(a + b) may also be 

represented as the product of the value of exp(a) and the value of exp(b). The actual 

weights of the toys used in the example are the final factor that may be taken into 

account when interpreting the data. The following study presents the estimated weights 

together with the standard errors of the estimated weights, as well as the confidence 

interval for 95% of the estimates: 

There is an increase of 1.11 times the projected amount of coffee eaten whenever there 

is an increase of one point in the stress level. The number of cups of coffee that are 

forecast to be consumed goes raised by a factor of 0.85 for every one point 

improvement in the quality of sleep that is obtained. The number of cups of coffee that 

are drunk on average during the workday is 2.42 times more than the number of cups 

of coffee that are consumed on average on a day off. In conclusion, a person's level of 

stress is inversely proportional to the amount of sleep they receive, and the amount of 

work they complete is inversely proportional to the amount of coffee they drink. This 
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study offered a cursory introduction to generalized linear models, which are useful in 

situations in which the aim does not adhere to a Gaussian distribution and which were 

briefly discussed here. You have learned some new information regarding these 

models. After this, we will study how to include the interactions that take place between 

two attributes in the linear regression model that we have been developing. 

2.4.5 RELATIONSHIPS AND INTERPERSONAL INTERACTIONS 

The assumption made by the linear regression model is that there are no interactions 

between the various characteristics and that the effect of one component stays the same 

regardless of the values of the other features. This is because the model assumes that 

the effect of one factor remains the same. However, the data themselves usually contain 

interactions. When attempting to anticipate the number of bicycles that are rented out, 

the temperature and the question of whether or not it is a working day may have a 

mutually dependent relationship with one another. It is probable that the temperature 

does not have much of an influence on the amount of rental bikes at times when people 

have to work since people will ride the rented bike to work regardless of what the 

weather is like. On their days off, most people want to go for pleasure rides, but this 

typically only happens when the weather is nice enough. When it comes to renting 

bicycles, the temperature and the number of working hours are most likely going to be 

connected in some way.  

How precisely are the interactions going to be incorporated into the model that is linear? 

Before you fit the linear model, you should first add a column to the feature matrix that 

indicates the interaction between the features, and then you should fit the model as you 

usually would. This will ensure that the model is accurate. This method is considered 

advanced since it does not require any modifications to the linear model; rather, it 

requires the addition of additional columns to the data set. We would add a new feature 

that, using the examples of working day and temperature as an example, would have 
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the value of the temperature feature unless it was a day in which there was no work, in 

which case it would have the value of the working day feature instead. The working 

day is the reference category, thus this is predicated on the premise that it is that. 

Imagine that the format of our data is something like this: 

It would appear that the data matrix that is used by the linear model has been subjected 

to some sort of modification. The data that has been prepared for the model may be 

viewed in the study that follows. This study displays the scenario in which no 

interactions have been defined, and it shows the data that has been produced for the 

model. Any statistical software is able to carry out this transformation automatically in 

the vast majority of situations since it is one that can be done in a mechanical fashion. 

2.4.6 IN ADDITION TO OTHER NONLINEAR EFFECTS, GAMS 

In this world, there is no such thing as a straight line. When discussing linear models, 

the concept of "linearity" refers to the notion that an identical impact is always created 

by an increase of one unit in a value, whatever the value that an instance presently 

possesses in a particular characteristic. This is true regardless of the value that an 

instance now possesses in the said characteristic. Is it a reasonable assumption to say 

that an increase in temperature of one degree when it is already ten degrees Celsius 

would have the same impact on the number of rental bikes as an increase in temperature 

of four degrees when it is already forty degrees? An rise in temperature from 40 to 41 

degrees Fahrenheit is predicted to have a negative affect on bicycle rentals, despite the 

fact that an increase in temperature from 10 to 11 degrees Celsius is predicted to have 

a positive influence on bicycle rentals.  

This is the case, as you will see in a number of other examples during the course of the 

book, and it is also the case in the scenario that we are discussing. After a certain point, 

the temperature characteristic no longer has a linear influence on the number of rental 



 

107 | P a g e   
 

bikes and can even have a negative effect when temperatures are very high. Initially, 

the temperature characteristic has a linear and positive influence on the number of 

rental bikes. It makes no difference to the linear model; rather, it will diligently search 

for the best linear plane (by minimizing the Euclidean distance). 

In order to represent nonlinear relationships, one of the following methodologies might 

be utilized: 

 An uncomplicated change to the characteristic, such as the logarithm 

 The categorization of the characteristic component of the feature 

 Generalized Additive Models, which are often referred to as "GAMs" when 

shortened. 

Before I get into the intricacies of each of these methods one at a time, let's get started 

with a practical example that demonstrates all three of these ways. I trained a linear 

model with the data from the bike rental business, and the temperature was the only 

parameter that was utilized to create a forecast about the number of rental bikes. The 

anticipated slope is depicted in the accompanying picture by employing three distinct 

linear models.  

These models are as follows: the conventional linear model, a linear model with 

converted temperature (logarithm), and a linear model with temperature handled as a 

categorical variable and utilizing regression splines (GAM). All of these models are 

displayed using the conventional linear model. 

A projection of the number of bicycles that will be available for rent purely based on 

the characteristic of the temperature. The data do not lend themselves well to being 

represented by a linear model (top left). Altering the feature by applying a 

transformation, such as the logarithm (top right), classifying it (bottom left), which is 



 

108 | P a g e   
 

not always the best decision, or making use of generalized additive models, which can 

automatically fit a smooth curve for temperature (bottom right), are some of the other 

options. 

2.4.7 ALTERATION OF THE DEFINING CHARACTERISTICS 

The logarithm of the property is typically used as a transformation of some kind. By 

using the logarithm, we can deduce that there is a linear relationship between each 10-

fold increase in temperature and the number of bicycles. This indicates that a change 

in temperature of 0.1 degrees Celsius from one to one has the same impact as a change 

in temperature of 0.1 degrees Celsius from one to ten degrees Celsius (although this 

sounds wrong). There are three further examples of feature transformations: the square 

root, the square function, and the exponential function. When you employ a feature 

transformation, the column in the data that contains this feature is replaced with a 

function of the feature, such as the logarithm, and the linear model is fit in the standard 

method. This is done before the transformation is applied. You could also be able to 

specify alterations in the linear model call by utilizing certain statistical apps. This 

could be an option for you.  

You are at liberty to utilize your imagination in the process of modifying the feature. 

The transformation that is selected will determine the manner in which the 

characteristic can be understood, however there are many other interpretations possible. 

After applying a log transformation to a linear model, the meaning may be rewritten as 

follows: "If the logarithm of the feature is increased by one, the prediction is increased 

by the corresponding weight." If you use a generalized linear model (GLM) with a link 

function that is not the identity function, then the interpretation will become more 

challenging because you will need to take into account the effects of both 

transformations. However, if you use a GLM with a link function that is the identity 

function, then the interpretation will not be affected. On the other hand, if the 
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transformations are complimentary to one another, such as log and exp, then the 

interpretation will become much easier to understand. 

2.4.8 A CATEGORIZATION OF THE CHARACTERISTICS 

Creating a nonlinear influence may also be accomplished by discretizing the feature, 

often known as transforming it into a categorical feature. This is still another way that 

can be done. For example, the temperature characteristic may be broken down into 20 

intervals, each of which would have a different set of values such as [-10, -5], [-5, 0], 

etc. If you used the categorized temperature rather than the continuous temperature, the 

linear model would estimate a step function rather than a continuous function. This is 

because the categorized temperature is not as accurate as the continuous temperature. 

This is as a result of the fact that each level is provided with its own individual estimate. 

The problem with this technique is that it needs more data, it is more likely to overfit, 

and it is unclear how to discretize the feature meaningfully (equidistant intervals or 

quantiles?). Additionally, there is a higher likelihood that it will overfit. In addition, the 

chance of overfitting rises along with the amount of data that is utilized, which means 

that it is increasingly difficult to avoid. (How many different sections are there? I would 

only resort to the practice of discretization in the event that there was a very convincing 

justification for doing so. For example, in order to make it possible to evaluate the 

model in light of another body of research. 

2.4.9 "GENERALIZED ADDITIVE MODELS" IS WHAT "GAM" STANDS 

FOR AS AN ABBREVIATION. 

Why is it that the linear model (in its generalized form) cannot "simply" learn about the 

nonlinear relationships? That is the thinking that went into the development of GAMs. 

In GAMs, the restriction that the connection must be a simple weighted sum is 

loosened, and instead, it is assumed that the result may be described by a sum of 
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arbitrary functions of each attribute. This is because GAMs are based on the assumption 

that the result can be characterized by a sum of arbitrary functions of each attribute. 

This enables GAMs to represent more complicated phenomena than they were 

previously capable of. In a GAM, the relationship appears to be represented as follows 

from a mathematical point of view: 

 

The formula is extremely close to the GLM formula; the only nostudy difference is that 

the linear component jxj has been replaced with a more adaptive function indicated by 

fj (xj). Other than that, the formula is quite similar to the GLM formula. You have the 

ability to let nonlinear interactions to occur between particular qualities and the output; 

nonetheless, the essential component of a GAM is still a sum of the affects that the 

features have.  

Because you may configure the framework to only allow features' fj (xj) to have the 

form xjj, linear effects can be handled by the system. This is one of the reasons why 

the framework caters for linear effects. This is due to the fact that linear handling 

necessitates that the features' fj (xj) be in the form of xjj. How nonlinear functions may 

be learned is the most crucial question at this point. The answer might be referred to as 

"splines" or "spline functions" depending on the context. It is possible to approximate 

arbitrary functions by merging numerous splines, each of which is a function. This may 

be done by mixing several functions.  

The process is analogous to stacking Lego bricks in order to build something with a 

higher degree of intricacy. These spline functions can have their definitions determined 

in a mind-boggling variety of various ways. If you are excited by the prospect of 

expanding your knowledge of the many ways in which splines may be defined, then I 
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wish you the very best of luck on your journey. In this specific case, I am not going to 

go into depth; rather, I am going to focus on establishing an intuitive sense of what is 

going on. In order for me to have a better understanding of splines, the strategy that 

proved to be the most fruitful for me was one in which I visualized the many functions 

of the spline and saw how changes to the data matrix might be made.  

For example, in order to use splines to model temperature, we must first remove the 

temperature feature from the data and then replace it with, for the sake of argument, 

four columns, each of which represents a distinct spline function. Only then can we 

proceed to model the temperature. It is just for the sake of illustration that the number 

of spline functions has been reduced from what it would normally be; in a typical 

scenario, you would have a bigger number of spline functions. The value that is 

allocated to each instance of these newly incorporated spline features is determined by 

the temperature readings of each occurrence. After then, the GAM will also estimate 

these spline weights, in addition to calculating all of the linear effects. GAMs 

additionally include a penalty term for the weights, which helps to maintain a value 

that is quite close to zero.  

This is accomplished by maintaining a value that is quite close to zero. As a 

consequence of this, the flexibility of the splines is effectively reduced, which helps to 

prevent overfitting as well. After this, cross-validation is used to fine-tune a smoothness 

parameter, which is often employed to govern the flexibility of the curve. This is done 

by comparing the results of many models. Putting away the word "penalty," one way 

to think of nonlinear modeling using splines is as clever feature engineering.  

In the case in which we are attempting to anticipate the number of bicycles by applying 

a GAM with the sole input being the temperature, the model feature matrix looks as 

follows: Each row in the study represents an individual instance derived from the data, 

and each row is representative of a single day. Each column of the spline representation 
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contains the value of the spline function at the temperatures that have been set. The 

picture that comes after this one offers a graphical depiction of these spline functions: 

2.4.10 ADDITIONAL ADVANTAGES 

These various expansions of the linear model each create something that comes close 

to becoming their own universe. Don't worry about digging too hard because there is 

nearly always an extension that can fix whatever problem you're having with linear 

models, so there's no use in doing so. The vast majority of these strategies have been 

implemented for a number of years. For instance, genetically altered monoclonal 

antibodies have been circulating for nearly 30 years. There are a great number of 

academics and practitioners working in industry that have a great deal of expertise with 

linear models, and the techniques that are used in linear modeling are regarded to be 

the status quo in a great number of organizations for modeling.  

You can use the models to generate predictions, but you can also use them to perform 

inference and draw conclusions about the data, provided the model's assumptions are 

not violated in any manner. You may use the models to draw conclusions about the 

data. You will be given numerous helpful tools, including confidence intervals for 

weights, significance tests, prediction intervals, and many others. Statistical software, 

in general, provides fairly powerful interfaces for fitting general linear models, general 

additive models, and more specific linear models.  

There are three factors that contribute to the opacity of many machine learning models: 

1) a lack of sparseness, which indicates that a large number of features are used; 2) 

features that are treated in a nonlinear manner, which indicates that you need more than 

one weight to describe the effect; and 3) the modeling of interactions between the 

features. The extensions that are given in this study provide a solid method to 

accomplishing a smooth shift to more flexible models while preserving some of the 
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interpretability. This transition may be accomplished by using the modifications that 

are detailed in this study. This is predicated on the idea that linear models are highly 

Interpretable, yet often underfit the reality being modeled. 

2.5 INCONSISTENCIES IN THE USE OF TERMINOLOGY 

I have previously said that one of the advantages of linear models is the fact that they 

are situated in their very own universe. It is mind-boggling to consider the sheer number 

of various ways in which the plain linear model may be expanded, and this is true for 

people of all experience levels. In point of fact, there are several universes that run 

concurrently with one another. This is because many different communities of 

academics and professionals in the field have their own names for approaches that 

accomplish more or less the same goals as other approaches.  

This might very well result in a tremendous lot of misunderstanding. The vast majority 

of the modifications that were made to the linear model made the model more 

challenging to understand. The consequences of nonlinear characteristics are either less 

clear (in the case of the log transformation), or they are unable to be captured by a 

single number (in the case of spline functions).  

When interpreting the results of a general linear model (GLM), any link function that 

is not the identity function makes the interpretation more complex. Interactions are 

another factor that makes interpretation more challenging. Models such as GLMs and 

GAMs, along with other models of a similar nature, rely on assumptions on the method 

by which data are produced. In the case that any of these prerequisites are not satisfied, 

the interpretation of the weights will not be legitimate. In many contexts, the 

performance of tree-based ensembles such as the random forest or gradient tree 

boosting is superior to that of the most complicated linear models. Examples of these 

kinds of ensembles include the random forest and gradient tree boosting.  
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This is based in part on my own experiences and in part on observations I've made of 

models that have triumphed in contests hosted on websites such as kaggle.com. pc 

programming. Each of the examples that are shown in this study was created with the 

help of the programming language known as R. Despite the fact that the gam package 

was the one that was used for GAMs, there are a great many others. It is remarkable 

how many programs are available in R that help improve linear regression models. R 

has an edge over every other analytics language that is currently available since it 

supports every conceivable extension of the linear regression model extension. R's 

support for these extensions provides it this advantage. Even while there are Python 

implementations of things like GAMs (such as pyGAM40, for example), these Python 

implementations are not as developed as other implementations.  
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CHAPTER 3 

MODEL-AGNOSTIC METHODS 

Decoupling the explanations from the machine learning model and employing model-

agnostic interpretation techniques can have a number of advantageous effects, as stated 

by. These two practices have been shown to provide better results. Model-agnostic 

interpretation techniques have a major competitive advantage over model-specific 

interpretation approaches due to the adaptability of model-agnostic interpretation 

methods. When interpretation techniques may be used to any model, software 

developers working in the field of machine learning are free to select any machine 

learning model they consider to be the most beneficial.  

A visual or user interface is an example of anything that develops on an interpretation 

of a machine learning model. Everything that arises independently of the underlying 

machine learning model is something that builds on that interpretation. When using 

machine learning to the task of finding a solution to a problem, it is standard practice 

to take into consideration not just one but multiple distinct types of models. When doing 

so, it is advantageous to work with explanations that are model-agnostic since the same 

method may be used to a variety of different types of models. 

An alternate choice to the use of model-agnostic interpretation strategies is the 

utilization of simply Interpretable models. However, this strategy does come with a few 

downsides, the most nostudy of which being the limitations that it imposes on the types 

of machine learning models that may be used and the fact that prediction accuracy is 

often lower when compared to that of other models. The utilization of various 

methodologies that are model-specific in their interpretation is the second potential 

action that may be taken. The drawback of doing so is that it binds you to a particular 
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model type, making it more challenging for you to switch to a different model type in 

the future. 

an explanation system that is model agnostic should have the following properties in 

order to be considered desirable: 

 The ability to provide a variety of explanations; you are not limited to offering 

just one kind of explanation. A linear formula might be useful in certain 

circumstances, whilst in others, a graphical depiction of the relative importance 

of the characteristics would be a better choice. Both of these approaches have 

their place. 

 One of the distinctive properties of the approach is its capacity to interpret data 

from a range of machine learning models, such as deep neural networks and 

random forests. 

 Flexibility in representation: the explanation system should be able to utilize a 

different feature representation than the model that is being explained. This is a 

need for the system. When working with a text classifier that uses abstract word 

embedding vectors, it is likely that utilizing the existence of certain words as an 

explanation is more effective than using any other method. It's possible that this 

is the situation. 

3.1 THE ENTIRETY OF THE SITUATION IN QUESTION. 

Let's get a bird's eye view of the situation and see how the data may be interpreted 

regardless of the model being used. We take in the surrounding world by collecting 

data, and then we abstract it further by teaching a machine learning model to generate 

predictions about the data (that are relevant to the work). The capacity to be interpreted 

is merely an extra layer that aids individuals in grasping what is being communicated 

to them. A general introduction to explainable machine learning in its most general 
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meaning. Before the knowledge about the real world can be transmitted to people in 

the form of explanations, it must first go through a number of phases. 

The World makes up the very lowest level in the hierarchy. This might be a reference 

to nature in its most literal meaning, such as the physiology of the human body and the 

way it reacts to particular treatments; alternatively, it could be a reference to something 

more nebulous, such as the property market.  
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The World layer is made up of anything that has a role in the game and can be observed 

by the player. Learning more about the environment that surrounds us and actively 

participating in that learning should be our ultimate objective. The Data layer comes in 

at number two in the stack of layers. It is essential for us to digitize the world in order 

to make it understandable to computers and to satisfy our need for the storage of 

information. The Data layer has the capability of storing a wide range of information, 

such as photographs, papers, tabular data, and many other types of data. Through the 

process of fitting machine learning models that are based on the Data layer, we are able 

to get the Black Box Model layer. The algorithms that are used in machine learning 

"learn" on data that is gathered from the real world in order to be able to create 

predictions or uncover structures. 

The Interpretability Methods layer, which is located above the Black Box Model layer, 

lends us a hand in overcoming the opaque quality of machine learning models by 

providing us with support in doing so. In order to arrive at a diagnosis, which aspects 

of the patient were the most important to consider? Which aspects of a particular 

financial transaction prompted investigators to conclude that it was an attempt at fraud? 

On the very highest strata, one can discover a living human person. Look! This one is 

waving to you because you are reading this book, which implies you are contributing 

to the creation of more reasonable explanations for black box models. This one is 

waving to you because you are contributing to the development of more plausible 

explanations for black box models. In the end, it is going to be human beings who are 

going to be eating the explanations. 

Understanding the differences in methods that statisticians and practitioners of machine 

learning employ is made easier by the use of this multi-layered abstraction. The Data 

layer is the responsibility of statisticians, and it encompasses a wide range of 

operations, including the planning of clinical trials and the design of surveys. They skip 
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the Black Box Model layer entirely and move straight to the Interpretability Methods 

layer instead. Another area of concentration for specialists in the field of machine 

learning is the Data layer.  

As an illustration, kids may look through Wikipedia or collect labeled examples of 

photographs depicting skin cancer. After that, they use a mysterious device known as 

a black box to develop a model of machine learning. People engage directly with the 

predictions that are generated by the black box model rather than with the 

Interpretability Methods layer, which is skipped entirely. It's a good thing because it 

brings together the work of those who specialize in machine learning and statistics. 

Evidently, there are a few items that have been omitted from this image, and they are 

as follows: It's possible that simulations might be employed as a data source. In 

addition, black box models provide predictions, some of which may never even be 

viewed by humans since they are instead used to feed other machines, which feed other 

machines, and so on. To understand how interpretability develops into an additional 

layer on top of machine learning models, it is helpful to think of this metaphor as a 

puzzle that has to be pieced together. 

3.1.1 THE PLOT OF PARTIAL DEPENDENCE, SOMETIMES KNOWN AS 

PDP (WHICH IS AN ABBREVIATION), 

The partial dependency plot, which can also be referred to as a short PDP or PD plot, 

depicts the marginal effect that one or two attributes have on the outcome that is 

predicted by a machine learning model, as stated by. You may identify whether the link 

between the objective and a feature is linear, monotonous, or more intricate by utilizing 

a figure called a partial dependency plot. This plot can help you decide which type of 

relationship exists between the goal and the feature. When applied to a model that is 

based on linear regression, for example, partial dependency charts will always show a 
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linear link between the variables. This is because linear regression is the most 

straightforward statistical technique. 

The following is the definition of the partial dependence function that is utilized in 

regression analysis: 

 

The features that are marked by the letter xC include any extra features that are 

employed by the machine learning model that is denoted by the letter f. The 

characteristics that are denoted by the letter xS are those for which the partial 

dependency function should be plotted. In the vast majority of instances, there are just 

one or two qualities that are present inside the set S. The characteristic or features in S 

for which we are interested in assessing their effect on the prediction are the ones that 

are indicated by the italicized text.  

When added together, the feature vectors xS and xC constitute the whole feature space, 

which is symbolized by the letter x. When employing the partial dependence strategy, 

the output of the machine learning model is minimized over the distribution of the 

characteristics that are contained in set C. This is done in order to provide the function 

the ability to explain the connection between the aspects of set S that are of interest to 

us and the outcome that is expected.  

By marginalizing over the other features, we are able to produce a function that is 

reliant purely on qualities in S, including interactions with any other features. This is 

made possible by the process of marginalizing over the other features. A method known 

as the Monte Carlo method, which includes computing averages in the training data, is 

utilized in order to provide an estimate of the value of the partial function f'x. 
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 The partial function gives information about the 

average marginal effect on the prediction based on the value(s) of the characteristics S 

that are supplied. This information is offered depending on the value(s) of the 

characteristics S. x (i) C are genuine feature values from the dataset for the features in 

which we are not interested, and n is the number of instances that are contained inside 

the dataset. x (i) C are real feature values from the dataset for the features in which we 

are not interested. You can locate the formula you need here. The PDP makes a number 

of assumptions, one of which is that there is no association between the qualities 

discovered in C and the traits discovered in S.  

This is one of the presumptions that is made. If this assumption turns out to be incorrect, 

then the averages that are calculated for the partial dependence plot will include data 

points that are exceedingly unlikely or even impossible (for more details on this topic, 

please refer to the section under "Drawbacks"). When it comes to classification, which 

is where a machine learning model would provide probabilities, the partial dependency 

plot would reflect the probability for a specific class given different values for 

feature(s) in S. In other words, it will show how likely it is that a certain class will be 

produced. When dealing with several classes, an easy way is to draw one line or plot 

for each class. The partial dependence plot is a technique that is used all around the 

world and looks like this: This approach takes into account each and every occurrence, 

and then provides a statement regarding the global connection that exists between a 

characteristic and the anticipated result. 

3.1.2 TO CITE A FEW EXAMPLES: 

The collection of features designated by the letter S will often only consist of a single 

feature or a maximum of two features in reality. This is due to the fact that the 

generation of 2D plots requires only one feature, while the generation of 3D plots 
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requires two features. Everything that follows that will be riddled with challenges and 

difficulties. Even 3D information seen on a 2D study or monitor has a unique set of 

difficulties in and of itself. Let us get back to the example of regression in which we 

produce a forecast regarding the number of bicycles that will be rented out on a specific 

day.  

Following the process of fitting a model with the assistance of machine learning, we 

then proceed to conduct an analysis of the partial dependencies. In this particular 

instance, we have made a forecast about the number of bicycles by utilizing a random 

forest, and we make use of a partial dependency plot in order to demonstrate the 

relationships that the model has uncovered. The following graphic demonstrates how 

the various features of the anticipated weather impact the number of bicycles that will 

be ridden. The figure was created using data collected from the National Weather 

Service. 
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PDPs for the model of estimating the number of bicycles, which also takes into account 

temperature, humidity, and wind speed. The temperature is the most illustrative and 

straightforward depiction of the differences. The sunnier it is and the higher the 

temperature, the more people rent bicycles. This tendency keeps on getting stronger 

until it reaches 20 degrees Celsius, at which time it reaches a plateau and starts to 

gradually go in the other direction.  

The markers that are placed along the x-axis provide an indication of the data's 

distribution. When the temperature is warm but not overly hot, the model predicts that 

there will be a substantial number of people renting bicycles. Whenever there is a 

humidity level that is greater than 60%, those who ordinarily would hire bicycles are 

significantly less inclined to do so. In addition, there is a logical association between 

the presence of wind and a fall in the number of people who enjoy going cycling.  
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The number of people who enjoy going cycling goes down when there is wind. It is 

interesting to note that the expected number of bike rentals does not decrease as the 

wind speed increases from 25 to 35 kilometers per hour. On the other hand, there is not 

a lot of training data, and as a result, the machine learning model probably could not 

learn to make a meaningful prediction for this range of speeds. At the very least, my 

initial instinct tells me that the number of bicycles ought to decrease as the wind speed 

increases, particularly when the wind speed is extremely high.  

This is especially the case when the wind speed is fairly high. In order to demonstrate 

an example of a partial dependency plot that incorporates a categorical variable, we are 

going to investigate the influence that the time of year has on the estimated number of 

bike rentals. 

 

PDPs that are relevant to the season, in addition to an algorithm for predicting the 

number of bikes. Unexpectedly, the effect may be seen across the whole year, with one 

nostudy exception: the spring is the only season for which the model predicts a lower 
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number of individuals will rent bicycles. In addition to this, we compute the partial 

dependence in order to classify the severity of cervical cancer.  

This time, in order to analyze the data and produce a forecast as to whether or not a 

woman would get cervical cancer based on her particular risk factors, we utilized a 

random forest modeling technique. In the case of the random forest, we compute and 

demonstrate the partial reliance of the cancer probability on a number of different 

parameters. These factors are as follows: 

Variables that affect the likelihood of developing cancer, such as age and the length of 

time spent on hormonal contraception. According to the PDP, the possibility is quite 

low up to the age of 40, but it significantly increases beyond that point. It is estimated 

that a person's risk of acquiring cancer increases in proportion to the length of time they 

have used hormonal contraceptives, with the most risk being posed after 10 years of 

usage.  

The probability density (PD) predictions for those locations are less precise than they 

could have been since there were not many data points available for each of these 

attributes that had significant values. It is also feasible for us to see the simultaneous 

partial dependence on two qualities, as follows: 

PDP of the possibility of having cancer, in addition to the interaction between age and 

the number of pregnancies. The graph presents an illustration of the growth in the 

probability of developing cancer beyond the age of 45.  

When compared to women who have never been pregnant or who have had three or 

more pregnancies, women under the age of 25 who have had one or two pregnancies 

have an estimated lower risk of developing cancer than women who have never been 

pregnant. However, before you leap to any conclusions, keep in mind that this can just 

be a correlation and not a cause-and-effect link at all! 
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3.1.3 ADDITIONAL ADVANTAGES 

The computation of plots of partial dependence is straightforward and may be 

explained as follows: The partial dependence function, when applied to a specific value 

of a feature, offers the average forecast that can be generated if all of the data points 

are made to assume that value of the feature. This may be done by taking into account 

all of the information available.  

From what I've seen and heard, I've concluded that the average person has a relatively 

simple time understanding the notion of PDPs. If the feature that you calculated the 

PDP for is not associated with any of the other characteristics, then the PDPs will 

properly represent how much of an influence the feature has on the prediction on 

average since they take into account all of the possible combinations of the feature and 

the other characteristics.  
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In the case where there is no correlation, the interpretation is simple: the partial 

dependence plot illustrates how the average prediction in your dataset moves as a result 

of a change in the j-th characteristic. This is the case in the scenario where there is no 

correlation. The method is made more complex when traits are related with one 

another; see also the downsides for more information. It is a rather straightforward 

method to generate partial dependency charts. The math that is utilized for the partial 

dependency charts may be explained in a way that is based on causes and effects.  

We start by making adjustments to one of the characteristics, and then we see how those 

changes impact the predictions. In order to do this, we first carry out research into the 

series of occurrences that resulted in the formulation of the forecast.⁶³ The relationship 

is deemed to be causal within the model because we openly describe the outcome as a 

function of the characteristics; however, this does not necessarily hold true in the real 

world. This is because the model explicitly represents the result as a function of the 

characteristics. 

3.1.4 INCONSISTENCIES IN THE USE OF TERMINOLOGY 

There is a practical limit to the number of features that may be included in a partial 

dependence function, and that limit is set at two. This is not the fault of the PDPs; 

rather, it is the fault of the two-dimensional representation (the study or the screen) as 

well as our inability to conceptualize more than three dimensions at a time. There are 

several instances in which the PD plot does not accurately show the feature distribution. 

Omitting the distribution increases the probability that you may overinterpret areas that 

have very no data, which can lead to incorrect findings. Omitting the distribution can 

lead to erroneous conclusions. A straightforward and efficient solution to this issue is 

to display a rug (indicators for data points on the x-axis) or a histogram. The basic 

concept of autonomy is the most serious issue that might arise with stories including 

PD.  
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It is assumed that the feature or features for which the partial dependence is being 

computed are not connected with any other qualities in the dataset. This is done so that 

the partial dependency may be accurately calculated. Take into consideration the 

following possibility: You are familiar with a person's height and weight, and you want 

to make an educated guess regarding the speed at which they walk. We commit what 

seems to be an obvious error when we assume that the other attributes, such as weight, 

are not associated with height in order to take into account the fact that some of the 

characteristics, like height, are somewhat dependent on one another. It is very evident 

that this is not the case. 

In order to determine the PDP at a particular height (say, 200 cm), we take an average 

across the marginal distribution of weight and then use it to get the PDP. There is a 

possibility that this distribution of weight includes a weight that is lower than 50 

kilograms, however this is highly improbable for a person who is two meters tall. To 

phrase this another way, when the features are connected, we add additional data points 

in portions of the feature distribution where the real chance is very low.  

For instance, it is highly improbable that an individual will be 2 meters tall yet weigh 

less than 50 kilos. This problem may have a potential answer in the form of 

accumulated local effect plots, which are also referred to as short ALE plots. Instead of 

the marginal distribution, these charts make use of the conditional distribution. It's 

likely that heterogeneous impacts will go unreported since PD plots only reflect the 

average marginal effects.  

This is because PD plots only display the average marginal effects. Let's say that half 

of your data points for a certain feature have a positive relationship with the prediction, 

which means that the higher the feature value, the more accurate the forecast will be, 

and let's say that the other half of your data points have a negative association, which 

means that the higher the feature value, the more accurate the prediction will be. What 
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does this mean? It means that the more accurate the forecast, the more positive the 

relationship between the feature and the prediction will be.  

The probability distribution (PD) curve may take the form of a straight line rather than 

a curved line at an angle because the effects of either half of the dataset may cancel 

each other out. Following this, you arrive to the realization that the attribute in question 

does not in any way affect the forecast. If, instead of presenting the aggregated line, we 

draw the individual conditional expectation curves, we are able to shine light on the 

existence of heterogeneous effects. This allows us to shed light on the existence of 

heterogeneous effects. 

3.1.5 THE COMPUTER SOFTWARE INDUSTRY AND THE ALTERNATIVES 

AVAILABLE TO IT 

PDPs may be made with any one of a number of different R programs that are readily 

available. I used the pdp and DALEX packages for the examples; however, I could 

have just as easily used the iml package instead. Skater is a library that may be used in 

conjunction with Python. This book offers a number of other alternatives to PDPs for 

readers to consider, including ALE plots and ICE curves, for instance. 

Plots Based on an Individual's Conditional Expectations (ICE) Individual Conditional 

Expectation (ICE) plots display one line for each instance, and each line depicts how 

an instance's prediction adjusts in response to a change in a characteristic. ICE plots 

are also known as "individual conditional expectations."  

The partial dependency plot, which is used to determine the average effect of a feature, 

is an example of a global method since, rather than focusing on specific examples, it 

looks at the average of everything. This is due to the fact that it does not take into 

consideration the unique characteristics of each person.  
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According to Goldstein et al. 201764, the plot that corresponds to a PDP for individual 

data instances is the one that is referred to as an individual conditional expectation 

(ICE) plot. An ICE plot is used to visually represent the dependence of the prediction 

on a feature. This is done for each unique example in a manner that is independent of 

the others, resulting in one line for each occurrence. In contrast to this, partial 

dependency plots only show a single line when depicting the entire relationship.  

The point distribution function (PDP) is another name for the average of the lines in an 

ICE graphic. It is possible to compute the values for a line as well as one instance by 

first ensuring that all other features remain unchanged, then developing variations of 

this instance by substituting the feature's value with values taken from a grid, and then 

utilizing the black box model to make predictions for the newly developed instances.  

This method can be used to compute the values for a line. The final product is a 

collection of points for each instance, and each point has the feature value that was 

collected from the grid in addition to the corresponding predictions. This collection of 

points is the end result.  

Why bother looking at each individual expectation when instead you should be 

concentrating on the partial dependencies? When employing a partial dependency 

graphic, it is possible that a heterogeneous link that was produced as a result of 

interactions would get concealed. PDPs are able to show you the usual nature of the 

connection that exists between a characteristic and a prediction.  This is something that 

may be done for you by the PDP. It is essential that the interactions between the 

characteristics for which the PDP is computed and the other features be relatively weak 

for this to be successful. In the case that there are interactions, the ICE plot will provide 

a significant amount of additional insight into the scenario. To provide a definition that 

is little more formal: Each and every occurrence in the ICE charts is represented as a  
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 the curve  is plotted against  while  remains 

fixed. 

EXAMPLES 

Let's go back to the dataset containing information on cervical cancer and investigate 

the degree to which the "Age" feature is associated with the predictions provided for 

each specific case of the illness. We are going to do an analysis on a random forest that 

computes the possibility of a woman acquiring cancer based on her exposure to risk 

variables.  

This analysis will be done based on the variables that the lady is exposed to. We were 

able to demonstrate, with the help of the partial dependence plot, that beginning around 

the age of 50, there is an increase in the likelihood of developing cancer. Is this, 

however, the case for each and every one of the women included in the dataset? The 

ICE plot illustrates that the age effect, for the majority of women, follows the 

conventional pattern of an increase at the age of 50.  

However, the ICE plot also demonstrates that there are numerous significant exceptions 

to this rule, including the following: There are very few women who are anticipated to 

have a high risk of having cancer at a young age; yet, even for these women, the chance 

of developing cancer does not change much with increasing age.  

Let's go back to the dataset containing information on cervical cancer and investigate 

the degree to which the "Age" feature is associated with the predictions provided for 

each specific case of the illness. We are going to do an analysis on a random forest that 

computes the possibility of a woman acquiring cancer based on her exposure to risk 

variables. This analysis will be done based on the variables that the lady is exposed to.  
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We were able to demonstrate, with the help of the partial dependence plot, that 

beginning around the age of 50, there is an increase in the likelihood of developing 

cancer. Is this, however, the case for each and every one of the women included in the 

dataset? The ICE plot illustrates that the age effect, for the majority of women, follows 

the conventional pattern of an increase at the age of 50.  

However, the ICE plot also demonstrates that there are numerous significant exceptions 

to this rule, including the following: The tiny percentage of women who have a high 

projected possibility of acquiring cancer at an early age do not experience a meaningful 

decline in that probability as they become older. This is because the number of women 

in this category is quite low.  

 

ICE plot illustrating the growing likelihood of developing cervical cancer as a person 

gets older. Each and every line represents a distinct female character. There is a link 
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between being older and having a higher chance of acquiring cancer, and this 

association holds true for the great majority of women.  

For certain women who have a predicted cancer risk that is more than 0.4, the prognosis 

does not change dramatically with advancing age. The following image presents the 

ICE plots that were used for the forecast of the bike rental market. The prediction is 

based on a model known as a random forest, which acts as the underlying structure. 

ICE maps showing the anticipated number of bicycle rentals based on both the present 

weather and the forecast. When looking at the plots of partial dependency, it is feasible 

to see the same effects being produced. Because the curves all seem to be following the 

same route, it does not appear that there is any obvious interaction between them. This 

suggests that the PDP already provides a reliable description of the connections 

between the characteristics that are discussed and the estimated quantity of bicycles 

that will be purchased. 
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3.1.7 ICE AS THE MAIN FOCUS OF THE PLOT 

The following problem may be found among the ICE plots: It is not always possible to 

establish whether or not the ICE curves of several different persons are distinct from 

one another. This is due to the fact that individuals start their analysis with different 

assumptions than one another.  

By centering the curves at a given point in the feature and presenting only the difference 

between the forecast and the actual value up to this point, the issue may be easily 

remedied. A centered ICE plot, sometimes abbreviated as c-ICE, is the name given to 

the graph that was generated as a result of this process. One viable solution is to anchor 

the curves at the bottom end of the feature. This would be a wise choice. The following 

provides an explanation of what the new curves are: 

 

Where f represents the fitted model, xx represents the anchor point, and 1 represents a 

vector of ones with the appropriate number of dimensions (often one or two). 

A Quick Overview Consider, for example, the ICE plot for age as it relates to cervical 

cancer; after that, center the lines on the youngest age that was observed: 

A centered ICE plot that displays the predicted risk of cancer in relation to age. At the 

age of 13, each line is recalculated to start at 0. The projections for the vast majority of 

women do not change from the age of 13 until they reach the age of 45, at which point 

the anticipated likelihood begins to grow. After that point, however, the projections 

begin to show an upward trend.  
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When centered ICE plots are utilized, the process of comparing the curves of several 

individual instances is simplified significantly. If we do not want to analyze the change 

in absolute value of a predicted value, but rather the difference in the prediction in 

comparison to a fixed point within the feature range, this may be beneficial. In order to 
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better understand the future of the market for bicycle rentals, let's have a look at some 

centered ICE plots. ICE maps with centers based on the estimated number of cyclists 

for each weather scenario. The lines represent the difference between the current 

forecast and the prediction that was made when the relevant characteristic value was at 

its observed minimum. The lines also illustrate the difference between the current 

forecast and the prediction that was made in the past. 

3.2 ICE SCHEME INVOLVING DERIVATIVES 

One such method that might make it visually easier to spot instances of heterogeneity 

is to look at the individual derivatives of the prediction function with respect to a 

particular attribute. The graph that was created as a result of this is known as the 

derivative ICE plot (d-ICE), and it was given this name. The derivatives of a function 

(or curve) will inform you not only of whether or not changes are occurring but also of 

the direction in which those changes are occurring. When utilizing the derivative ICE 

plot, it is straightforward to detect the ranges of feature values in which the black box 

predictions move for (at least some of) the instances. This is because the plot displays 

the data in a form that is derived from the original data. If the feature that is being 

investigated, which will be referred to as xS, and the other features, which will be 

referred to as xC, do not interact with one another, then the prediction function may be 

expressed as 

 

If there are no interactions, then the distinctive partial derivatives of each instance 

ought to be identical to one another. If they are distinct from one another, this suggests 

that there were interactions, which may be observed in the d-ICE plot. In addition to 

giving the individual curves for the derivative of the prediction function with respect 
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to the feature in S, showing the standard deviation of the derivative is a good approach 

to attract attention to regions in the feature in S that exhibit heterogeneity in the 

estimated derivatives.  

This may be done as an alternative or in addition to presenting the individual curves 

for the derivative of the prediction function with respect to the feature in S. The 

derivative ICE plot cannot be generated in a reasonable length of time, and it does not 

provide all that much value in the big picture. 

3.2.1 ADDITIONAL ADVANTAGES 

Because of their clear nature, individual conditional expectation curves are more 

simpler to grasp than partial dependency plots. This is the case because individual 

conditional expectation curves are more straightforward. If we make a change to one 

of the attributes that are of interest to us, the predictions for a single event are reflected 

in each line of the graph. In contrast to partial dependence graphs, ICE curves are able 

to provide light on a wide variety of relationships. ICE curves have the limitation of 

being able to present just one characteristic in a meaningful way at a time. This is due 

to the fact that presenting both aspects at the same time would need the production of 

a great deal of overlapping surfaces, which would render the plot entirely unusable.  

The problem that affects ICE curves is the same problem that bothers PDPs, and that 

problem is as follows: In the case that the feature of interest is discovered to have a 

connection with the other characteristics, it is feasible that some positions along the 

lines reflect inaccurate data points according to the combined feature distribution. This 

is because the combined feature distribution takes into account all of the qualities.  If 

there are several ICE curves drawn, the plot may get too crowded, and you won't be 

able to distinguish anything on it. The following is the response: Either provide some 

transparency to the lines by drawing a little sample of them, or provide some 
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transparency to the lines as a whole. When looking at the charts provided by ICE, it 

could be difficult to locate the average. The solution to this issue is not complicated at 

all: It is necessary to incorporate the conditional expectation curves of all of the 

observers into the partial dependence plot. 

3.2.2 THE COMPUTER SOFTWARE INDUSTRY AND THE ALTERNATIVES 

AVAILABLE TO IT 

Iml, ICEbox, and pdp are three different R packages that each contain their own version 

of an ICE plot. This particular set of examples made use of the package known as iml. 

condvis is a supplementary R package that carries out functionality that is somewhat 

analogous to that of ICE. 

A map showing the accumulated local effects, often known as ALE, or influences that 

have collected in the nearby region. There are sixty-five reasons presented for how 

various elements have an effect on the forecast that an average machine learning model 

produces. The ALE plot provides a speedier and more objective alternative to partial 

dependency graphs (PDPs), which may be found in statistics. I would recommend 

beginning with the section on partial dependence plots because it is easier to understand 

such graphs, and both methods lead to the same conclusion: Both of these words 

describe how the effect of a feature is dispersed on average when it comes to the 

prediction. In the following sentence, I will try everything in my power to convince 

you that when the features are connected, partial dependence charts have a critical issue 

that has to be fixed. I hope you will give me the benefit of the doubt. 

3.2.3 Both Inspiration and Intuition are Important. 

If the features of a machine learning model are discovered to be connected with one 

another, the partial dependency plot should not be relied on as an accurate 

representation of the relationship between the features. The computation of a partial 
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dependency plot for a feature that is considerably related with other qualities involves 

averaging the predictions of contrived data instances that are unlikely to occur in 

reality. This is done so that the plot may be constructed for the feature that is strongly 

connected with other characteristics. This is done so that the degree to which the 

characteristic is dependent on other features may be accurately represented.  

This can result in a substantial degree of bias being introduced into the computed 

feature effect. Imagine being tasked with the task of computing partial dependency 

graphs for a machine learning model that calculates the estimated cost of a home based 

on the number of rooms and the total square footage of the living area. Something that 

piques our curiosity is how the living environment contributes, or does not contribute, 

to the value that is anticipated. In case you need a little help remembering, the formula 

for constructing partial dependency charts is as follows: 

1. Choose which of the features you want to use.  

2. Commence construction of the grid.  

3. Based on the value of the grid, do the steps as follows:  

 Replace the feature with the value from the grid, and  

 Average out the different projections.  

4. Draw a curve on the paper.  

When computing the initial grid value of the PDP – let's suppose it's 30 m2 – we replace 

the living area of every instance with 30 m2, even for residences that have 10 rooms. 

This is done so that the PDP value may be evenly distributed over the grid. This is done 

in order to ensure that the calculation is correct. The first thing that comes to me when 

I look at this house is that it is rather unusual. By simultaneously maintaining the 

illusion that nothing is wrong while concurrently include these imaginary residences in 
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the feature effect assessment, the partial dependence plot gives the impression that 

everything is in order and gives the impression that everything is in order. The 

following graphic presents a representation of two characteristics that are related, as 

well as an explanation of how the partial dependency plot method is responsible for 

averaging the forecasts of situations that are unlikely to take place. 

 

Both x1 and x2 can be shown to have extraordinarily robust connections with one 

another. In order to calculate the feature effect of x1 at 0.75, the PDP makes the false 

assumption that the distribution of x2 at x1 = 0.75 is the same as the marginal 

distribution of x2 (a vertical line). This is accomplished by substituting the value of x1 

in each and every instance with the value 0.75. This results in odd combinations of x1 

and x2 (for example, x2 = 0.2 while x1 is 0.75), which the PDP uses for the computation 

of the average effect. For example, x2 equals 0.2 while x1 is 0.75. How can we 

determine the effect of a characteristic while also taking into consideration the 

connection that exists between the features? We might take an average across the 

conditional distribution of the feature, which would mean that for a given grid value of 

x1, we would take an average of the forecasts made by examples that had a value that 

was comparable to x1.  
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This would suggest that we would take an average of the predictions made by instances 

that had a value that was similar to x1. Marginal Plots, often referred to as M-Plots, are 

a method that may be implemented in order to compute the impacts of features by 

making use of the conditional distribution. This solution is also known as an M-Plot. 

The conditional distribution, not the marginal distribution, serves as the foundation for 

these plots, despite the fact that the name suggests otherwise. Hold on, I thought we 

had agreed that I would explain ALE plots to you, but it appears that we did not. M-

Plots are not the solution that we are looking for at this juncture in time.  

 

What's the deal with M-Plots not being the answer to our predicament? Because there 

is a correlation between the amount of living space and the number of rooms, we will 

be able to estimate the combined impact of these two aspects of the home if we take 

the estimates from all of the homes that are around 30 square meters in size. Imagine 

for a moment that the only thing that affects the assessed value of a property is not the 

square footage of the living area but rather the number of rooms it has. The M-plot 
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would still reveal that the size of the living area has an influence on the projected value 

because the number of rooms rises with the living space. The following plot illustrates 

how M-Plots work by comparing two characteristics that are linked to one another in 

some way. 

Both x1 and x2 can be shown to have extraordinarily robust connections with one 

another. M-Plots are a depiction of the conditional distribution that are more or less 

average. The following diagram illustrates the conditional distribution of x2 given the 

value 0.75 for x1. When you take the average of all of the local projections, you wind 

up mixing the effect of the two characteristics together. This can have some interesting 

consequences. M-Plots prohibit the averaging of predictions that are based on 

infrequent data instances; yet, they are able to do this by integrating the effects of a 

feature with the effects of all related qualities.  

 

ALE plots provide a remedy to this problem since they compute, on the basis of the 

conditional distribution of the features as well as in other places, differences in 
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predictions rather than averaging them out. The ALE method starts by considering all 

residences that have a living space of around 30 square meters, after which it derives 

the predictions of the model as if these residences had a living space of 31 square 

meters, minus the forecast as if they had a living space of 29 square meters. This gives 

us the impact of the living space without merging it with the effect of associated 

aspects; as a result, we obtain the influence of the living area in its "pure" form. The 

use of contrasts helps to lessen the significance of other features. The illustration that 

follows might be able to provide some insight on the process of constructing ALE plots. 

Computation of the ALE for feature x1, which is connected to feature x2. To begin, the 

feature will be segmented by creating intervals with vertical lines as the primary tool. 

When we replace a feature with the upper and lower bounds of the interval (which are 

represented by horizontal lines), we compute the difference in the prediction that results 

for each data instance (point) that is included within an interval. This allows us to 

determine whether or not the feature was a good choice. Following that, the differences 

are compiled and then centered, which, in the end, results in the production of the ALE 

curve.  

To quickly review, the following is a rundown of how the three distinct types of plots 

(PDP, M, and ALE) compute the effect of a feature at a certain grid value: utter 

dependence on in alone Part Visualizations: "Let me show you what the model predicts 

on average when each data instance has the value v for that feature." Illustrations: "Let 

me show you what the model predicts on average." I fail to consider the question of 

whether or not the value v has any significance for each and every data object. M-Plots: 

"Let me show you what the model predicts on average for data instances that have 

values close to v for that feature," I stated as I displayed the data in the form of an M-

plot. I did so in order to illustrate what I meant when I said that the model predicts on 

average for data instances. It's feasible that the impact was brought on by that attribute, 
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but it's also possible that it was brought on by associated characteristics. ALE plots: 

"Let me show you how the model predictions change in a small "window" of the feature 

around v for data instances that are in that window." 

What are the key differences, in terms of mathematics, between the PD plot, the M plot, 

and the ALE plot? By employing all three of these methods, which have a single 

characteristic in common, the complex prediction function f may be reduced to a 

function that is dependent on only one (or two) characteristics. The function is lowered 

in all three methods by averaging the effects of the other characteristics, but they differ 

with regard to whether averages of predictions or averages of differences in predictions 

are computed, and also with regard to whether the averaging is carried out across the 

marginal distribution or the conditional distribution. On the partial dependence plots, 

which are positioned on the marginal distribution, an average of the forecasts is 

calculated and displayed. 

 

This is the value of the prediction function f at the feature value(s) xS. In order to arrive 

at this conclusion, each of the characteristics in xC was weighted equally and then 

averaged. The process of averaging the findings involves calculating the marginal 

expectation E over the characteristics in set C. This process is also known as the integral 

over the predictions weighted by the probability distribution. This may sound hard, but 

all we need to do to calculate the expected value across the marginal distribution is to 

take all of our data instances, alter them so that they have a given grid value for the 

features in set S, and then take the average of the predictions for this updated dataset.  
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This is all we need to do to compute the expected value throughout the marginal 

distribution. This may appear to be difficult, but in reality it's rather straightforward. 

Getting an average that is reflective of the marginal distribution of the attributes is 

ensured for us if we use this procedure, which assures that we will get that average. 

The conditional distribution is used in M-plots, and the predictions are weighted and 

averaged over the distribution. 

 

The only thing that is different from PDPs is that instead of assuming the marginal 

distribution at each grid value, we take an average of the predictions that are conditional 

on each grid value of the feature that is of interest. This is the only thing that 

distinguishes this method from PDPs. This is the only point of distinction. In point of 

fact, this indicates that we ought to create a neighborhood for ourselves to live in. For 

example, in order to determine the effect that a square footage of 30 m2 would have on 

the expected value of a piece of real estate, we might take the average of the projections 

for all of the properties that have a square footage that falls somewhere between 28 and 

32 m2. The approach will be covered in further depth in a later section, but ALE charts 

work by averaging the changes in the predictions and then accumulating those changes 

throughout the grid. 
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There are three clear departures from M-Plots that can be seen in the formula. To begin, 

rather than simply taking an average of the projections themselves, we take an average 

of how they evolve through time. The rate of change is referred to as the gradient; 

however, for the purpose of the actual computation, the gradient is thereafter 

substituted by the differences in the predictions produced during a period. 

 

The second point of differentiation concerns the additional integral calculation that is 

carried out across z. We are able to assess the influence that each feature has had on 

the prediction by accumulating the local gradients throughout the whole collection of 

features that comprise set S. This gives us the ability to determine the importance of 

any individual feature.  

During the actual computation, the z's are substituted with a grid of intervals, and it is 

over these intervals that we compute the variations in the prediction. Because of this, 

the computation may be completed very lot more fast. The ALE method does not only 

take an average of the predictions; rather, it estimates the impact by computing the 

prediction differences conditional on features S and integrating the derivative across 

features S.  

This is done in order to determine how significant an effect the feature has. That looks 

like really dumb behavior to me. The outcomes of a derivation and an integration are 

nearly always the same, much as the outcomes of first finding the difference between 

a number and then adding that number. Why, in this particular setting, does it make 

sense to do so? The derivative, also known as the interval difference, may be used to 

decrease the effect of related features while at the same time isolating the influence of 

the feature of interest, which is also known as the interval difference.  
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The third and last difference that can be noticed between ALE plots and M-plots is that 

the findings are shown after a constant has been subtracted from them. At this point, 

the ALE plot has been centered so that the average effect throughout the whole data 

readout displays "0." There is still an issue to be resolved, and that is the fact that not 

all of the models arrive pre-assembled with a gradient. For instance, random forests do 

not have a gradient in their structure. On the other hand, as you will see in the following 

section, the actual computation could function by employing intervals rather than 

gradients to complete its work. Let's look at the estimation of ALE plots in a little bit 

more detail, shall we? 

3.2.4 AN ESTIMATE OR APPROXIMATION 

I will start by explaining how ALE plots are estimated for a single numerical feature, 

then I will move on to describing how they are calculated for two numerical features, 

and then I will describe how they are estimated for a single categorical feature. In the 

end, I will describe how ALE plots are estimated for a single numerical feature. We 

begin by dividing the feature into a number of intervals before moving on to the next 

step, which is computing the differences between the different projections for the local 

consequences of the feature. This technique may be used to approximate the gradients, 

and it can also be applied to models that do not have gradients in their representation. 

To begin, we will perform an analysis to determine the impact of not being centered: 

 

Let's tackle this formula one step at a time, beginning on the right side and working our 

way to the left. This formula is comprised of a number of separate components, each 

of which is referred to by its own unique name. The phrase "Accumulated Local 
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Effects" does a decent job of expressing this. Calculating the differences in predictions 

is at the core of the ALE method. This is accomplished through a procedure in which 

the characteristic of interest is replaced with grid values z. The discrepancy in 

prediction is due to the influence that a single feature has on its own for a single 

occurrence while operating inside a certain time interval.  

The computation identifies a period of time as the neighborhood Nj (k), and the sum 

on the rightmost side of the equation compiles the combined effects of all the events 

that take place inside that time frame. We take this total and divide it by the total 

number of occurrences that occurred during this time period in order to compute the 

average deviation that existed between the values that were predicted for this period 

and the actual values. This average is being discussed, and the word "Local" in the term 

"ALE" refers to it.  

This is the interval that is being discussed. When we see the symbol on the left that 

reads "sum," we know that we are going to be adding up the mean of all of the intervals' 

affects. If a feature value, for instance, is located in the third interval, then the ALE of 

that value is equal to the sum of the impacts that were caused by the first, second, and 

third intervals. This suggests that the ALE is not at the center position. This is reflected 

in the fact that the term "Accumulated" is used in ALE. Because of the manner in which 

this impact is focused, the effect on the mean level is fully cancelled out. 

 

The value of the ALE may be read in a number of different ways, the most frequent of 

which is as the predominant effect of the feature at a certain value in relation to the 
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normal prediction of the data. However, there are other possible interpretations of the 

value of the ALE. For example, if the ALE estimate for xj = 3 is -2, it implies that when 

the j-th feature has a value of 3, the forecast is 2 units below the average projection. 

This is the case when the ALE estimate is negative. The quantiles that are produced 

from the distribution of the feature are used to create the grid that defines the intervals. 

This grid is formed out of the quantiles.  

When quantiles are used, one may be certain that each of the intervals has the same 

number of data instances, so they can relax about that. One of the potential drawbacks 

of employing quantiles is that the lengths of the gaps that exist between quantiles may 

vary greatly from one another. This might lead to some extremely peculiar ALE charts 

if the feature of interest is severely skewed, for example, by having many low values 

and just a few very high ones. 

3.2.5 ALE GRAPHS THAT ILLUSTRATE HOW TWO TRAITS INFLUENCE 

ONE ANOTHER 

An ALE plot may also be used to demonstrate the interaction influence that two 

attributes have on one another. Because we have to gather the effects in two 

dimensions, the calculation procedures are the same as when we are working with a 

single feature. However, while we are carrying out our calculations, we work with 

rectangular cells rather than intervals. In addition to adjusting for the influence of the 

overall mean, we also adjust for the effects that are most relevant for each of the 

features. This is done in addition to adjusting for the influence of the general mean.  

This suggests that the ALE approach for evaluating the influence of two qualities only 

takes into account the effect of the second order and does not take into account the 

effects of the features at their primary level. In other words, the only thing that the ALE 

for two qualities indicates is the additional effect that the features have on one another. 
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This is the case since the ALE simply compares the two characteristics. I won't bother 

you with the equations for the 2D ALE plots because they are lengthy and difficult to 

comprehend due to the fact that they are quite complicated. If you are interested in the 

computation, I would focus your attention to the research, more especially the formulas 

(13) to (16). I plan to depend on visuals in order to foster an intuitive knowledge of the 

second-order ALE computation and hope that this will help. 

Determining the 2D-ALE gradient by calculation. The two unique qualities are 

separated by a grid that is placed over them. It is necessary for us to do so in order to 

calculate the second-order differences for each instance that is contained inside each 

grid cell. To begin, we take the values that are now stored in x1 and x2 and replace 

them with the values that are currently stored in each of the four corners of the cell. If 

a, b, c, and d respectively represent the "corner"-predictions of a changed instance, then 

the difference in order between the second and third orders is (d - c) - (b - a). The picture 

demonstrates this point.  

The mean difference of the second order in each cell is utilized, and it is then centered 

after being accumulated over the grid. The bulk of the cells in the figure that came 

before this one are vacant as a direct result of the link. In the ALE plot, this is the kind 

of item that may be shown by a box that is shaded or otherwise dimmed in some other 

way. You also have the option of replacing the ALE estimate that is missing from a cell 

that is empty with the ALE estimate of the cell that is nearest to you that is not empty. 

This is another choice that is available to you. Due to the fact that the ALE estimates 

for two features only reflect the features' second-order effect, more caution is required 

when interpreting the data. The term "second-order effect" is used to refer to the 

additional interaction effect that arises as a result of the combined existence of the 

characteristics after one has taken into account the primary affects that each feature has 

individually. Assume that there is no interaction between the two qualities being 
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studied, and instead that each element has a linear impact on the outcome that is being 

predicted. If we were to look at the 1D ALE plot for each individual feature, we would 

see that the anticipated ALE curve is a straight line. If we were to look at the 2D ALE 

plot, we would notice that the ALE curve is a curved line.  

Nevertheless, when we plot the 2D ALE estimates, they ought to be fairly close to the 

value zero. This is due to the fact that the second-order impact is nothing more than the 

additional influence that the contact possesses. ALE plots and PD plots can be 

differentiated from one another by the following criteria: PDPs will always exhibit the 

entire impact, whereas ALE graphs will only display either the first- or second-order 

effect, depending on which one is greater.  

These are merely aesthetic decisions that have absolutely nothing to do with the 

mathematics that lies behind them. You may get an estimate of the total ALE plots 

either by not subtracting the lower-order effects from the partial dependence plot in 

order to get the pure main or second-order effects, or you can get an estimate of the 

total ALE plots by subtracting the lower-order effects from the plot in order to get the 

pure main or second-order effects.  

Either way, you can estimate the total ALE plots. It is possible to compute the 

cumulative local effects for arbitrarily higher orders, which refers to interactions 

involving three or more features. However, as stated in the PDP study, it is only 

beneficial to add up to two features because greater interactions cannot be shown or 

even grasped in the correct manner. ALE looking for features that may be grouped into 

certain headings In order for the accumulated local effects method to work as it was 

designed to, the feature values need to be arranged in a specific order.  

This is due to the fact that the method accumulates effects in a particular direction. The 

characteristics that can be grouped together into categories do not follow any type of 



 

152 | P a g e   
 

logical or natural progression. Before we can calculate an ALE plot for a categorical 

feature, we need to first determine or create an order of some type. This may be done 

either by experimentation or observation.  

The sequence in which the categories are presented has an effect not only on the 

computation of the cumulative local impacts but also on the comprehension of those 

impacts. Organizing the categories in descending order of how closely they are 

connected to one another in terms of the other qualities is one of the potential 

approaches that may be used. The distance that exists between two categories may be 

determined by summing the distances that are associated with each particular attribute. 

To compare either the cumulative distribution in both categories (in the case of 

numerical values) or the relative frequency studys (in the case of categorical features), 

the Kolmogorov-Smirnov distance, also known as the feature-wise distance, is utilized. 

This distance is also known as the feature-wise distance. After calculating the distances 

that exist between each category, the distance matrix is then multidimensionally scaled 

down to a form that is just one dimension long using the scaling method. This gives us 

with an order for the categories that is based on the degree to which they are comparable 

to one another. Take a look at the following example to get a better understanding of 

this point: Let's say we have three different kinds of features: one that's numerical and 

it's called "temperature," one that's categorical and it's named "season," and one that's 

numerical and it's called "weather."  

In order to properly evaluate the first category characteristic, which is comprised of 

seasons, it is necessary to do an ALE calculation. The terms "Spring," "Summer," 

"Fall," and "Winter" are the headings for the several categories that are featured in this 

feature. The first thing that we attempt to establish is the degree to which "spring" and 

"summer" are distinct categories from one another. The distance may be determined by 

summing the distances that separate the temperatures and meteorological conditions of 
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each of the individual characteristics. Calculating the empirical cumulative distribution 

function is the first step in determining the temperature. To do this, we start by 

collecting all of the cases that have "spring" as their season.  

After that, we carry out the procedure once again for each of the occurrences that list 

"summer" as their season and use the Kolmogorov-Smirnov statistic to determine the 

distance that separates them from one another. In order to put the weather feature into 

action, we must first calculate the probabilities of each weather type for all "spring" 

occurrences, then we must repeat this procedure for all "summer" instances, and lastly, 

we must add up the absolute distances in the probability distribution. If "spring" and 

"summer" have extremely different temperature ranges and weather patterns, then the 

gap between the two seasons represents a relatively big portion of the total category. 

After doing the method with the remaining seasonal couples, we utilize 

multidimensional scaling to reduce the size of the resulting distance matrix to a single 

dimension. 

3.2.6 TO CITE A FEW EXAMPLES: 

Shall we have a look at how various ALE plans are being implemented? I have been 

able to think of a situation in which partial dependence graphs become invalid. The 

scenario consists of a prediction model as well as two qualities that have a strong 

correlation with one another. The prediction model is largely a linear regression model; 

nevertheless, it demonstrates odd behavior when a combination of two qualities for 

which we have never observed occurrences is taken into consideration. This is because 

we have never seen occurrences of the combination of these two characteristics. 
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CHAPTER 4 

ADVANCES AND FUTURE PROSPECTS 

In recent years, machine learning (ML), particularly deep neural networks (DNNs), and 

artificial intelligence (AI) in general have been widely deployed in a variety of multi-

media computing jobs, where they have been met with a great deal of success. Audio 

processing, picture classification, computer vision, image retrieval, healthcare, and 

several other fields are some examples of the kinds of work that fall under this category. 

It is common knowledge that the processing of a variety of information streams is 

required for such activities in order to derive useful insights from the many sources of 

input data, to make intermediate judgments, or to engage in higher-level activities, 

which ultimately results in superior performance, and sometimes even performance that 

has never been seen before.  

 

Figure 3.1 The Interpretable ML (I-ML). 

Source: Interpretability of Machine Learning Recent Advances and Future Prospects, 

data collection and processing through by Gao, Lei (2023)  

Despite the remarkable success that ML and AI have had in the multimedia business 

and other fields that need cognitive processing, the interpretability of machine learning 
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and artificial intelligence is still a continual issue. This is the case despite the fact that 

ML and AI have been around for a while. To be more explicit, the black-box nature of 

contemporary machine learning architectures has been a problem for a very long time, 

which has led to issues regarding questionable performances and forecasts in real-world 

applications.  

In addition, this issue has led to a lot of uncertainty in the field. As a direct consequence 

of this, there has been an increase in the yearning to understand ML-based 

representations on a more profound level and to learn them in a method that is more 

effective. Interpretable Machine Learning (I-ML) techniques have recently gained a 

substantial amount of attention and interest in the communities of both ML and 

intelligent multimedia as a means of tackling the black box problem. This is due to the 

fact that these approaches provide a means of interpreting the results of machine 

learning algorithms. 

You may look at Figure 1, which offers a graphical depiction of the I-ML, by clicking 

on this link. Classical neural network (NN)-based models (such as neural networks, 

convolutional neural networks (CNN), and deep neural networks (DNNs) in general) 

are thought to exhibit less Interpretable characteristics. This is one of the reasons why 

they have attracted more attention from the academic and industrial communities. At 

initially, these groups worked on trying to explain the "black box," but more lately, 

they have shifted their focus to developing new models that are already naturally 

Interpretable. 

Deep learning (DL) has dominated the research landscape over the past ten years in 

domains like as visual computing, natural language processing, video processing, and 

many more. This is despite the fact that all NN-based models come from the Kurt-

Vladimir (K-V) Universal approximation (UA) theory. The meteoric rise in popularity 

of DL-based models can be attributed to a number of factors, including the vastly 
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improved capabilities of chip processing units (such as GPU units), the significantly 

reduced cost of computing hardware, the substantial developments in ML, and the 

knowledge in neurobiological science that has been discovered and accumulated over 

the course of several decades.  

Specifically, the rise in popularity of DL-based models can be attributed to the vastly 

improved capabilities of chip processing units (such as GPU units). In general, 

architectures that are based on DL are constructed out of a multitude of processing 

layers, which enable the learning of representations of input data that vary in the degree 

of abstraction they exhibit. Such designs, when combined with particular optimization 

algorithms (for example, backpropagation, Adam, and so on), help expose the detailed 

structure in large data sets.  This is necessary for the development of intelligent systems 

and computers that aim to emulate the natural human computing system for the 

processing of information.  

Such systems and computers are necessary for the development of such systems. 

However, the end-to-end architecture frequently results in the DL-based 

representations being shown as a black box. This means that it is difficult to 

comprehend what the prediction depends on and which characteristics or 

representations play more crucial roles in a certain endeavor. This is due to the fact that 

it is difficult to determine what the forecast is based on, as well as the fact that it is 

difficult to determine which characteristics or representation has a more significant 

impact. It has been shown that DNNs, for a similar set of reasons, are not as powerful 

as they may be. These factors include.  

For example, undesirably low performance can be generated by minute variations in an 

input, which are frequently invisible to humans and can create instability in deep neural 

networks (DNNs). These shifts can often go unnoticed because they are so small. The 

community of people who deal with machine learning has recently come to the 
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awareness that in order to effectively create and enhance ML models, either the black-

box problem needs to be understood and addressed, or fully Interpretable models need 

to be conceived of. Both of these options are necessary in order to get the desired 

results. The exploration of machine learning models that are both explainable and 

Interpretable came into play as a direct consequence of this development.  

In spite of the fact that being able to understand something and being able to explain 

something are both working toward the same goal, the paths that they take to get at that 

goal are fundamentally different. Explain ability of ML refers to the capability of 

grasping the work logic of an ML model after the completion of its design, for the goal 

of attempting to solve the black-box problem by post hoc activities.  

This skill is required in order to attempt to solve the black-box problem. This capability 

is unlocked once the design step of the model has been successfully finished. On the 

other side, interpretability in machine learning often refers to the capability of users to 

not only observe, but also study and grasp how inputs are mathematically and/or 

logically transformed to outputs.  

This is in contrast to the visibility of machine learning, which typically refers to the 

capability of users to see how machine learning works. Users are not only able to see, 

but also investigate and comprehend the process of machine learning thanks to this 

capability. Creating a model architecture that is inherently Interpretable is the ultimate 

goal of exploring interpretability, since this will allow the "black box" problem to be 

resolved once and for all. In any event, the purpose of the I-ML project is to investigate 

and identify the strategies that have the potential to be utilized for the purpose of 

improving the interpretability of intelligent multimedia as well as ML in general. The 

chart that you see in Figure 2 is a reference chart that depicts the number of publications 

that were published on interpretability and explain ability between the years 2000 and 

2019. 
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Figure 3.2 The number of studys on interpretability and explainability of 

NNs/DL. 

Source: Interpretability of Machine Learning Recent Advances and Future Prospects, 

data collection and processing through by Gao, Lei (2023)  

It is widely agreed upon that the two procedures of "extraction" and "exhibition" are 

the ones that need to be carried out in order to render NN/DL models Interpretable. 

Extraction is the process of obtaining relevant knowledge for an intermediate 

representation, and exhibition is the process of structuring such a representation in a 

way that is simple for humans to grasp, such as through visualising the representation.  

In general, extraction is the process of discovering relevant knowledge for an 

intermediate representation, and exhibition is the process of doing so. The terms 

"extraction" and "exhibition" are used to refer to both of these operations together. The 

major focus of this survey is on locating relationships that are either already existing in 

the data or taught by the ML model. Finding these associations is the key focus.  
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As a consequence of this, the survey is more congruent with the extraction step of the 

I-ML process. The ML community and the intelligent multimedia community have 

both had access to a number of survey surveys that have been conducted in the past. 

The fundamental objective of these investigations has been to shed light on the 

composition of the inner workings of a mysterious box.  

This study will go deeper into recent advancements in this field of research; however, 

the major focus will be on a new category of models that are meant to be naturally 

Interpretable from analytically inspired points of view. These models will be discussed 

in more detail in the following paragraphs. 

This study applies the I-ML methodologies to three multimedia related fields (text-

image representation, face recognition, and object recognition) with the aim that such 

an approach may better motivate readers in their pursuit of ML interpretability from 

different perspectives in their R&D efforts. These areas include: text-image 

representation, face recognition, and object recognition. This work takes a practical, 

down-to-earth approach to supplement the review that was previously conducted.  

The analysis of the conventional NN-based models and the inherently Interpretable 

models may be found in the subsequent sections of this inquiry, namely Sections II and 

III. In Section IV, evaluation and comparisons of representative models that are 

pertinent to multi-modal image and multimedia analysis and recognition are carried 

out.  

This section of the paper is titled "Multi-Modal Image and Multimedia Analysis and 

Recognition." This section is broken up into four different subsections. A summary of 

the conversation is offered in Section V, along with an analysis of various possible 

consequences for the future. In the concluding part of the essay, some conclusions are 

presented. 
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4.1 TRADITIONALLY AND ARE BASED ON NEURAL NETWORKS 

Models that are based on traditional neural networks have seen a great deal of success 

over the course of the past several years and have demonstrated superior performance 

than that of humans in a variety of difficult tasks. These activities include, but are not 

limited to, the classification of images and visuals, the processing and identification of 

spoken languages, and even board games. However, because classical models take the 

form of closed boxes, it is incredibly challenging to comprehend the fundamental 

mechanisms and behaviours of network systems. This is because of the nature of 

classical models.  

A frequent strategy that may be taken to overcome this challenge is to investigate the 

potential of interpretability by giving an explanation of what occurs within the black 

box. Therefore, for this class of models, the word "interpretability" refers to the power 

to clarify and extract knowledge representations in various layers of NN-based models 

as stated in.  

This is because interpretability refers to the ability to clarify and extract knowledge 

representations. This is due to the fact that interpretability relates to the capability of 

elucidating and removing knowledge representations. This study focuses on analysing 

the FFNN-based and DL-based techniques, both of which have garnered the most 

interest during the entirety of the course. 

4.1.1 METHODS BASED ON THE FFNN 

In the 1980s, the FFNN was already being used to study and develop NNs as well as 

other highly complex networks. In addition, it was being used to investigate and create 

other extremely complex networks. For instance, an FFNN was utilised to construct a 

global minimum loss function, which led to a certain degree of comprehension of the 

model. This arose from the fact that the model was broken down into components. It 
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was possible to reach this degree of comprehension. In this paper, an Interpretable 

feedforward (FF) architecture using a data-centric approach is presented.  

According to this architecture, the network parameters of the current layer are 

generated with a single pass using data statistics that are acquired from the output of 

the layer below it. evaluated the levels of neuronal activity in each layer as a result of 

the various photos and films that were shown to them. This was done in order to better 

understand how the brain processes visual information. They made the discovery that 

the live activation values of a model are vital for understanding how that model works, 

which finally led to the construction of a model that could be understood. Live 

activation values change depending on the inputs that are used. 

4.1.2 DL STRATEGIES THAT ARE ESTABLISHED ON  

As a direct result of the recent advances made by DNNs, a wide range of studies that 

take the form of pure DL techniques have been presented. When it comes to 

establishing the explainability of DNNs, particularly CNNs, these methodologies have 

emerged as the most common strategies. For instance, Interpretable CNNs have been 

proposed as a method for illuminating knowledge representations in higher convolution 

layers. This is one example. After that, the knowledge representation that was 

developed adds to an enhanced grasp of the logic that is contained inside a CNN 

architecture. The newly constructed Interpretable neural network, such as the Siamese 

CNN, was put to use in a number of different applications, including facial recognition.  

This network provides an explicable model that can assist in distinguishing between 

the faces of two actresses that are quite similar to one another in appearance. In the 

piece of research known as a strategy by the name of CNN-INTE is described and then 

utilised in an effort to comprehend deep CNNs. The CNN-INTE method provides a 

global interpretation of any test cases carried out on the hidden layers throughout the 
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entirety of the feature space in an effort to shed light on the inner workings of deep 

learning-based models. This is done in an effort to shed light on the inner workings of 

deep learning-based models.  

It was suggested to use a prototype layer, which was eventually implemented into a 

conventional CNN architecture. The network is able to build multiple prototypes for 

various parts of the input picture in line with the prototype layer, which allows it to do 

so. As a consequence of this, one may arrive at a reliable interpretation of the 

functioning of the model. The offers a decision tree that stores option modes in totally 

connected layers. Rather than categorising the data, the decision tree's objective is to 

offer a quantitative explanation of the logic that underpins each CNN prediction.  

linked each output channel in or from each layer with a gate for CNNs. This gate acts 

as a weight that cannot be negative and indicates how essential that channel is in the 

overall architecture of the network. The network will gain the potential to explore and 

attach meanings to significant nodes if this operation is carried out, which will result in 

the CNNs being explicable. LIME, which stands for Local Interpretable Model-

Agnostic Explanations, is a piece of software that can provide explanations of choices 

for any machine learning model. Its name comes from the combination of the two 

acronyms. The LIME method is used to determine the importance of each feature. This 

is performed by first generating perturbed samples of the input point. Next, the 

programme makes use of these samples, which have been labelled by the initial model, 

in order to generate a local approximation of the CNN model. Finally, the algorithm 

calculates the relevance of each feature. 

In addition to that, it was suggested that we make use of a system that is referred to as 

a grouping-based Interpretable neural network, or GroupINN for short. GroupINN is 

able to concurrently learn the node grouping and extract graph features because it 

makes use of three distinct types of layers: the graph convolutional layer, the fully 
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connected layer, and the node grouping layer. The fact that the fully connected layer 

functions as a bridge between the graph convolutional layer and the other two layers 

makes this outcome conceivable. When it comes to the categorization of brain data, 

this ultimately results in increased performance. As a means of providing an 

explanation for CNNs, the researchers devised the concept of using a technique that is 

commonly referred to as layer-wise relevance propagation, or LRP for short. The LRP 

approach is predicated on the conservation principle, which asserts that each neuron in 

the network obtains a bit of the network output and re-distributes it to its predecessors 

in an equal proportion.  

This concept underpins the LRP method. This procedure will carry on until the desired 

values for the input variables have been attained. This is a systematic approach that 

operates in a fashion that is comparable to that of the autoencoder algorithm. RemOve 

And Retrain (ROAR) is the name of the approach that was developed to evaluate the 

interpretability of DL-based models. It was named after the acronym for the phrase 

"move and retrain."  

During this step of the process, it will be necessary to determine how the accuracy of a 

retrained model degrades as a result of the removal of characteristics that are regarded 

as being relevant. After the model has been retrained, this verification is carried out by 

looking at the model's output.  

A method for explainable artificial intelligence (XAI) is presented in this study, and it 

is situated inside the framework of the Locality Guided Neural Network (LGNN). 

Because LGNN is able to retain proximity between adjacent neurons throughout each 

layer of a deep network, it has the potential to alleviate the "black box" aspect of 

existing AI technologies and make them more comprehensible to humans, at least to 

some degree. This is because LGNN is able to maintain proximity between adjacent 

neurons across each layer of a deep network. 
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This is due to the fact that LGNN is able to maintain closeness between neighboring 

neurons throughout each layer of a deep network. A rule set is examined on the network 

by utilising an Interpretable partial replacement in order to cover some portion of the 

input space. This analysis' primary objective is to cover a predetermined portion of the 

available space. The proposed strategy combines an Interpretable partial replacement 

with any black-box model in order to offer low-to-no cost transparency into the process 

of making predictions. This will allow for greater accuracy in the predictions made. 

 

Figure 3.3 The interpretability by FFNN/DL. 

Source: Interpretability of Machine Learning Recent Advances and Future Prospects, 

data collection and processing through by Gao, Lei (2023)  

Figure 3, which is a graphic with the same name, illustrates the schematic graph of the 

interpretability as determined by FFNN/DL. This graphic bears the same name. The 

strength of the DL-based approaches that were discussed in this section is, in essence, 

limited by a number of limits when they are used to investigate the interpretability of 

NN. Earlier on in this part, these restrictions were brought up and explored. The 

difficulty of either vanishing or extending gradients is one of these limits, and the 
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necessity that the parameters be manually set is another. Both of these constraints must 

be considered. Because of these restrictions, a significant number of academic groups 

are debating whether or not it would be possible to investigate the interpretability of 

models from a number of distinct vantage points. This is going to be the topic that is 

covered in the discussion segment that follows the one that we are now on. 

4.1.3 ACCORDING TO THE DEFINITION METHODS EMPLOYING I-ML 

The second type of I-ML models is one that adheres to the structural knowledge of the 

domain. These models have been given the name "inherently Interpretable models," 

and their classification has been given. These models adhere to the structural 

knowledge of the domain, which may come in the form of additivity, monotonicity, 

causality, structural (generative) constraints, or structural constraints. These 

restrictions arise from domain knowledge and are at least somewhat defensible by 

theoretical analysis, such as the laws of physics and/or mathematical formulae. This 

knowledge is referred to as "domain knowledge." The key components of this I-ML 

family include physics-informed, model-based, algorithm unrolling solutions, and 

mathematically-inspired techniques, all of which will be addressed in the following 

subsections. 

4.1.4 NN WRITTEN FROM THE VIEWPOINT OF A PHYSICIST 

Methods in physics-informed neural networks are frequently taught to deal with 

supervised learning tasks while conforming to any specific laws of physics that are 

defined by generic nonlinear partial differential equations. This is done so that the 

neural networks can learn without being overly constrained by the specific rules of 

physics. The design of a physics-informed neural network is depicted in Figure 4. In 

this type of network, a fully-connected neural network is utilised to approximate the 

multi-physics solutions u. Figure 4 shows this type of network. This approach for 
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getting closer to the solution was applied. The derivatives of u are computed with the 

use of automatic differentiation (AD), and the results of this computation are 

subsequently utilised in the derivation of the residuals of the governing equations that 

are associated with the loss function. In the end, the parameters of the neural network 

as well as the parameters of the unknown partial differential equation (PDE) are 

investigated through the process of minimising the loss function. 

 

Figure 3.4 A schematic of a physics-informed NN model from. 

Source: Interpretability of Machine Learning Recent Advances and Future Prospects, 

data collection and processing through by Gao, Lei (2023)  

There are several models to choose from, each of which is representative and is 

influenced by physics. The data-driven discovery of partial differential equations and 

the data-driven solution to these equations were the two problems that needed to be 

solved by the physics-informed neural network that was utilised in machine learning. 

The researchers presented some encouraging discoveries with regard to a broad range 

of issues in the field of computer science. In order to solve multidimensional forward 

and inverse challenges with forcing terms whose values are only known at randomly 
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distributed spatio-temporal coordinates (black-box forcing terms), a fractional physics-

informed NN model was suggested.  

This methodology was intended to handle difficulties of this nature and others like 

them. performed a survey investigation that summed up that the majority of research 

in physics-informed NN has focussed on customising this class of models utilising 

various activation functions, gradient optimisation approaches, neural network 

topologies, and loss function structures in ML. This conclusion was reached after a 

study that surveyed researchers in the field. Modifying the activation functions, 

gradient optimisation approaches, neural network topologies, and loss function 

structures are some of the ways in which one may tailor this category of models to one's 

own needs. 

4.1.5 NN THAT IS DEPENDENT ON MODELS. 

Studies on the interpretability of model-based neural networks largely focus on the 

construction of models that may rapidly offer insight into the relationships that the 

networks have learned to recognise. You are welcome to look at the model-based NN 

diagram that is shown for you in figure 5. In the diagram, there are three streams that 

exist according to the various domain knowledge: the model that is fully data-driven 

can be found on the left, model-based machine learning can be found in the middle, 

and a model-based method that does not contain data-driven features can be found on 

the right. Each of these streams is represented by a different section of the diagram. 

Recently, it has been common practise in DNN research and application development 

to make use of model-based architecture. Image reconstruction is discussed using a 

model-based neural network (NN) architecture, which is presented in this research. 

This framework provides a methodical approach to the construction of deep 

architectures for inverse problems, where the structure of the problem is irrelevant. As 
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a consequence of this, it is possible to deliver an Interpretable DNN model that can be 

implemented in a variety of image processing software programmes.  

 

Figure 3.5 A diagram of model based NN from. 

Source: Interpretability of Machine Learning Recent Advances and Future Prospects, 

data collection and processing through by Gao, Lei (2023)  

Combining model-based neural networks with data-driven pipelines led to the 

development of a generic framework for deep learning. In order to construct the 

framework, this step has to be taken. The framework has a wide range of potential 

applications, some of which include ultrasonic imaging, optics, digital 

communications, and the monitoring of dynamic systems. Within the framework of a 

model, NN was proposed as a method for improving sampling and reconstruction in 

order to get optimal results. To improve picture quality while preserving a certain level 
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of interpretability, this strategy makes it feasible to do combination optimisation as well 

as continuous optimisation of the sampling pattern and the CNN parameters. 

4.1.6 A STEP-BY-STEP EXPOSITION OF THE ALGORITHM 

Model interpretability, on the other hand, may be handled by establishing a tangible 

and systematic link between iterative algorithms, which are frequently used in signal 

processing, and DNNs. This is in contrast to algorithm unrolling, which involves rolling 

back previously rolled algorithms. Both machine learning and artificial neural networks 

make heavy use of these algorithms in their decision-making processes.  The process 

of algorithm unrolling is depicted in figure 6, which is a sketch that gives a high-level 

overview of the procedure. As shown in Figure 6, if you begin with an iterative 

algorithm (on the left), you may build a deep network (on the right) by cascading the 

iterations of that approach.  

 

Figure 3.6 A high-level overview of algorithm unrolling from. 

Source: Interpretability of Machine Learning Recent Advances and Future Prospects, 

data collection and processing through by Gao, Lei (2023) 
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This is the case if you start with the algorithm on the left. After then, the iteration step 

denoted by the letter h that is displayed on the left is repeated a number of times, which 

results in the generation of a variety of parameters denoted by the letters h1, h2, etc. 

The algorithm parameters, which are subsequently translated into the network 

parameters 1, 2,... (right), determine the outcome of each iteration, which is denoted by 

the letter h. End-to-end training, as opposed to cross-validation or analytical 

derivations, enables the parameters 1, 2, and so on to be learned from the training 

datasets. This is in contrast to traditional methods of determining the values of the 

parameters, such as using those methods. As a direct consequence of utilising this 

strategy, the network layers will immediately acquire interpretability as a gift from the 

iteration process. 

A Bayesian-based unrolling technique was suggested in this study, and it was 

demonstrated how the approach might be used to single-photon LiDAR systems. The 

technique that was created as a consequence of this delivers increased network 

interpretability by capitalising on the benefits afforded by learning-based frameworks 

as well as statistics. This was accomplished by combining the two approaches types.  

A method known as the graph unrolling network methodology was developed with the 

intention of denoising graph signals. The conventional unrolling approach was 

extended in scope by means of the recommended procedure before being utilised in the 

graph domain. In addition to that, an interpretation of the architecture design was 

provided in terms of how it connects to signal processing.  

An Interpretable unsupervised unrolling approach was created so that hyperspectral pan 

sharpening may be done. During the course of this investigation, an early model for 

pan sharpening was conceived of and developed. The subsequent step involves 

unfolding the iterative steps into a deep Interpretable iterative generative dual 

adversarial network. 
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4.1.7 MATHEMATICS AS A SOURCE OF INSPIRATION FOR MANY 

TECHNIQUES 

This category of models, which has been given the name SGO-NN, came into being as 

a result of the combination of Statistics Guided Optimisation (SGO) with NN 

architecture. Because of the way that these models are constructed, not only do they 

possess properties that make them model agnostic, but also they are ideal for the 

interoperability of models on a worldwide scale. In point of fact, the idea was conceived 

as a result of the K-V UA theory, but with a different method of actualization than what 

was originally envisioned.  

An approach that was originally recognised and used by the NN community in the 

1980s is one in which the network does not concentrate on extending the depth of its 

connections but rather the breadth of the connections it has. Up to the first decade of 

the 21st century, the growth of this category of networks was impeded by a lack of 

processing power, in a way that is akin to that which hampered the development of 

DNNs. However, DNNs quickly began to dominate the field of machine learning, and 

as a direct result of this rapid rise to dominance, further exploration of this alternative 

approach was overwhelmed until very recently. 

The Kolmogorov-Arnold (K-A) theorem and the K-V UA theory as the foundation, 

particular biological reasons and scientific standards in architectural design, and robust 

optimisation techniques for a quality training procedure are the three defining features 

of this category of building. These qualities are as follows: a. the Kolmogorov-Arnold 

(K-A) theorem and the K-V UA theory as the basis.  

The most recent development in approximation theory has successfully proven the K-

A theorem/K-V UA theory, which claims that a neural network (NN) needs just three 

hidden layers in order to be sufficient for approximating any nonlinear functions under 
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moderate circumstances. This theory was a major step forward in the field of 

approximation theory. The analytical method was utilised to complete this verification.  

Simultaneously, a wide variety of helpful models with three or fewer layers have 

developed and demonstrated their adaptability, effectiveness, and cost in terms of 

computer resources. The number of layers on these models is lower than three. 

PCANet, DCTNet, CCANet, and DDCCANet, as well as ILMMHA, are all instances 

of networks that are quite similar to one another. offered a PCANet for the purpose of 

image classification.  

The principal component analysis (PCA), which is an old-school method for solving 

SGO problems, was employed in the creation of multi-stage filter banks in the PCANet, 

which helped to an easier understanding of the proposed model.  

The combination of a discrete cosine transform (DCT) with a neural network 

architecture (NN) was what led to the proposal of the DCTNet model in. This 

combination was successful in producing an analytically Interpretable model. This is 

an example of a canonical correlation analysis network, which is more commonly 

referred to as a CCANet. The canonical correlation analysis (CCA) method is one that 

the CCANet implements when it comes to the process of constructing two-view multi-

stage filter banks. In addition to this, it creates an architecture for the neural network 

that contains characteristics that may be interpreted.  

Constructing the convolution layer requires the utilisation of both the within-class and 

between-class correlation matrices, which are then jointly optimised. This lays the 

groundwork for the development of a unique discriminant canonical correlation 

analysis network, also known as DDCCANet. DDCCANet is a tool that can be used to 

investigate additional discriminant information within provided data sets. A model that 

we will refer to as the learning-based multi-modal hashing analysis (ILMMHA) will 
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be presented by us in this study. ILMMHA has the potential to create a feature 

representation that can be analysed and interpreted, which ultimately results in much 

improved performance in cross-model (text-image) recognition applications. 

It is essential to be aware of the fact that the essential constituents of this model class, 

such as CCANet, DDCCANet, and ILMMHA, play an especially significant role in the 

information processing process. This is due to the fact that they imitate certain aspects 

in neurobiological signal analysis, such as the fact that they can handle numerous 

information streams coherently and concurrently (the processing of audio-visual 

information being a common example). It would appear that this style of architecture 

is most suited for the processing of multimedia information, which entails the 

concurrent processing of two or more separate data streams.  

This kind of processing is required for multimedia information. Even when working 

with just one type of sensory input, like aural or visual information, for example, it is 

vital to note that this theory may still be used successfully. This fact cannot be 

emphasised enough. For instance: a) human speech is a natural blend of phonetic 

information and vocal information; b) in the human visual system, colour and depth 

information are concurrently processed and presented in order to build a three-

dimensional colour image. Both of these examples refer to aspects of human 

communication. 

Learning approaches other than steepest descent motivated backpropa- gation (Back-

Prop) algorithms have also been approached. Back-Prop is an acronym that stands for 

backpropagation motivated by steepest descent. The K-A theorem and the K-V UA 

theory provide the theoretical basis for the system, while the empirical findings of 

neurobiology help to design the system's architecture. In spite of the fact that steepest 

descent is slow to converge (and easy to diverge) and is prone to become caught in 

local minima, it forms the backbone of Back-Prop algorithms.  
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This is because in the 1980s, when the algorithm was evolving, there was very little 

processing capacity available. Despite the fact that the sharpest drop is a well-known 

fact, this is the case. The aforementioned issue is at least largely to blame for the 

extremely protracted training period necessitated by contemporary DL algorithms, such 

as in any Resnet design. 

This time is essential in order to perfect the model. At least in certain circumstances, 

this is the situation. In an effort to find a solution to this problem, a great number of 

different ideas and approaches have been suggested. For instance, a Non-Prop method 

was discussed, and it was demonstrated that this method is substantially more 

straightforward, less difficult to construct, and converges noticeably more rapidly than 

Back-Prop methods, all while producing results for shallow NNs that are of equivalent 

quality. Recently, a novel Non-Prop method has been developed as a result of being 

driven by the multi-stream nature of neurobiological signal processing. 

 

Figure 3.7 The interpretability by SGO and NN architecture. 

Source: Interpretability of Machine Learning Recent Advances and Future Prospects, 

data collection and processing through by Gao, Lei (2023) 
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An analytical solution is found for an SGO issue in each and every one of the network's 

independent convolutional layers in order to identify the network's parameters in this 

approach. Because of this, the model is now Interpretable in a way that is consistent 

with mathematics. The concept proposed by Widrow is comparable to this one, but it 

diverges from it in that it concentrates on a single data stream. Because of this, the 

mathematical rigour and understandable interpretation of the functionality of the SGO 

solutions offer an ideal vehicle to supplement the abilities of NNs to deal with 

enormous volumes of data. 

Because of these reasons, researchers in the machine learning and multimedia 

communities have been encouraged to pool the resources that each community 

possesses in order to examine the interpretability of the model. This category of NN 

models conducts the optimisation process by making use of SGO-based algorithms 

rather than Back-Prop, which results in a shorter calculation process and a reduction in 

the amount of time needed to run the model. This demonstrates that SGO-NN 

algorithms are better appropriate for use in real-world applications. The diagrammatic 

representation of such a network architecture is shown in Figure 7. This depiction may 

be found in Figure 7. 

Evaluation of Selected Representative Examples of Applications The applications of 

methods that are founded on machine learning have been playing a significant role in 

the processing of information, attaining extraordinary and sometimes unrivalled levels 

of success. In the sections that are to follow, various state-of-the-art (SOTA) I-ML 

methods that are pertinent to multi-modal image and multimedia analysis and 

recognition are evaluated on cross-modal (text-image)-based and multi-view visual-

based (face recognition and object recognition) examples.  

The results of these evaluations are presented in the following subsections. The 

compared methods and models have been grouped into the following three categories: 
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WO-I-ML (without I-ML), C-NN (with classical NN), and SGO-NN. The models and 

algorithms that fall under category an are not those that make use of I-ML. It is essential 

to take note that the SGO-NN models used in the testing all had no more than three 

hidden layers. This is the maximum number of hidden layers allowed. 

4.2 RECOGNITION ACROSS A NUMBER OF DIFFERENT MODALITIES  

4.2.1 THE WIKI'S INTERNAL DATABASE SYSTEM. 

The material that is used to compile the Wiki database was taken from several featured 

studys located on Wikipedia. There are now 2,866 documents that have been stored as 

text-image pairs and associated with the supervised semantic labels of ten distinct 

categories. These documents were gathered by a supervised semantic labelling process. 

For the purpose of conducting an objective comparison, all of the documents were 

further split into a training subset consisting of 2173 documents and a testing subset 

that included 693 documents. This procedure was standard practise in past research, 

and it was carried out on all of the papers.  

Both the bag-of-visual SIFT (BOV- SIFT) and the Latent Dirichlet Allocation (LDA) 

are two instances of traditional characteristics that are employed as inputs by the SGO-

NN model known as ILMMHA. These two characteristics are also examples of 

traditional features. In order to make it easier to do a comparison that is apples-to-

apples, the identification rates that were achieved by the various iterations of the SOTA 

algorithm are listed in Table 1. 

Table 4.1. Recognition accuracies on the Wiki database 

Methods Training # Accuracy Type 

L2,1CCA  2173 65.99% WO-I-ML 

MH-DCCM  2173 67.10% WO-I-ML 
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RE-DNN  2173 63.95% C-NN 

ILMMHA  2173 74.28% SGO-NN 

The current SGO principle, multi-modal hashing (MMH), is able to successfully 

measure semantic similarity across many variables. The ILMMHA model generates a 

unique feature representation of high quality by integrating the SGO principle with NN 

architecture. This is possible because MMH is able to effectively measure semantic 

similarity across many factors. This is possible due to the fact that MMH is able to 

measure semantic similarity across numerous variables. The findings shown in Study 

1 demonstrate that the ILMMHA SGO-NN model performs far better than its rivals, 

which is more proof of the superiority of this specific modelling strategy. 

4.2.2 THE ORL DATABASE INCLUDES VISUAL ILLUSTRATIONS OF 

VARIOUS FACE RECOGNITION TECHNIQUES. 

In the area of face recognition, research is carried out with the Olivetti Research Lab's 

(ORL) database as the primary resource. The ORL database has a total of 40 different 

people for each subject, in addition to 10 different photographs of each individual.  

The images were taken in a wide variety of lighting configurations and various 

conditions, including posing and illumination. The ORL database contains a total of 

400 samples, all of which are utilised in this experiment in their entirety.  

Out of those instances, 280 are selected at random to act as training samples, and the 

other images are put through a number of different tests. The SGO-NN models are 

developed with the use of data sets that contain two distinct perspectives (the original 

picture as well as an image constructed using local binary patterns, or LBP). A 

comparison of a few different SOTA algorithms is provided for your consideration in 

Table 2. 
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Table 4.2. Recognition accuracy on the ORL database 

Methods Training # Accuracy Type 

ANFIS-ABC  280 96.00% WO-I-ML 

ESP  280 96.00% WO-I-ML 

DL-SE  280 96.08% WO-I-ML 

HMMFA  280 94.17% WO-I-ML 

CNN  280 95.92% C-NN 

IKLDA+PNN  280 96.35% C-NN 

LiSSA  280 97.51% C-NN 

PCANet  280 96.28% SGO-NN 

CCANet  280 97.92% SGO-NN 

DDCCANet  280 98.50% SGO-NN 

4.3 DISCUSSION AND FUTURE PROSPECTS 

4.3.1 DISCUSSIONS 

In the first half of this section, we will focus on this study's most important findings 

and discuss them in length: 

1. The Interpretation of Machine Learning (I-ML) equips ML models with the 

capacity to explain or describe their behaviour in language that are intelligible 

to people. This leads in enhanced services for humans and delivers advantages 

to our society. As a consequence of this, there is a rising interest in I-ML in 

both the academic and industrial sectors, and new insights are being obtained 

into the working processes of this class of ML models, including both 

traditional NN-based I-ML and inherently I-ML models. 
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2. The research of the inherently I-ML models brings up a new front to tackle 

several challenges in the model interpretability of ML with the objective of 

decreasing the black-box problem from the stage where the network is being 

created. This group of models adheres to the structure knowledge of the area 

and may at least be substantially explained by theoretical analysis, such as the 

laws of physics and/or mathematical equations. Additionally, these models 

obey the structural knowledge of the domain. These models are projected to 

have a profistudy future in machine learning research and applications, as 

demonstrated by the current success and continuous trend in the area. 

3. The SGO-NN models have showed tremendous promise in tackling the 

interpretability problem connected with modern ML, notably that important to 

multi-modal image and multimedia analysis and recognition. These models are 

based on the K-A theorem/K-V UA theory, neurobiological signal processing 

facts, and SGO principles. In these models, not only are more abstract and 

robust semantics being explored by the NN structure, but also mathematically 

meaningful interpretations of the functionality of the SGO solutions are put into 

perspective, vigorously justifying the superior performance of the SGO 

solutions compared to the other categories of algorithms (WO-I-ML and C-

NN). 

4. Although SGO-NN is strongly related with information fusion, the ETH-80 

example with picture pixels as network input revealed its capacity to manage 

the complete processing pipeline with raw data as input. This was proved by 

the use of picture pixels as network input. As a result, it is able to complete the 

functions of an information integrator of high-level features and an end-to-end 

processor, exactly as DNNs. 

5. Using the parallel processing power of GPUs, the most recent study reveals that 

the calculation time of SGO-NN models has been greatly shortened, which 
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makes it genuinely practicable in both academic research and real-world 

operations. This result was made feasible by the exploitation of GPUs. 

4.3.2 PERSPECTIVES ON THE FUTURE 

This study leads us to ruminate more on the future possibilities of I-ML, particularly in 

the communities of ML and intelligent multimedia, with the following issues that have 

been proposed: 

1. Obstacles to Overcome When Studying I-ML. When it comes to grasping the 

interpretability of machine learning, there are still a significant number of 

essential barriers to overcome, such as: a. finding out how to create more 

efficient solutions that can learn interpretability from heterogeneous ML-based 

models. Although the study on model interpretability is a prominent subject, it 

is still far from being widely explored, especially when dealing with limited 

training data. It is our humble view that acquiring complementary qualities via 

heterogeneous models is one of the potential answers to this challenge. It is 

understood that information fusion is capable of exploiting complementing 

and/or consistent traits amongst distinct features for effective knowledge 

discovery in multimedia computing & synthesis, presenting a solution to the 

limited training data challenge. Since heterogeneous models commonly possess 

unique architectures/algorithms, more effort should be dedicated to research 

this class of ML models. 

2. how to expose the model interpretability when the input data incorporates 

temporal information (such as in video-based ap- plications), an area which has 

not been fully investigated employing I-ML models. For example, temporal 

variables like as skeletons are extracted and blended with static information like 

color and depth to boost performance in action identification. Hence, the 

requirement of simultaneously and collaboratively processing static and 
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dynamic in- formation streams brings new issues to the analysis and creation of 

more powerful I-ML models. 

3. Model interpretability based on method- ology fusion. From both the survey 

and the sample applications discussed in this paper, fusion techniques fusing 

SGO principles and NN architecture are a promising branch in the research of 

I-ML, opening a door for the production of intrinsically Interpretable learning 

models. However, most of the available SGO-NN based algorithms are only 

able to handle one or two data streams. To deal with data from three or more 

sources, a condition routinely experienced in the real world, there is a natural 

demand to design new models/algorithms. We anticipate that the research of 

methodological fusion will continue maximizing the pros and minimizing the 

cons of SGO-NN models. 
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CHAPTER 5 

INTERPRETABILITY AND TRANSPARENCY IN ARTIFICIAL 

INTELLIGENCE 

5.1 INTRODUCTION 

The rise of artificial intelligence (AI) is forcing us to reevaluate many of our long-held 

assumptions about what it means to be responsible in ways both predicted and 

unanticipated. The decision-making and recommendation-making systems, such as 

employment, parole, and creditworthiness, that we are increasingly entrusting with our 

lives have their origins in our technical past; nevertheless, they are now digital, 

scattered, and often indiscernible to us. It is fair to expect that the logic behind 

important decisions that have an influence on the livelihood and well-being of 

individuals will be understandable when such decisions are made. This is because such 

decisions have an impact on people's lives. 

When compared to human decision-making and the decision-making processes of 

organizations, AI brings a whole new set of challenges to the study in this regard. A 

trained machine learning model may have an internal state that is composed of millions 

of attributes that are interrelated in a complex web of actions that are dependent on one 

another. It is an extremely challenging endeavor to explain this internal state and the 

dependencies that are involved in a manner that a human person is capable of 

comprehending.  

It's possible that the method by which AI systems form judgements is so intricate that 

it's difficult for humans to completely grasp their whole decision-making criteria or 

reasoning. This is something that needs to be investigated further. Transparency is still 

one of the most widely mentioned criteria in ethical frameworks for artificial 
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intelligence that have been formed all around the world by public–private partnerships, 

AI corporations, civil society groups, and governments. This is in spite of the fact that 

it might be challenging to explain how artificial intelligence (AI) works inside of its 

"black box." 

In light of these constraints and the importance that is placed on understanding how AI 

operates, it is reasonable to consider how the operation and behavior of AI systems may 

be explained in a way that is pertinent to the problem at hand and helpful to people. 

This investigation's overarching goal is to produce an answer to the aforementioned 

particular question. The inquiry is partitioned into six distinct parts at this point. To 

begin, we will go through some of the essential terminology, ideas, and motivations 

that lie behind interpretability and transparency in artificial intelligence. The second 

thing that has to be done is research the two different kinds of approaches, which are 

frameworks for interpretability and frameworks for transparency.  

The methods of interpretability are geared toward explaining and approximating the 

functionality and behavior of artificial intelligence, whereas the frameworks of 

transparency are intended to assist in assessing and providing information regarding 

the development, governance, and potential impact of training datasets, models, and 

specific applications. The focus of the study then changes to prior research on 

explanations in the philosophy of science and what that research could disclose about 

how to evaluate the utility and quality of alternative approaches to interpretability and 

transparency. This section of the study will be referred to as "Part Two." After that, a 

discussion of the challenges that are presently confronting AI's interpretability and 

transparency acts as the study's conclusion, and it comes at the end of the study. 

5.2 BACKGROUND 

In order to conduct an inquiry into the interpretability and transparency of artificial 

intelligence (AI), it is required to separate, to the greatest extent that is realistically 
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feasible, a collection of concepts that are closely linked to one another and overlap. 

This must be done in order to fulfill the requirements of the investigation. There is not 

yet an agreement among the specialists in this subject on the meanings and bounds of 

several terms, including "interpretability," "transparency," "explanation," and "explain 

ability," to name just a few of the terminology that fall under this category. As a direct 

result of this, the standards that have been approved in one region might perhaps not 

be relevant to all circumstances, and they could possibly be incompatible with the 

efforts of other individuals. 

In spite of this, we can get a head start on deconstructing the issue of explaining AI by 

taking a look at the different sorts of questions we may ask about AI systems in order 

to make them more evident. This will allow us to get a head start on deconstructing the 

topic of explaining AI. To put it another way, we are able to gain a good start on the 

process of dissecting the topic of understanding AI. What steps exactly make up the 

operation of a computer program or an example of artificial intelligence? How exactly 

did a certain outcome materialize within the context of a system that makes use of 

artificial intelligence? These are questions pertaining to the myriad of possible 

interpretations that may be presented. The interpretability of an artificial intelligence 

system may relate to either the inner workings of the system or the method in which it 

interacts with the outside world (for additional clarification on the distinction between 

the two, read the section that comes after this one).  

If it is possible for a human being to understand a model, then we say that the model is 

fully Interpretable. When a model is human understandable, it means that a person is 

able to understand the wide variety of factors that contributed to the production of a 

certain result. This suggests that a person is able to comprehend the final result. Models 

that are difficult to understand "are opaque in the sense that if one is a recipient of the 

output of the algorithm (the classification decision), one rarely does have any concrete 
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sense of how or why a particular classification has been arrived at from inputs." [There 

must be other citations for this] This is a feature that may be found in models that are 

challenging to grasp. Interpretability may also be thought of in terms of how well a 

model can predict the future.  

This is yet another approach to defining interpretability. When we say that a model can 

be interpreted in this context, what we mean is that it can be interpreted if an informed 

person is able to anticipate the outputs and behaviors of the model in a manner that is 

consistent with themselves. When it comes to inquiries about the behavior of models, 

the emphasis is on providing a more in-depth explanation of how a particular output or 

behavior of the model came to be in order to answer the question.1 On the other hand, 

model behavior may also be broadly defined to cover the impacts that AI has on 

dependent institutions and users as well as the activities that these groups do as a direct 

result of AI. For instance, the influence that a suggestion made by an expert system has 

on a physician's diagnosis is relevant and need to be taken into consideration. 

How was an AI system conceived of, and how was it validated to determine how 

effectively it functions? How is it operated, and what kind of handling is involved? 

These are questions pertaining to being candid and straightforward. On the other hand, 

transparency is not concerned with the operation or behavior of the AI system in and 

of itself; rather, it is concerned with the processes that are involved in its design, 

development, testing, deployment, and regulation. Transparency is concerned with the 

processes that are involved in its design, development, testing, deployment, and 

regulation. The notion of interpretability stands in stark contrast to this idea since it 

does take into consideration the aforementioned qualities.  

The disclosure of information concerning the institutions, persons, and systems that are 

responsible for the production and use of AI systems, as well as the regulatory and 

governance processes that are in place to supervise these institutions and systems, is 
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required for transparency in the majority of cases. This includes the disclosure of 

information regarding the creation and use of AI systems. The sharing of this 

information is required because maintaining openness is crucial in order to guarantee 

that AI systems are utilized in a manner that is both safe and responsible.  

The capability of being Interpretable serves a purpose that, while supplemental, is 

nonetheless useful in this environment. For instance, in order for regulators to conduct 

an accurate audit of artificial intelligence and verify that regulatory criteria are satisfied 

in each context of usage, Interpretable models or explanations of particular choices 

made by a system may be required. Because of this, it may be required to give 

Interpretable models or explanations of the individual decisions that are made by a 

system. This is because of the fact that it is possible that it will be necessary. 

In order to carry out an investigation of the manner in which AI systems behave, what 

kinds of facts are essential to have at hand? The capacity to maintain tabs on everything 

is called into doubt as a result of this. Proof of specific kinds is required in order to 

carry out an investigation into the functioning of AI systems.  

This evidence may include 'data sets and the procedures that construct the AI system's 

judgment. These methods may include those of data collection and data labeling in 

addition to the algorithms that were utilized.  

When the system is put into operation, it is vital for these particulars to be regularly 

recorded since doing so will make it possible to oversee the organization in a more 

efficient manner. After a model has generated a decision or other result, it is hard to 

provide an explanation if the essential information are not readily available. 

Traceability, as a result, is an absolutely necessary need for the purposes of carrying 

out post hoc audits and providing explanations of model behavior. This investigation 

will only focus on completing a landscape analysis of the many approaches that may 
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be taken to improve the interpretability and transparency of AI. Traceability, on the 

other hand, is not at all relevant to the questions that will be asked in this research.  

5.2.1 THE VALUE OF INTERPRETABILITY AND TRANSPARENCY 

As shown by these examples, interpretability and transparency are characteristics that 

might be desired in artificial intelligence for a variety of different reasons. Within the 

realm of artificial intelligence, interpretability is not always a pre-requisite for all 

applications. In low-risk scenarios in which errors have little to no impact or in which 

the key concern is anticipating performance, it is possible that understanding how a 

model works or how a given choice was made is not crucial to the problem that has to 

be solved.  

In these scenarios, the primary focus is predicting performance. However, there are 

many situations in which merely obtaining a credible forecast would not be enough; 

rather, it could be necessary to understand how the prediction was made in order to 

properly deal with the issue that is currently at hand.  

In the philosophy of science, 'understanding' is considered to be an inherently valuable 

component of explanation. knowledge how a model operates may be highly 

advantageous for a number of reasons, including the promotion of scientific discovery, 

the satiation of human curiosity, and the development of a better knowledge of a 

concept.  

These intrinsic goods can be differentiated from the instrumental value of 

interpretability and transparency in artificial intelligence due to the fact that they 

support goods such as implementing accountability and auditing mechanisms, 

complying with relevant legislation, and enabling users to exercise legal rights. This 

distinction is possible because these intrinsic goods support goods such as 

implementing accountability and auditing mechanisms.  
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 assessing the consequences of artificial intelligence on society;  

 recognizing discriminating and possibly harmful behaviors;  

 building trust among users; and  

 supporting human personnel and organizations in enhancing their efficiency 

while working with AI technology. Obviously, these instrumental benefits have 

to be weighed against the purported dangers of exposing systems to public 

inspection in order to find the optimal solution. There is a possible threat to 

intellectual property and business secrets, there is a possibility for gaming 

decision-making systems, and there is a potential for exploiting user trust by 

using deceptive or inaccurate explanations. These are some of the reported 

hazards. 

The Information Commissioner's Office of the United Kingdom and the Alan Turing 

Institute differentiate between six distinct sorts of explanations of AI systems based on 

what is being stated in a document that was released not too long ago. To be more 

explicit, explanations can address (a) the reasoning behind a choice; (b) who is 

responsible for the construction, administration, usage, and user redress of the system; 

and (c) what data was utilized and how it was used to arrive at a conclusion. In addition, 

explanations can address the actions that were taken to evaluate factors such as (d) 

fairness; (e) safety and performance; and (f) the societal effect of the decision-making 

process. This taxonomy examines the common interests that lay behind problems about 

the decision-making process and models utilized by AI. Those interests may be broken 

down into several categories. Explanations of the data may, for instance, contain 

information on the data that was utilized in the process of training a model.  

This information may contain the source of the data, the method of collection, 

assessments of the data's quality and gaps, and the techniques that were utilized to clean 

and standardize the data. impact explanations have the potential to provide individuals 
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with knowledge on the influence that a system may have on their interests and 

opportunities. This information has the potential to influence an individual's choice 

about whether or not to 'use' the system, and it also has the potential to serve as a starting 

point for an examination of the impact that the system has across relevant groups. 

Academics who deal with machine learning may find that this form of explanation is 

particularly valuable when it comes to analyzing the epistemological validity, 

robustness, and restrictions of models and systems.  

Standardized forms of disclosure have the ability to give coherence throughout various 

explanations (for more information on this subject, read the section under the heading 

"Evaluating the quality of explanations"). Because of this, there are a variety of reasons 

why we ought to strive on simplifying AI so that it can be better understood. These 

numerous products serve as evidence that it is feasible to tailor levels of interpretability 

and transparency to meet the requirements of a broad variety of stakeholder groups and 

interests. Individuals or organizations that are affected by the system's outputs, as well 

as experts who are working in conjunction with a system, can all be supplied with 

explanations. Knowledgeable system developers can also get explanations.  

In order to obtain a good fit between the techniques chosen and the local contextual 

needs, it is essential to have a strong awareness of the various possible benefits and 

hazards of interpretability, as well as the requirements and interests of key stakeholders 

(see section). Only then can a good fit be achieved between the techniques chosen and 

the local contextual requirements. 

5.2.2 INTERPRETABILITY 

Interpretability in artificial intelligence is driven by a range of difficulties and products, 

many of which have key concepts in common with one another. In order for 

interpretability approaches to be able to explain the functioning or behavior of an AI 



 

190 | P a g e   
 

system, the 'black box' machine learning models that are a fundamental aspect of AI 

decision-making systems need to be able to be interpreted. 

The capacity to interpret anything may be disassembled into its component pieces, 

which are functioning and behavior. The term "functionality" refers to the calculations 

or analyses that are carried out internally by or inside the model, whereas the term 

"behavior" refers to the outputs of the model, which are visible to users and parties that 

are influenced by the model. This separation may be thought of as one that is made 

between the processing of the model and the outputs it generates. It is not absolutely 

required to have an understanding of the process that resulted in the outputs in order to 

view the results; having such an understanding, however, would surely help in the 

development of a more profound appreciation for the significance and importance of 

the outputs. 

The term "black box" is used to refer to trained machine learning models that are either 

incomprehensible to human observers because their inner workings and reasoning are 

either unknown to the observer or unavailable to them, or when the internals and 

reasoning are known but cannot be interpreted due to the complexity of the model. 

Black boxes can fall into either of these two categories. The term "interpretability" 

refers to the limited capability to comprehend the operation and significance of a certain 

phenomenon, specifically a trained machine learning model and its outputs, as well as 

the ability to articulate this comprehension in language that is comprehensible to 

humans.  

In this particular context, the term "interpretability" refers to the limited capability to 

comprehend the operation and significance of a certain phenomenon. Later on in the 

study, when we get to the "Philosophy of Explanations" section, we will go into broader 

explanations of interpretability and explanation as philosophical concepts. This will 

bring us full circle. Within the sphere of interpretability, the word "explanation" is also 
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a crucial one to keep in mind. When it comes to artificial intelligence, the ultimate 

purpose of explanations is to relate "the feature values of an instance to its model 

prediction in a way that is humanly understandable."  

The oversimplification of this explanation hides a lot of the crucial details. This 

expression comprises a broad number of techniques of expressing information to 

multiple stakeholders about a phenomenon (in this example, the functioning of a model 

or the logic and grounds for a choice). Sadly, the research that was looked through for 

this study had a large number of examples of it being employed in a way that was 

conceptually murky. This was one of the limitations of the study. As a direct 

consequence of this, there is a great deal of confusion regarding the language that is 

utilized in the field. 

When it comes to the use of the word "explanation" in the realm of Interpretable 

artificial intelligence (AI), there are two primary contrasts that are absolutely necessary 

to comprehend. To get started, one may make a distinction between the various 

approaches based on the phenomena that they aim to describe. When attempting to 

explain the operation of a model, it is necessary to first address the overall logic that 

the model employs in order to produce outputs depending on the data that is fed into it. 

On the other hand, explanations of model behavior make an effort to explain how or 

why a certain behavior exhibited by the model took place. An example of an attempt 

to explain how or why a specific behavior was displayed by the model is to ask, for 

instance, how or why a certain output was formed from a given input.  

This is an example of an attempt to explain how or why a particular behavior was 

exhibited by the model. Explanations of model functionality attempt to describe what 

is going on inside the model, whereas explanations of model behavior strive to explain 

what led to a certain behavior or output by citing relevant aspects or influencers on that 

behavior. Both of these explanations are attempts to describe what is going on inside 
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the model. Both sets of explanations have the same goal in mind, which is to provide 

light on the way the model actually operates.  

It is not absolutely necessary to have a comprehensive comprehension of the whole 

collection of connections, dependencies, and weights that are present inside the model 

in order to be capable of describing the behavior of the model. Second, there is the 

possibility of distinguishing between the various ways in which various interpretability 

approaches generate a "explanation." 

Explanations are frequently regarded of as approximation models in the many 

techniques that are used. An approximation model is a type of model that is 

characterized by a reduced level of complexity and an increased capacity for human 

comprehension. It is designed to provide an approximation of the capabilities of more 

complex black box models in a consistent manner.  

It is common practice to refer to an explanation of the black box model as an 

explanation of the approximation model itself, which can lead to confusion. In the 

philosophy of science and epistemology, where the term "explanation" most usually 

refers to explanatory claims that explain the causes for a given occurrence, this 

technique stands in contrast to the idea of "explanation." 

This particular use of the word "explanation" can leave some folks scratching their 

heads a little bit. The ideal approach to think of approximation models is as tools that 

may be used to construct explanatory statements about the original model. This is the 

best way to think of approximation models. Textual, numerical, or graphical 

information may be presented in the form of explanatory statements. These statements 

may report on a number of aspects of the model as well as its behaviors. According to 

Molnar's recommendation, the following taxonomy should be used to classify the many 

kinds of outputs that are offered by interpretability approaches: 
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 techniques that return summary statistics reflecting the strength of individual 

features (for example, feature importance) or groups of features (for example, 

pairwise interaction strength);  

 ways that allow summary statistics to also be displayed rather than simply being 

reported numerically in a study.  

 model internals: methods where various aspects of the internals of a model can 

be reported, such as the learned weights of features, the learned structure of 

decision trees, or the visualization of feature detectors learned in convolutional 

neural networks;  

 data point: methods where data points that help interpret a model can be 

reported, especially when working with textual or visual outputs;  

 visual outputs are preferred when reporting the partial dependence of a model;  

 visual outputs are preferred when reporting the partial independence of a model; 

These data points could already be a part of the model, or they might be fresh 

new additions that were created in order to explain one of the model's outputs. 

Either way, they might be considered part of the model. The data points 

themselves should ideally be Interpretable in order for any data points that are 

reported to be Interpretable;  

 an inherently Interpretable model is an approach that, as was covered 

previously, enables the creation of globally or locally Interpretable 

approximation models to explain black box models. After then, the processes 

and types of output that have been discussed up until this point may be 

leveraged in order to offer a more in-depth description of these models. 

The many different sorts of explanations and ways that something might be interpreted 

can be classified more effectively with the aid of additional differences. When 

discussing interpretability, one of the most important distinctions that can be 

established is between the level of local and global interpretability. This distinction 



 

194 | P a g e   
 

pertains to the degree to which a given interpretability or explanatory method strives to 

make the model or outputs human understandable.  

The purpose of global methods is to explain the functioning of a model across a 

particular set of outputs or as a whole in terms of the relevance of features, their 

dependencies or interactions, and the impact that these characteristics have on outputs. 

This can be done in terms of the relevance of features, their dependencies or 

interactions, or the influence that these characteristics have on outputs. Local 

techniques, on the other hand, are able to take into consideration the influence of certain 

areas of the input space or specific variables on one or more specific outputs of the 

model. For example, this could turn out to be the situation. 

Models are capable of having their meanings interpreted in a variety of ways around 

the globe, including in a holistic or modular manner. Models that are comprehensible 

to a human observer are said to have "holistic global interpretability." This means that 

the observer is able to follow the whole logic or functional processes followed by the 

model, which lead to all of the conceivable outcomes of the model. The phrase "holistic 

global interpretability" is used to characterize models that have this ability. The term 

"holistic global interpretability" is used to describe models that can be understood by a 

human observer in this context.  

If it is even somewhat conceivable, a single person should be capable of understanding 

holistically Interpretable models in their entirety. If they were present, an observer 

would have "a comprehensive perspective of its characteristics and each of the learnt 

components such as weights, other parameters, and structures." If they were not 

present, the observer would not have "a comprehensive perspective of its 

characteristics." Given the limitations of human comprehension and working memory, 

global holistic interpretability is now only realistically attainable on extremely simple 

models with few features, interactions, rules, or strong linearity and monotonicity. This 
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is because human comprehension and memory are limited to a very short period of 

time.  

This is because human cognition and short-term memory each have their own set of 

intrinsic constraints, which explains why this is the case. Even for more complex 

models, it is feasible to achieve global interpretability at the module level. This is 

something that can be done. This type of interpretability involves having an 

understanding of a particular feature or component of the model, such as the weights 

in a linear model or the splits and leaf node predictions in a decision tree.  

For example, in a linear model, the weights represent the relationship between two 

variables. In a linear model, for instance, the weights are used to reflect the relationship 

that exists between the two variables. 

The answer to the issue of whether or not a single output may be understood locally is 

yes if the operations that came before it can be clarified. The caveat, however, is that 

this interpretation must be done locally. Local interpretability does not strictly need 

that the whole sequence of steps be explained; rather, it may be sufficient to explain 

one or more aspects of the model that lead to the output, such as a crucially relevant 

feature value. In other words, local interpretability does not require that the full 

sequence of steps be given. To put it another way, it is not an essential requirement for 

anything to be taught step-by-step in order for it to be locally Interpretable.  

When it is feasible to offer explanations for a group of outputs using the same 

techniques that were used to provide explanations for individual outputs, we refer to 

that group of outputs as being locally Interpretable. In other words, when it is 

conceivable to provide explanations for a group of outputs using the same procedures 

that were used to produce explanations for individual outputs. Explaining groups may 

be done using the same methods that provide global interpretability at a modular level. 
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Another important distinction that can be drawn from the corpus of research is the way 

in which interpretability is achieved in practice as well as the conditions that are 

present. Either adjusting the architecture of a model and placing limitations on its 

complexity in order to make it more Interpretable, or applying methods that analyze 

and explain the model after it has been trained (and deployed), are both feasible 

alternatives for making a model more Interpretable. One way to make a model more 

Interpretable is to modify the architecture of the model and place constraints on its 

complexity. Both of these categories of interpretability are commonly referred to, 

respectively, as "intrinsic interpretability" and "post hoc interpretability." It is possible 

to further specify intrinsic interpretability according to its aim, which may be a 

mechanical comprehension of the workings of the model (which is referred to as 

"simulatability"), individual components (which is referred to as "decomposability"), 

or the training procedure (which is referred to as "algorithmic transparency"). 

5.2.3 INTERPRETABILITY METHODS 

In recent years, there has been a rapid acceleration in the development of novel ways 

for assessing "black box" machine learning models. This change came about as a result 

of increased competition among researchers. The following taxonomy, which was 

published by, classifies methods according to the sort of interpretability problem that 

is being handled. Although a complete review of methodologies is beyond the scope of 

this inquiry, it is important to note that: 

Methods for describing the model: these methods result in an approximation model that 

is clearer, globally Interpretable, and serves as a global explanation of the black box 

model. These models, despite their oversimplification, come quite close to 

approximating the real aspects that are taken into consideration while making 

decisions. In order for an approximation to be considered accurate, it must be able to 

"mimic the behavior of the black box" in a consistent manner while still preserving the 
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capacity to be comprehended by a certain group of people. "single-tree 

approximations," "rule extraction" techniques, which generate human comprehensible 

decision rules that replicate the performance of the black box model, and a number of 

other global model-agnostic methods are some examples of the sorts of methods that 

fall into this category. These are only a few of the types of methods that are included 

in this category. In order to get as close as possible to the performance of the black box 

model in a single decision tree, "single-tree approximations" are utilized.  

Techniques for explaining the outcome: these procedures result in a locally 

Interpretable approximation model that possesses the capability to "explain the 

prediction of the black box in understandable terms for humans for a specific instance 

or record." These methods just need to be able to provide a believable explanation for 

'the prediction on a specific input instance' rather than being able to be interpreted on a 

global scale. Accurate representations are what local approximations are, however they 

are only accurate for a certain domain or'slice' of a model. Because of this, there will 

usually be a trade-off between the insightfulness of the approximated model, the 

simplicity of the function that is being supplied, and the size of the domain over which 

it is valid. As a result of this, there is invariably going to be a trade-off between the size 

of the domain over which it is valid.  

These methods include saliency masks, which visually emphasize areas of interest to 

an image classifier for a particular input class, as well as a number of local model-

agnostic methods. Saliency masks may be used to improve image classification 

accuracy. The use of saliency masks is only one example of this kind of strategy.  

Methods of model inspection: these methods create a "representation (visual or textual) 

for understanding some specific property of the black box model or of its predictions," 

such as the model's sensitivity to changes in the value of particular features or the 

components of the model that most influence one or more specific decisions.  
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For example, the model's sensitivity to changes in the value of particular features is an 

example of a property that can be understood using these methods. One example of a 

quality that may be comprehended via the use of these approaches is the sensitivity of 

the model to shifts in the value of certain attributes. In the same line as methods for 

explaining outcomes, resolving problems with model inspection does not always need 

the production of an approximation that can be universally interpreted. Activation 

maximization, tree visualization, sensitivity analysis, partial dependence plots, 

individual conditional expectation plots, and partial dependence plots are some of the 

methodologies that fall under this category. 

Methods for the construction of transparent boxes: the outcomes of these methods 

create a model that may be understood either locally or globally depending on the 

context. This is not a model that only serves as a close approximation of a black box; 

rather, it is a model that was created from scratch. Rudin is widely considered as one 

of the most powerful proponents for avoiding the problem of explanations by adopting 

models that can be interpreted, provided that it is not feasible to demonstrate that doing 

so would result in a significant and crucial loss of accuracy. This is because the problem 

of explanations can be avoided by employing models that can be interpreted.  

When appropriate restrictions on dimensionality or depth are taken into consideration, 

a number of statistical techniques, including linear regression, logistic regression, 

regularized regression, and decision trees, are examples of approaches that are 

frequently considered to be Interpretable by design. A few other techniques are the 

selection of critique, the selection of prototypes, and the extraction of rules. This 

taxonomy does not take into consideration the whole range of different methods that 

might be taken to interpretability. One example of a technique that does not adequately 

capture specific behavior is what Lipton terms "post-hoc interpretations" of that 

behavior. This is an example of a method. These include some of the techniques that 
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are classed as result explanation methods, such as graphics and local model-agnostic 

explanations. Also included here are some of the approaches that are categorized as 

method explanation methods.  

However, they also include methods that give user-friendly verbal explanations, such 

as explanations based on cases, explanations written in normal language, and 

explanations based on counterfactual scenarios. Case-based explanation techniques for 

non-case-based machine learning include finding which instances in the training data 

set are most analogous to the circumstance or choice that needs to be explained. This 

is done by using the trained model as a distance measure. One example of an output 

that may be clarified using natural language explanations is the categorization of a 

document. These explanations, which can be in the form of text or visual aids, clarify 

the connection between the characteristics of an input (like the words in a document) 

and the model's output (like how the content was categorized), and they can take either 

form. Counterfactual explanations are used to describe a dependency on external facts 

that lead to a given occurrence or behavior. These hypotheses also describe a 'near 

feasible world' in which a different outcome that was more desired might have 

occurred. 

The methods that may be used to establish interpretability can also be categorized 

according to how porstudy they are. establishes a distinction between methods that are 

model-specific and those that are model-agnostic, the latter of which may be used to 

any type of machine learning model. a model-specific method is one that is designed 

to fit a particular machine learning model. There are many instances, some of which 

include the dependency plot, the feature interaction plot, the feature importance plot, 

and local surrogates. Example-based techniques, which explain instances of the data 

set rather than groupings of features or the model as a whole, are also frequently model-

agnostic because they explain individual data points rather than the model as a whole. 



 

200 | P a g e   
 

This is because example-based approaches explain instances of the data set rather than 

groupings of features. There are many different kinds of explanations; some examples 

include the counterfactual explanation, the adversarial example, the prototype, the 

criticism, the influential instance, and the case-based explanation. 

5.2.4 TRANSPARENCY AND SINCERITY 

The topic of interpretability of algorithms is often brought up in conversation with the 

related but distinct subject of algorithmic transparency and accountability. This is 

because the two problems are closely tied to one another. Both transparency and 

accountability place a significant amount of emphasis on providing an explanation of 

the institutional and regulatory framework within which such systems are designed, 

implemented, and administered. On the other hand, interpretability is focused narrowly 

on describing the functioning or behavior of an artificial intelligence system or a trained 

machine learning model.  

This tight emphasis makes interpretability more difficult to achieve. In contrast to this, 

interpretability is narrowly focused on describing the functioning or behavior of an AI 

system or trained machine learning model. This is in contrast to the broad emphasis of 

this concept. To put this another way, having a grasp of the system itself is what is 

meant by "interpretability," whereas having a grasp of the persons and organizations 

responsible for establishing, employing, and regulating the system is what is meant by 

"transparency" and "accountability." There is a widespread misconception that 

interpretability is not just a necessary component of algorithmic transparency but also 

of accountability. 

Given the scope of its goals, a large number of approaches can, at the very least in 

theory, be grouped together as diverse varieties of algorithmic transparency and 

accountability. Standardized documentation for training data sets and models, on the 
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one hand, and impact evaluations, on the other, are two broad categories that may be 

differentiated from one another for the sake of this discussion. 

5.2.5 DOCUMENTATION THAT ADHERES TO SPECIFIC GUIDELINES 

The phrase "standardized documentation" refers to any method that specifies a common 

form of disclosure describing the process by which artificial intelligence (AI) systems 

and models are developed, taught, and deployed in a range of decision-making 

contexts, services, and organizations. This disclosure can be in the form of a manual, 

video, or audio recording. Documentation that has been standardized is also often 

referred to as "standard documentation." Over the course of the previous several years, 

a large number of recommendations have been made for universal and industry-specific 

standards; however, none of these recommendations have been widely adopted or put 

through extensive testing as of yet. 

In spite of this, a significant number of the programs that try to standardize things begin 

from the same point. Standardization in the field of artificial intelligence (AI) may have 

its roots in comparable standards that have been established in a range of other 

industries. Before being sold to the general public, a product is subjected to rigorous 

testing to determine its authenticity, level of risk, and level of performance. These 

guidelines outline such testing. Many operations in this context are driven by the use, 

sharing, and aggregation of heterogeneous data sets in artificial intelligence, which 

entails the risk of introducing and reinforcing biases across a range of settings of usage. 

In this context, many activities in artificial intelligence are driven by the use of 

heterogeneous data sets. 

The methods of data set documentation are aimed to assist potential users of a data set 

in evaluating the data set's acceptability and limits for use in the training of models for 

specific categories of responsibilities. This evaluation may be done with the assistance 
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of the techniques of data set documentation. In order for them to achieve this, they 

frequently need information about the development of the data sets as well as the 

makeup of the data sets. This information should include a description of the 

characteristics and sources of the data, as well as information regarding the collection, 

cleaning, and dissemination of the data. In addition, this information should include a 

list of the features of the data. Some methods incorporate disclosures as well as 

standardized statistical tests that involve ethical and legal considerations such as biases, 

known proxies for sensitive features (such as race and gender), and gaps in the data. 

Other procedures do not include these considerations.  

Various more approaches include completing the missing pieces of the data. 

Documenting such features might assist in the detection of harmful biases that may be 

taught and reinforced by machine learning systems that have been trained on the data. 

These biases would otherwise go unreported by developers and analysts if such features 

were not documented.  

Because recording such features might help identify environments in which potentially 

harmful prejudices can be learned and maintained, doing so is important. 

Documentation of standardized data sets may also encourage improvements in data 

collection techniques, as well as a more general examination of contextual and 

methodological biases. This influence is a secondary one that may be attributed to the 

documenting of standardized data sets. 

Activities of a similar nature have already been carried out for machine learning models 

that have been trained. When trained models are deployed in settings that are distinct 

from the environment in which they were taught, the documentation that is referred to 

as "Model reporting" is meant to accompany trained models in such settings. For 

example, the "model cards for model reporting" effort requires documentation that 

describes a variety of performance criteria and the circumstances in which they are 
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meant to be used. This documentation should also include an explanation of how 

performance differs when it is applied to diverse cultural, demographic, phenotypic, 

and intersectional (that is, characterized by many relevant qualities at the same time) 

groups of people.  

User-facing model documentation is one potential approach that has been offered in 

order to further boost user confidence and adoption of the system. For example, it has 

been proposed that 'Fact Sheets' be introduced. This would require AI suppliers to 

produce a standardized declaration of conformity that addresses the purpose, 

performance, safety, and security of models in a manner that is friendly to users. This 

disclosure would have to be made mandatory. In addition to the documentation of data 

sets and models and the pre-deployment testing requirements, toolkits have also been 

developed to aid in the discovery of biases in artificial intelligence systems that have 

been deployed and the repair of such biases. This development comes alongside the 

documentation of data sets and models and the pre-deployment testing criteria. 

5.2.6 SELF-ASSESSMENT FRAMEWORKS 

The creation of a wide range of different self-assessment tools is an example of a 

second category of algorithmic transparency initiatives. The purpose of these tools is 

to provide assistance to businesses as they evaluate artificial intelligence (AI) systems 

at the point in time when they are acquiring and putting them into use. When it comes 

to the acquisition and use of AI, these technologies provide a variety of challenges to 

which the various businesses need to find solutions. This technique is based on well-

established forms of legally compelled organizational disclosures in fields of law such 

as data protection law, privacy law, and environmental law. These types of laws require 

organizations to disclose certain information. To this day, the primary use of self-

assessment frameworks has been limited to the procurement of AI inside the public 

sector; but, in theory, they may also be employed within the private sector. 
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An "Algorithmic Impact Assessment," or AIA for short, is a well-known example of a 

self-assessment paradigm that has gained widespread popularity. For example, the 

AIA, which was developed by the AI Now Institute, mandates that public agencies take 

into consideration the following four key elements prior to procurement: (a) the 

potential impact on fairness, justice, bias, and other similar concerns; (b) review 

processes for external researchers to track the system's impact over time; (c) public 

disclosure of the agencies' definition of 'automated decision system,' current and 

proposed systems, and any completed self-assessments; and (d) solicitation of feedback 

Further, AI Now has requested that governments put in place enhanced institutions for 

due process in order to make it possible for individuals and communities to seek 

redress.  

Since that time, the government of Canada has utilized the AIA framework to 

successfully manage the procurement of automated decision-making systems across 

the public sector. This was accomplished by adopting and implementing the AIA 

framework. A "Trustworthy AI Assessment List" was recently developed by the 

European Commission. The AIA (High Level Expert Group on Artificial Intelligence 

2019) is the practical equivalent of this list. The list includes a series of issues that touch 

on a wide range of topics, such as fundamental rights; human agency and supervision; 

technology robustness; and safety, diversity, and accountability. 

Evaluating prior work on AI interpretability and transparency in the context of earlier 

work on explanations in the philosophy of science may be helpful in identifying the 

main trends, gaps, critical outstanding problems, and potentially their solutions. This 

can be done by evaluating past work on AI interpretability and transparency. It is 

possible to do this in order to position the previous work on explanations within the 

framework of the previous work on the interpretability and transparency of AI. Since 

its inception, the field of philosophy of science has been preoccupied with the inquiry 
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into various hypotheses that may account for both scientific and everyday happenings. 

It is hard to offer a thorough examination of the field of study of philosophy since 

explanations and, to a greater degree, epistemology, causation, and justification have 

been the major emphasis of philosophy for millennia.  

This makes it impossible to present an overview of the whole field. The following is a 

condensed explanation of some of the core concepts and terminology that are relevant 

to determining whether or not artificial intelligence (AI) is Interpretable and 

transparent. In earlier investigations there is a great lot of opportunity for variability 

and dispute; despite this, it is widely acknowledged that an explanation of a given event 

consists of two parts: the cause and the effect.  

 The explanandum, which is also known as a statement that explains the 

occurrence that has to be explained.  

 The explanans, or the words that are believed to explain the phenomenon. the 

phenomena can be of any degree of detail, ranging from a specific event or 

occurrence, such as a single choice made by a model, to fundamental scientific 

laws or holistic descriptions of a model;  

 The explanans, or the phrases that are thought to explain the phenomenon. It is 

possible for the explanans to be as simple as a single line or as complicated as 

a whole causal model, depending on the type of explanation that is being 

supplied, the audience, and the specific concerns that are being addressed. 

Within the confines of the discipline of philosophy of science, a considerable amount 

of work is made into the development of theories of scientific explanation. According 

to one school of thinking, "explanatory knowledge" is described as "knowledge of the 

causal mechanisms, and mechanisms of other types possibly, that produce the 

phenomena with which we are concerned." One of the related ideas is called a causal 
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explanation, and it refers to a certain type of explanation of an event that provides 

"some information about the history of its causal causes."  

In the context of this school of thinking, a complete or scientific explanation would be 

considered to be a collection of explanans that specify the whole chain of events that 

led to a phenomenon. In other words, an explanation would be scientific if it included 

all of the relevant information. This type of scientific explanation will involve broad 

scientific correlations or universal principles, and it is possible to think of it as an 

idealistic form of explanation of the kind that is aimed for but is only very rarely 

attained by scientific inquiry. This notion of an ideal scientific explanation suggests 

that explanations may be characterized based on their completeness, or the degree to 

which the whole causal chain and necessity of an event can be stated. In other words, 

an explanation is considered to be more comprehensive when it explains why 

something happened rather than why it didn't happen.  

One further approach to express this idea is to state that one may classify explanations 

according to the depth to which they can be broken down into component parts. 

Completeness may be used to differentiate between scientific and ordinary 

explanations, as well as between full and partial explanations of causality; all of these 

explanations address the causes for an event, but in differing degrees of depth based on 

their level of completeness. Completeness can also be used to differentiate between full 

and partial explanations of causality. Everyday explanations, of the type that are 

regularly required in day-to-day life, address "why particular facts (events, qualities, 

decisions, etc.) occurred" rather than generic scientific relationships. This is because 

everyday explanations are the types of explanations that are frequently required in day-

to-day life. 

On the other hand, the terminology does not follow a consistent pattern throughout all 

of the many explanation approaches.  There are many theories, and each of these 
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hypotheses has its own conception of what makes a full explanation. Others, such as 

Hempel, would argue that the only explanations that are considered to be full are those 

that meet some ideal, which is something that is seldom, if ever, realized in practice. 

Some people may claim that explanations, when given in the usual manner, are 

complete explanations in their own right; other others will argue that the only 

explanations that qualify as complete are the ones that adhere to some ideal. A partial 

explanation is simply an explanation that is missing some component of the 

explanation, therefore a full explanation, whatever it may be, is only a partial 

explanation.  

According to any explanation theory, there are times when we do not say all that we 

should say in order to properly explain something. This is because there are things that 

we ought to mention that we do not say. On occasion, we proceed on the presumption 

that the audience is already familiar with a certain fact or set of facts that does not 

require any further elaboration from us. At other times, the gaps in the explanations 

that we readily concede exist are left unfilled because our lack of knowledge prohibits 

us from filling in some of those gaps. In circumstances such as this one, where we make 

the decision not to share certain information for reasons that might be pragmatic or 

epistemological, the answers that we supply are just partial. 

The bulk of the techniques that were discussed in this investigation may be placed into 

one of two categories: either everyday explanations or incomplete explanations. Either 

by constructing a simplified approximation of a more intricate occurrence in order to 

make it more easily accessible to humans or by presenting a subset of the entire 

collection of reasons that contribute to a phenomena, these tactics either present a 

subset of the entire collection of reasons that contribute to a phenomenon or both. Both 

of these illustrations are deficient due to the fact that they do not adequately depict the 

totality of the elements that play a part in the occurrence of a phenomena.  
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For instance, none of these examples represent the whole chain of causality that is 

followed while gathering and arranging training and test data, nor do they describe the 

variables that contribute to the occurrence of the phenomena that are reported in this 

data. Neither of these examples describe the elements that contribute to the occurrence 

of the phenomena that are reported in this data. In spite of this, complete or scientific 

explanations might nonetheless serve as an aspirational aim for global interpretability 

in artificial intelligence. If a user asks how a model was trained, a fair response would 

be comparable to a comprehensive description of the causal chain, but it would be 

limited to the internals of the model (for instance, feature values and interdependencies) 

and the training method rather than universal principles. In a similar vein, global 

explanations of model functionality will necessarily contain information on the origins 

of particular events, such as the dependencies that exist across features.  

This is because such explanations are inextricably linked to model functionality. The 

demand for Interpretable machine learning models in research is particularly critical 

when it comes to issues of causality and inference, and the scientific explanations that 

are often conceived of are essential to meeting this need. There has been a perceptible 

increase in the amount of attention that has been focused over the course of the previous 

several decades on conflicting explanations and opposing models of causation. This 

may be seen as a trend. According to competing schools of thought, every attempt to 

explain the connections between events and causes must necessarily involve referring 

to a counterfactual scenario, which can refer to either a factor that did not play a role 

or an occurrence that did not take place. provides an explanation of this type in response 

to questions such as "what if things had been different?"  

In order to give an explanation as to why P rather than Q, we need to bring out a 

difference in causation that exists between P and not-Q. This will allow us to present 

an explanation as to why P rather than Q. This distinction must be based on a cause of 
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P as well as the lack of an occurrence that is analogous to it in the history of not-Q. It 

shouldn't come as much of a surprise that opposing answers might be questioned in a 

variety of different ways. For example, has suggested that traditional explanation 

theories are able to account for the fact that causal explanations are intrinsically 

contrastive in nature, despite the fact that he is not persuaded that this is the case. This 

is despite the fact that he does not believe that this is the case. Contrastive explanations 

continue to be appealing in the field of artificial intelligence owing to the fact that they 

concentrate on a specific occurrence or condition and, as a consequence, would appear 

to be simpler to produce than global explanations of how a model is supposed to work. 

This is the case irrespective of the position one chooses towards the problem. When it 

comes to interpretability in artificial intelligence, scientific explanations aren't the only 

form of explanations that matter. There are also other kinds of explanations. According 

to Hempel, some uses of the word "explain" do not involve the provision of a scientific 

or causal explanation.  

For example, "explaining the rules of a contest, explaining the meaning of a cuneiform 

inscription or of a complex legal clause or of a passage in a symbolist poem, explaining 

how to bake a Sacher torte or how to repair a radio" are all examples of uses of the 

word "explain" that fall into this category. In circumstances such as this one, it is 

feasible to propose explanations that are not based, in any apparent sense, on the 

scientific principles or universal laws. 

These observations are crucial to the topic of interpretability in AI in the sense that they 

illustrate that "explanation" is not a singular concept but rather a catch-all for a variety 

of diverse types of interlocutory activities. This is because they show that "explanation" 

is not a singular notion but rather a catch-all for a variety of varied forms of 

interlocutory activities. This is pertinent because the question at hand is whether or not 

artificial intelligence can be interpreted. A person whose life was altered as a result of 
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an AI system (for example, a criminal risk rating system) can question not only why 

they were labeled as high risk, but also how the model was trained, on what data, and 

if its use (and design) is ethically or legally appropriate. This is relevant because the 

question at hand is whether or not AI can be interpreted. 

The fact that work is being done on interpretability in artificial intelligence as well as 

the attention exhibited by regulators in the subject suggests, in a similar fashion, that 

explanations of artificial intelligence are being required in connection to a particular 

object. This entity might be a choice, an event, a trained model, or an application. All 

of these are possibilities. Because they do not need an appeal to broad connections or 

scientific principles, the answers that have been requested do not qualify as exhaustive 

scientific explanations. Instead, they should base their arguments, at the very least, on 

the causal connections that already exist between the many variables that make up a 

particular model. What is being requested, on the other hand, are common explanations 

of either how a trained model performs in general or of how it performed in a given 

instance. 

For the sake of this inquiry, I will devote the majority of my attention to describing 

strategies for developing explanations in AI systems that are geared at answering 

functional issues. One example of such a question is "how does a model perform 

globally and locally?" Another example is "how was a certain categorization arrived 

at?" Even though such explanations primarily give technical answers to "Why?" 

inquiries (for example, why I was categorized as a "high risk"), they also provide 

essential information to address related concerns concerning the correctness, 

dependability, safety, fairness, and bias of the system as well as other characteristics of 

the system. For example, why I was categorized as a "high risk" 

Another contrast that may be drawn is between explanation as a process or act, on the 

one hand, and explanation as the result of that act, on the other. This is a distinction 
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that can be drawn between explanation as a process or act and explanation as the 

outcome of that act. This kind of linguistic ambiguity is known as process–product 

ambiguity, and it may be rather confusing. In the discipline of the philosophy of 

science, a substantial amount of research and effort has been put into explanation both 

as a result and as a process, as well as their dependence (if any). This includes the 

question of whether or not explanations are dependent on one another.  

As a consequence of this, the issue that is being investigated is, in essence, "What 

information needs to be conveyed in order for something to have been explained?" Both 

explanations and things are capable of being classed and described according to the 

type of information that is transmitted by each of them. It is often held that the act of 

explaining itself, in addition to the goal of the one who is performing the explaining, 

can have an influence on the information that is being sent by an explanation.  

In light of this, an explanation is "an ordered pair, consisting in part of a proposition, 

but also including an explaining act type." This is a product-oriented description of the 

explanation. In spite of the fact that the explanations of the process and the explanation 

of the result are incompatible with one another, clearing out the ambiguity that exists 

between the process and the product is not required in order to accomplish the goals of 

this study.  

Rather, the distinction indicates that while developing explanations and explaining 

techniques for AI, attention must not only be paid to what information the explanation 

comprises but also to how this information is sent to the audience in question. This is 

because the two are intertwined in the process of building explanations and explaining 

techniques.  

This is due to the fact that the two facets are intricately intertwined with one another. 

This distinction between AI explanations of what is being explained and how it is being 
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explained is critical for determining the relative usefulness of the methodologies 

discussed above as well as the quality of the many different kinds of explanations that 

are now accessible. 

5.2.7 EVALUATING THE QUALITY OF EXPLANATIONS 

The work that has been done in the past on explanations in the field of philosophy 

provides a strong framework on which to construct an examination into how the quality 

of various kinds of explanations and approximations of AI capacity or behavior may 

be evaluated. This research will be built on the foundation of previous work in the field 

of philosophy on explanations.  

Explanatory pragmatism is a school of thinking that may be found within the umbrella 

of the discipline of the philosophy of science. One school of thought maintains that 

"explanation is an interest-relative notion... explanation has to be partly a pragmatic 

concept." To put it another way, the conditions for providing a full explanation are 

likely to shift based on the expectations of the audience as well as the topics that most 

interest them. 

The causal theorists, who draw a clear distinction between the ideal of providing a 

comprehensive explanation and the pragmatics of giving a reasonable explanation, are 

not going to agree with this approach. This is because the causal theorists believe that 

providing a decent explanation is more important than providing a complete 

explanation. In contrast to their point of view, this approach takes a different approach. 

The first concern is with regard to the content that is required to be included in the 

explanatory product, whereas the second concern is with regard to the manner in which 

portions of that information, or a partial explanation, are produced and presented to an 

audience in accordance with the audience's particular interests and expectations. The 

question of how we may select and choose from the entire list of explanatory relevant 
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characteristics in order to obtain the ones that are essential in a particular (partial) 

explanation that we may offer is one that is one that is both audience-specific and 

pragmatic.  

It is claimed that an explanation is "partial" when it omits some of the significant 

components, whereas it is said that an explanation is "full" when it takes into 

consideration all of the crucial parts. In one set of circumstances, a partial explanation 

could make sense, but in another set of circumstances, when people's interests, 

perspectives, or anything else might be different, it might not make sense at all. As a 

result, the question that has to be answered is whether or not, in the same vein as the 

deductive-nomological approach, the idea of a full explanation may be able to exist 

independently from the idea of an adequate explanation. Within the realm of science, 

the "ideal explanatory text" is a fictitious concept that serves as a benchmark for 

thoroughly developed explanations.  

Explanatory pragmaticists hold the notion that this distinction can no longer be 

maintained. When the information is boiled down to its essentials, context is revealed 

to be one of the most important factors in establishing the quality of an explanation. 

Both traditionalists and pragmatics have their own unique perspectives when it comes 

to the idea of explanation. The term "explanation" is understood by traditionalists to 

refer to "a relation like description: a relation between a theory and a fact." On the other 

hand, Pragmatists believe that an explanation is "a three-term relation between theory, 

fact, and context." 

Excellent explanations, in the view of pragmatists, are those that go beyond just being 

correct explanations since they are connected with the needs, interests, and areas of 

competence of the agents who have sought the explanation. As a consequence of this, 

there is no such thing as a universal ideal of the most complete explanation that could 

ever be offered for each specific situation. Even if it is possible to have an explanation 
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that is perfect and accurate, what decides whether or not an explanation is excellent (or 

"the best") relies on the context in which it is provided and the audience to whom it is 

presented. This is because having an explanation that is perfect and accurate is not the 

same as having an explanation that is great and correct. 

One can differentiate between the veracity or accuracy of an explanation and the degree 

to which that explanation is successful in conveying pertinent information to a 

particular audience. The contrast between proper explanations and good explanations 

is referred to as this distinction. This difference is possible to make irrespective of 

whether one subscribes to the traditionalist or pragmatic school of thought.  

A comprehensive scientific explanation may be correct insofar as the reasons it 

identifies to a phenomenon are genuine or legitimate; however, it may be a poor 

explanation when considered as an act of communication, for example, because the 

information that is being transmitted is so complicated that it is unintelligible to the 

person who is receiving it.  

In a similar vein, an explanation may also be regarded insufficient, not because the 

information that is being provided is false, but rather because it does not properly 

answer the issue that was asked or satisfy the criteria of a specific audience. In other 

words, an explanation may be deemed insufficient because it does not effectively 

address the question that was asked or fulfill the requirements of a particular audience. 

This is a subtle but significant difference, especially when contrasted to the contrasts 

that were covered before in this discussion. When evaluating the quality of an 

explanation that is used in AI, we may differentiate between quality in terms of causal 

validity, which refers to an explanation's veracity and completeness, and quality in 

terms of meaningfulness, which refers to an explanation's ability to effectively 

communicate a relevant collection of facts to a specific audience. For example, we may 
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say that an explanation is of high quality if it has a high level of causal validity because 

it has a high level of veracity and completeness.  

This distinction holds true across both traditional and pragmatic schools of thought; the 

only point of contention between them is the question of whether or not the 

meaningfulness of an explanation ought to be considered a quality of the explanation 

itself (as pragmatists do) or a quality of the act of selecting and communicating the 

explanation (as traditionalists do). This distinction holds true across both traditional 

and pragmatic schools of thought. As long as the distinction between meaningfulness 

and causal validity is acknowledged, there is no requirement for this research to pick a 

particular school of thinking in order to accomplish its goals. 

 These are the qualities that should be present in 'excellent' explanatory goods. 

Within the field of interpretability of artificial intelligence, various attributes have been 

offered as a means to evaluate the quality of explanations and approximations. The 

differentiation that has been developed between meaningfulness and validity is utilized 

as a foundation for these traits. A further distinction may be made between the quality 

of the explanans (the information being explained) and the quality of the process (how 

the information is being explained) that is being used to explain the information to the 

explainee. This distinction is able to be drawn taking into account the discussion that 

occurred prior to it (for additional details, please refer to the section under "Philosophy 

of explanations"). 

The following is an overview of characteristics for producing and delivering high-

quality explanations, which have been presented both in the literature on AI 

interpretability as well as in empirical work outlining how humans give and receive 

explanations in the domains of psychology and cognitive science. These characteristics 

have been compiled from a variety of sources, including: the literature on AI 
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interpretability; the literature on AI interpretability; and empirical work. These qualities 

have been garnered not only from the research that has been done in the field of AI 

interpretability but also from the work that has been done by cognitive scientists and 

psychologists. To get things started, we are going to assess the quality of the 

explanatory items based on the traits that they possess.  

That excellent everyday explanations are contrastive in the sense that explanations are 

"sought in response to particular counterfactual cases." In other words, people do not 

question why an event P happened; rather, they ask why an event P happened rather 

than some other event Q. This opposing view claims that explanations are "sought in 

response to particular counterfactual cases." A comprehensive analysis of the available 

scientific data in the fields of psychology and cognitive science serves as the foundation 

for this thesis.  

Following his examination of the available evidence, Miller came to the realization that 

people, psychologically speaking, have a predilection for contrastive explanations. In 

addition, this decision cannot be reduced to the relative simplicity of contrastive 

explanations as opposed to the complexity of full causal explanations. This is because 

both types of explanations have their merits. Because it is essential to establish a 

comparison point or desired alternative conclusion, the ideal strategies for computing 

contrastive explanations will be user-specific, application-specific, or context-specific 

in the field of artificial intelligence (AI). This is the case because computing contrastive 

explanations requires the usage of AI. 

5.3 STRANGE CONDUCT OR ACTIONS 

According to this hypothesis, "normal" conduct is seen to be "more explainable than 

abnormal behavior," while "abnormal" behavior is regarded to be "less explainable." It 

has been demonstrated that the impression of the abnormality of an occurrence is the 
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driving force behind the contrastive explanation seeking that occurs in practice. These 

reasons can explain why an event that is usual or expected did not take place. There are 

a number of peculiarities in the actions of AI that may be identified by these 

characteristics. For example, revealed a positive correlation between the perceived 

'inappropriateness' of application behavior and the amount of user requests for 

contrastive explanations.  

This association was shown to exist between the two variables. Another criteria that 

could characterize a certain event as being abnormal is if it violates both ethical and 

societal standards at the same time. It is reasonable to assume that explanations of AI 

behavior should specify input qualities that are 'abnormal in any sense (such as an 

uncommon category of a categorical feature),' if they affected the behavior or outcome 

that is being questioned. Considering the practical relevance of abnormality for 

excellent daily explanations, this is a reasonable assumption to make. Moreover, given 

the practical relevance of abnormality for excellent daily explanations, this is a 

reasonable assumption to make. 

5.3.1 TAKING CARE IN ONE'S SELECTION 

In point of fact, full scientific explanations are accomplished quite infrequently, if at 

all. In the majority of situations, there is the possibility for a great number of 

explanations that are correct but insufficient. Each of these explanations contains a 

unique collection of reasons for the explanandum. Even if a specific cause was not the 

sole factor that led to the event, this does not preclude it from being a beneficial source 

of knowledge for the individual to whom it is being discussed.  

People rarely, if ever, anticipate an explanation that includes a genuine and 

comprehensive reason of an event; nonetheless, it is maintained that explanations will 

be chosen regardless of the circumstances.  
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Even though there might be an infinite number of contributing causes, people have a 

remarkable ability to distill the myriad of conceivable explanations down to just one or 

two of them. The process of selection involves choosing the set of reasons that is most 

relevant to an observed event and disregarding other explanations that are less 

significant but are still legitimate based on the criteria of the particular place. This is 

done in order to complete the selection process.  

The length of causal chains needs to be reduced down to a level that is more 

intellectually bearable, and selection is necessary in order to accomplish this goal. In 

the context of artificial intelligence explanations, the term "selection" refers to the 

process of selecting key features or evidence to be emphasized in an explanation or 

user interface based, for example, on their relative weight or influence on a given 

prediction or output as well as the explainee's subjective interests and expectations (for 

more information on this topic, see the section titled "Characteristics of 'good' 

explanatory processes").  

In order to assist in the selection of relevant explanans from the overall possible set of 

valid explanans, good explanations should clearly convey the degree to which a specific 

trait or collection of features has an influence on the instance or outcome that is being 

described. This is done so that the reader may choose relevant explanans from the 

overall possible set of valid explanans. This will make it feasible to choose relevant 

explanans from the total set of potential valid explanans in a more straightforward 

manner. 

5.3.2 COMPLEXITY AND SPARSITY 

The fact that it is required to selectively explain AI activities in order to satisfy local 

requirements brings attention to the fact that it is important to think of and quantify the 

relative complexity of multiple alternative valid explanations (Achinstein 1983; Miller 
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2019). This is because it is necessary to explain AI behaviors in order to fulfill local 

needs. When it comes to evaluating explanations, there is a wide range of criteria to 

choose from. 

The level of difficulty that a system presents in terms of a goal model or a collection of 

outputs. It is possible to quantify complexity in terms of the linearity and monotonicity 

of the connections between variables, or in relation to the size of a model, such as the 

number and length of rules, features, or branches in a decision tree. Both of these ways 

of describing complexity are discussed in the following sections. Alternately, 

complexity might be stated in terms of sparsity or the number of explanatory statements 

that are offered to explain a black box model or a specific output, in addition to the 

number of features and interactions that are addressed in these statements. This would 

be in addition to the number of interactions that are addressed in these statements. 

Sparse explanations or approximation models are types of models that are used in the 

field of artificial intelligence (AI). These models either have a low dimensionality or 

can only handle a restricted amount of attributes and interactions. effective sparse 

explanations are ones that include a cognitively manageable selection of highly relevant 

reasons or statements depending on the explainee's interests and area of competence. 

Specifically, the best sparse explanations are ones that explain why something is 

important to the explainee. Techniques such as case-based explanations and 

counterfactual explanations might help to a large degree when attempting to overcome 

the challenging task of describing the internal state of trained models. These procedures 

offer just a rudimentary understanding of the alterations that are required to get a 

different and more desirable outcome. Approximation methods can also be beneficial; 

however, they have to deal with a three-way trade-off between the fidelity of the 

approximation, the comprehensibility of the approximation, and the domain size (for 

more details, see the section on 'Interpretability'). 
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5.3.3 BOTH INVENTIVENESS AND HONESTY ARE NECESSARY IN THIS 

SITUATION. 

Many different explanation theories have a few characteristics in common, two of 

which are the originality and truthfulness of their explanations. These characteristics 

are intricately intertwined with one another. Good explanations should be original, 

which means that they should not just regurgitate information about the explanadum 

that is already known by the explainee but rather supply new, unknown knowledge that 

helps explain the explanadum. This is because good explanations should not simply 

regurgitate information about the explanadum that is already known by the explainee. 

This is due to the fact that adequate explanations assist in elucidating the explanandum 

in a manner that the explainee does not already comprehend. In order for explanations 

to be enlightening, they should not be able to be reduced entirely to presuppositions or 

assumptions that the person who is hearing the explanation already possesses. 

When it comes to artificial intelligence, novelty may be defined in a number of different 

ways. One way is the extent to which an explanation reflects whether the instance being 

explained "comes from a "new" location far apart from the distribution of training 

data"(Another way is the degree to which an explanation reflects if the instance being 

explained "has a significant difference". Truthfulness is another characteristic that need 

to be present in excellent explanations; in order to have this quality, the claims that are 

stated inside the explanation need to be correct or suistudy. When discussing AI, it is 

essential to make sure that any links between factors that are mentioned or explanations 

that are provided for an outcome are correct.  

To put it another way, the precision of the explanation is the determining factor in how 

effectively it assists the person being explained to grasp the topic that is being described 

to them. In real practice, accuracy may be evaluated in a variety of different ways, one 

of which is the performance of the explanation in predicting future actions based on 
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data that has not yet been seen. In other words, one of the ways accuracies may be 

evaluated in actual practice is through the performance of the explanation in forecasting 

the future. 

5.3.4 THE CHARACTERISTICS OF BEING FAITHFUL, CONSISTENT, AND 

STEADY ARE ALSO INCLUDED IN THIS CATEGORY. 

The performance of an explanation or approximation in regard to other explanations 

and models is the topic of a final set of attributes. The essential quality known as 

representativeness is one that must be present if one is to be able to offer an explanation 

for more than one result or set of outputs. It is possible to evaluate approximations 

based on the degree to which they are representative of the outputs or instances of the 

model that are well characterized by the approximation.  

This evaluation may be performed on both global and local approximations. The 

number of model instances or outputs that an approximation is able to describe in a 

reliable and accurate manner serves as a decent rule of thumb for assessing how well 

the approximation is. This may be done by counting the number of examples or outputs. 

There is a significant relationship between the ideas of fidelity and representativeness. 

This is due to the fact that representativeness is implicitly related to the truth of the 

explanation over numerous insurances. When compared to the black box model, the 

performance of the approximation is referred to as its fidelity. Approximations that 

have a high level of accuracy will make an effort to approach the performance of the 

black box model as nearly as is humanly feasible. This will involve both generating 

correct forecasts and making errors in judgment. 

The consistency of the approximation is also crucial in this context, and it may be 

quantified in terms of the performance of the approximation in comparison to the 

performance of other black box models that have been trained on the same data to do 
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the same task. To put it another way, the approximation ought to be judged according 

to how well it does in contrast to the other models.  

Stability fulfills a function that is comparable to that of consistency in the role that it 

plays. On the other hand, stability refers to the process of comparing the efficacy of 

various explanations for "similar instances for a fixed model." These characteristics 

serve as the basis for distinguishing one from the other. Study explanations will not 

drastically alter in tone or content as a function of the data when giving a series of cases 

in which the feature values only slightly differ from one another. 

5.3.5 EXPLANATIONS CONSIDERED TO BE "GOOD" OUGHT TO SHARE 

THESE TRAITS IN COMMON. 

In keeping with the distinction between causal validity and meaningfulness, the quality 

of explanations is not only dependent on the substance of the explanation, but also on 

how this information is fitted to the explainee and delivered in practice. In other words, 

the quality of explanations is determined not only by the content of the explanation, but 

also by the meaningfulness of the explanation. To put it another way, the quality of an 

explanation is not only defined by the material that constitutes the explanation, but also 

by the significance that is attached to the explanation.  

The context in which an artificial intelligence system is deployed is a crucial factor in 

deciding the appropriate amount of complexity and breadth of explanations to be 

delivered, in addition to defining many other elements of effective explanatory 

procedures.  

This is because artificial intelligence systems are designed to learn from their 

environments. According to the findings of the study that has been carried out, effective 

explanatory processes have been characterized as having the characteristics that are 

detailed below. 
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5.3.6 INTERACTIVITY AS WELL AS AN INTUITIVE USER INTERFACE 

ALSO 

The act of explaining something is a socially communicative one that is reliant on 

interaction and the flow of information between one or more explainers and explainees. 

This interaction and flow of information might occur between a single explainer and 

several explainees. Conversation, the visual representation of ideas, and other modes 

of communication are all viable options for the dissemination of information. In the 

realm of artificial intelligence, delivering an explanation should not be considered as a 

one-way exchange of information but rather as a process that is interactive and involves 

a blend of human and AI agents.  

This is because providing an explanation is a process that requires both sets of skills. 

In addition, explanations are iterative in the sense that it is required to select and 

evaluate them based on the presuppositions and assumptions that are held in common. 

This means that explanations are cyclical in the sense that they are not linear. Iteration 

may be required on the path to reaching an agreement that is comprehended by all 

parties involved in order to guarantee effective communication or to clear up any areas 

of confusion. 

A point to be made clear. Explainees will often only be interested in a small subset of 

these causes or important features if those causes or traits are germane to a specific 

question or contrastive circumstance. This is due to the fact that a certain outcome may 

have several factors or causes that are meaningful. It is up to the person doing the 

explaining to select explanans from the various possibilities that are contained inside 

this particular subset of all the imaginable causes or qualities. It's conceivable that the 

chosen explanans won't satisfy the requirements of the explainee, which will call for 

more inquiry as well as the development of a new explanans that is more applicable to 

the circumstance. 
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As a result, the quality of the interaction and iteration that takes place between the 

person being explained to and the person doing the explaining may be used as a 

measure of the overall quality of the explaining processes in artificial intelligence (AI). 

kinds of explanation that are interactive and may support the explainee in probing the 

model to fulfill specific tasks of interest are regarded as being superior to explanations 

that consist of standardized or fixed content.  

These types of explanations are viewed as being inferior. Human workers who are 

tasked with explaining the system to affected parties and potentially the AI system 

itself, for example through an interpretability interface, are both able to provide 

explanations of the functionality or behavior of AI.  

Explanations of the functionality or behavior of AI can be given to affected parties. 

Both human employees who are entrusted with explaining the system to impacted 

parties and the system itself are capable of providing explanations to those affected by 

the system. 

5.3.7 MEANING ON A REGIONAL SCALE 

One of the most essential characteristics of an effective explanation is that it caters to 

the relative interests of the person who is hearing the explanation. They are required to 

either directly answer the questions that are of interest to their audience or at the very 

least provide some assistance in answering such questions. many stakeholders, 

including software engineers, regulators, deploying institutions, end-users, and others, 

each have their own individual reasons for needing explanations and questions they 

want answered.  

It is probable that the information that is vital to the audience will not be transmitted 

successfully if an explanation is not tailored to address the particular question or 

questions that are being asked. 
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5.3.8 THE ABILITY TO COMPREHEND ON A REGIONAL SCALE 

The person to whom you are providing an explanation needs to be able to comprehend 

it in order for it to be useful in terms of passing on vital information to the person to 

whom you are providing the explanation. The term "local comprehensibility" refers to 

the extent to which explanations transfer information at a breadth and level of 

complexity that corresponds to the audience's level of competence.  

If an explanation takes into consideration all of the factors that led to a certain 

prediction or action, then it is feasible for the explanation to be correct and thorough, 

but it may also be incomprehensible to the audience that it is intended for.  

For instance, detailed explanations may be helpful for the purposes of debugging a 

system or for complying with legal requirements but they are of little use to a user who 

is attempting to comprehend which aspects of their personal financial history most 

heavily affected the decision about their loan application. This is because detailed 

explanations are not helpful for a user in understanding which aspects of their personal 

financial history most heavily affected the decision about their loan application. 

Both the ability to be understood on a local level and the significance to the community 

are intimately linked together. To help debug and refine their system, software 

engineers, for example, may prefer more accurate but opaque models or more complete 

but complex explanations, whereas end-users interested in the key reasons for a given 

decision may prefer explanations that are simpler or narrower in scope.  

These findings were published in two separate studies: These findings were both 

presented in the study’s that were published in the journals. The awareness that time is 

of the essence is also very important; requests that are time-sensitive may necessitate 

replies that are less comprehensive but are easier to understand. 
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Standardized forms of disclosure, such as many of the transparency frameworks 

described above (see the section under "Transparency"), may fail as good explanations 

in this regard if they are not customized for various audiences. In general, successful 

explanation procedures in artificial intelligence should pay attention to the reason that 

an explanation is being asked, as well as the motivation and local needs of the person 

being explained to. 

The field of artificial intelligence continues to struggle with problems of interpretability 

and transparency. As was said in the prior exchange, there are a great many questions 

that remain unresolved about the creation of effective goods and methods that can 

explain the functioning and behavior of AI. Techniques and operational steps. In 

conclusion, I will talk about three key open challenges that are now being encountered 

in the realm of interpretability and transparency in artificial intelligence (AI). These 

issues include the development of universal standards for (a) 'good' explanations; (b) 

preventing dishonesty via explanations; and (c) consistent and realistically effective 

transparency frameworks. 

5.3.9 DEFINITIONS OF WHAT CONSTITUTES A "EXCELLENT" 

EXPLANATION, AS AGREED UPON BY EVERYONE 

According to the findings of this research, a broad number of ways have been 

constructed to explain how autonomous systems function, both in a general sense and 

with regard to individual judgements. These approaches have been developed to 

account for the fact that autonomous systems are becoming increasingly prevalent. 

Despite the fact that there are a variety of approaches, the process of establishing 

common standards for 'good' explanations that boost the usability of autonomous 

systems is still in its early stages. In order to create such standards, we must first 

determine the qualities of an explanation that make it helpful and beneficial in 

application. Only then can we move on to creating these standards. Empirical research 
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that analyzes the local efficacy and acceptability of various interpretability and 

transparency techniques for the numerous uses of artificial intelligence (AI) is urgently 

required. This study should investigate the local efficacy and acceptance of these 

tactics. 

The great majority of the research that has been done on the interpretability of AI up 

until this point has been on building methods for constructing global and local 

approximations of black box models. Although these techniques are useful for testing 

and debugging black box models, it is not immediately clear how useful they are for 

comprehending the behavior of models. Although these techniques are useful for 

testing and debugging black box models, it is not immediately clear how useful they 

are for comprehending the behavior of models. To people who are not well-versed in 

the topic at hand, the usefulness of simplified human comprehensible approximations 

may not be immediately evident. In instance, local approximations "can produce widely 

varying estimates of the importance of variables even in simple scenarios such as the 

single variable case, making it extremely difficult to reason about how a function varies 

as the inputs change".  

This is according to a study that was conducted. This is due to the fact that local 

approximations "can produce widely varying estimates of the importance of variables 

even in simple scenarios such as the single variable case." The capacity to transmit 

these limitations to both experts and non-experts in a way that is consistent and 

trustworthy is still in its infancy, which raises issues about the relevance of these 

models for delivering answers to inquiries concerning particular model behavior. 

Moreover, the ability to convey these restrictions to both experts and non-experts in a 

way that is consistent and trustworthy is still in its infancy. 

This is the context in which the proverb "All models are wrong, but some are useful" 

(Box 1979) comes into its own as a perceptive and insightful piece of advice to share 
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with others. Treating local approximations as explanations of model behavior would 

imply that they give trustworthy knowledge of how a complex model performs; 

however, this has not yet been demonstrated to be the case in reality across many 

different types of applications for artificial intelligence and interpretability 

methodologies.  

Explainees have a responsibility to have a thorough comprehension of the domain in 

which the approximation is "reliable and accurate, where it breaks down, and where its 

behavior is uncertain". This requisite condition absolutely has to be met before 

approximation models can be trusted. Without this information, approximations will, 

at best, be difficult to grasp, and, at worst, they will be deceptive since they are 

frequently incorrect or inaccurate outside of a certain domain or collection of examples. 

The estimates will be difficult to grasp if you do not have this knowledge. 

Local approximations have problems with generalizability, arbitrariness in choice of 

domain, and the potential to mislead receivers if the domain and epistemic limits of the 

approximation are not acknowledged. All of these issues might arise when the 

approximation's domain and epistemic restrictions are not recognized. This is due to 

the fact that receivers might be led astray if the approximation's epistemic and domain 

restrictions are not grasped.  

When an approximation is offered as an explanation of a black box model, there is an 

urgent need for standards that require information identifying the bounds of the 

approximation to be openly documented and communicated. This information must be 

recorded and conveyed in a clear and concise manner. We urgently require these 

guidelines for what constitutes 'excellent' approximations. There hasn't been a whole 

lot of work put towards testing and confirming approximations in situations that are 

based in the actual world up until this point. This fundamental void in the 

interpretability of AI needs to be filled before we can go further. 
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5.4 DISCLOSING FALSE INFORMATION UNDER THE GUISE OF 

PROVIDING EXPLANATIONS 

Even a plausible explanation can be manipulated to serve either the purpose of 

informing or of misleading. It is concerning that there is a relative lack of research and 

approaches to test and assess the authenticity, objectivity, and overall quality of 

explanations and approximation models. This lack of research and methodologies has 

been a problem for quite some time. It is possible for explanations to be constructed 

with the intention of transmitting information in accordance with the controller's 

preferences while simultaneously concealing potential factors that might trigger an 

alarm. Because of this, information may be communicated in a more efficient manner. 

For a single explanation of law school admissions may be used to explain how the 

classifier is reliant on ethnicity, entrance exam results, or grade point average across a 

number of years. This explanation is provided for illustrative reasons. 

The type of explanation that is provided may have an influence on the explainee's 

impression of the relevance of the characteristics that are included in an output or 

classification. This was found to be the case in a study conducted by. It is possible to 

eradicate the connection between the variables by directly modifying the choice of 

domain and the choice of approximation. Additionally, it is possible to distort how the 

importance of variables is reported, change whether it is claimed that they positively or 

negatively affect decisions, or change whether it is claimed that they can influence 

decisions in either direction. 

Because of this selectiveness, individuals in control of the system have the capacity to 

manipulate people's perceptions about the reasons for a system's behavior and to 

establish an excessive amount of confidence in the system's ability to perform and its 

dependability. Additionally, they have the ability to instill an excessive amount of 

confidence in the system's ability to instill an excessive amount of confidence in the 
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system's ability to perform. When it comes to picking contrastive circumstances for 

contrastive explanations, it is especially important to have a strong grasp of how and 

why a certain explanation was picked by the one conducting the explaining. 

Research, the act of delivering an explanation is not an act that can be considered 

objectively neutral. According to the findings of the research that was conducted by a 

lot of academics, for example, feel that the objective of offering an explanation is not 

to seek out the truth but rather to aim for persuasion. Agents who wish to be considered 

trustworthy have an incentive not just to explain their behavior as exactly as possible, 

but also to give explanations that convince other agents to consider them to be 

trustworthy. This incentive encourages actors to offer explanations that both explain 

their behavior and convince other agents to regard them to be trustworthy. This is due 

to the fact that the explanations they make to other agents will have an effect on the 

impressions that other agents have of them.  

This motivation seems to be in direct conflict with the requirement to make use of AI 

systems in order to increase either accuracy or efficiency. research, actions that are not 

perfect but are simpler have the potential to increase transparency and communication 

between institutions, users, and end-users. However, these acts might reduce the 

trustworthiness of systems and organizations, which can weaken the stability of the 

trust relationship if the end-users are negatively affected. encouraging systems to be 

Interpretable or transparent could produce incentives for them to pick behaviors for 

which there are easier or simpler explanations. This is the case even if the behaviors in 

question are not always the ones that are going to be the most helpful for the user. 

There is a risk that evil actors would employ explanations not to teach or enlighten 

people, but rather to trick them into believing something that is not true. This risk is 

very real and very current. Those who are interested in the legality of university 

admissions might not be aware of the significant ethical or legal issues that are 
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associated with a choice. These considerations could include sensitive traits like a 

person's race that are kept a secret from the people being explained to. Explainers have 

the ability to subtly sway explainees to embrace a certain belief or conduct a desired 

action by selecting appropriate explanans. One example of this would be encouraging 

explainees to refrain from challenging admissions decisions made on the basis of bias. 

If AI systems are going to become more accounstudy and trustworthy as a result of 

their interpretability and transparency, then there is an immediate need for solutions to 

decrease the threat of dishonesty via explanation. 

5.4.1 THE EFFECTIVENESS OF SELF-ASSESSMENT TRANSPARENCY 

FRAMEWORKS 

Self-assessment frameworks are currently being developed with the goals of increasing 

corporate responsibility, contributing to the identification of potentially unethical 

repercussions, and furnishing a starting point for redress for impacted persons and 

communities. This is being done in order to improve the traceability of artificial 

intelligence (AI) systems. Each of these benefits, should they be achieved, has the 

potential to boost public trust and acceptance of AI systems. This would be the case 

provided that the impacts are realized. 

However, despite the fact that they might be helpful in certain circumstances, self-

assessment frameworks have a number of limitations that are inherent to them. This is 

despite the fact that they could be beneficial in certain circumstances. To be of any 

benefit, self-evaluation needs to comply to the following criteria: it needs to be timely, 

transparent, honest, and critical.  

The workforce of an organization has to be educated and trained to be able to critically 

examine not just the internal procurement procedures but also the (potential) external 

influence of the system, and the workforce needs to be taught that the organization 
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needs to invest the resources necessary to educate their workforce. In order to do critical 

analysis, a business must have a culture that values and acknowledges the importance 

of being genuine in evaluations. 

Even if employees are given enough training and are acknowledged and rewarded for 

their honesty, more investment is necessary to guarantee that self-assessment is not a 

"one off" occurrence. This is because self-assessment might be misleading if it only 

happens once. Prior to the implementation of artificial intelligence systems, it is 

difficult to determine with complete and utter certainty what kinds of effects these 

systems will have. It is possible that throughout the course of time, novel and 

unexpected repercussions would materialize, which, according to the criteria, can only 

be documented through iterative self-assessment. In order to carry out an effect 

assessment that takes place over a period of time, it is necessary to put in place internal 

mechanisms that record the behavior of the system in a longitudinal fashion. The 

upkeep and preservation of these processes' high standards throughout the course of 

time has always been a difficult task. 

It has been found to be problematic, with analogous self-assessment frameworks in 

other professions, over the course of time, effectively becoming empty "checklists". 

Assuming that these components are in place, there are still decisions to be made 

regarding what, when, and how to incorporate external researchers and the public in 

the evaluation process, as well as how to disseminate the results to the general public. 

Additionally, there are choices to be made regarding how to present the findings to the 

public. In the event that a self-evaluation is perceived as lacking in completeness, 

dishonesty, accessibility, or is otherwise faulty in some other manner, it will not have 

the effect on public trust that was intended for it. 

To summarize, the effectiveness of self-evaluation frameworks cannot be assumed to 

be a given in the absence of a significant organizational commitment to staff training, 
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organizational culture, sustainable and critical assessment methods, public and 

researcher engagement, and transparent disclosure of outcomes. Adopting uniform 

rules or methods for self-assessment is not going to guarantee that these goals will be 

met. This is because the potential impact of AI systems varies greatly depending on the 

environment in which they are applied and the type of application that is being used. 

Within the scope of this research, an examination of the current state of the art in terms 

of AI's interpretability and transparency was carried out, in addition to a review of the 

key ideas, approaches, difficulties, and published literature. There have been many 

various strategies that have been investigated in order to provide explanations, 

approximations, and standardized disclosures for the development, operation, or 

behavior of artificial intelligence (AI) systems.  

From the work that has been done in the past on explanations in the philosophy of 

science, lessons may be learned, and these lessons can be used to evaluate the quality 

of new approaches that are being developed in the field. Some of the criteria that may 

be used to evaluate the quality of explanations as products include their contractiveness, 

abnormality, selectivity, complexity and sparsity, originality and correctness, 

representativeness, fidelity, and consistency. Other criteria include whether or not they 

are representative, faithful, or consistent. In a similar spirit, the sheer act of describing 

something could be confusing to certain people. 

be assessed in terms of how interactive it is, how user-friendly it is, how relevant the 

information is to stakeholders on the local level, and how easily it can be understood 

by those stakeholders. The features of explanations as products and processes indicate 

towards a clear conclusion, which is that interpretability and transparency in artificial 

intelligence cannot possibly be attained by employing a "one-size-fits-all" approach. 

This conclusion is supported by the fact that these properties of explanations as 

products and processes point towards a definite conclusion. In order to cater to the wide 
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array of audiences, models, behaviors, and use cases, explanations will need to take on 

a number of different forms. There is, however, a generally accepted benchmark that 

may be used to evaluate the quality of explanations provided by AI, notwithstanding 

the vast number of products and methods that are available. 

Important questions that have not been answered yet need to be looked into. Before it 

is feasible to impose agreed standards of 'good' explanations by ethical or regulatory 

means, it is vital to begin with the general acceptance of uniform frameworks for the 

examination of explanations of artificial intelligence (AI). This is required to get the 

ball rolling. In a similar vein, it is important to pay attention to ensure that explanations 

and techniques for transparency are used in an honest and right manner, and that they 

are never misused in any way to cheat or mislead any individual. If AI systems are 

going to live up to their promise of enhancing decision-making in ways that are more 

accurate, more efficient, and more responsible, then these challenges need to be solved, 

and uniform criteria for interpretability and transparency need to be established. Both 

of these things are highly crucial. 
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CHAPTER 6 

MAKING MACHINE LEARNING MODELS INTERPRETABLE 

As a result of the arrival of the digital era, practically every sort of human action can 

now be used as a source of ever-increasing amounts of data. This opens up a lot of 

opportunities for businesses. Before the dawn of the digital age, this was not the 

situation at all. Computable data are those that are obtainable in a format that is 

amenable to being processed by a computer and then making use of those processed 

results as the foundation for additional reasoning. Data that can be calculated are 

frequently utilized while presenting this kind of information to the reader. Computable 

data are those that can be processed by a computer and ultimately used for logical 

reasoning. Data are regarded to be computable if they can be processed by a computer. 

An excessive volume of data is now swamping the great majority of scientific fields. 

This situation is expected to continue for the foreseeable future.  The fields of 

bioinformatics and biomedicine provide a particularly striking illustration of this issue's 

prevalence in today's world. Even though the human genome was only sequenced 

around ten years ago, genomic research has since matured into a field that is almost 

entirely driven by data.  

This is despite the fact that the sequencing of the human genome only occurred about 

10 years ago. In spite of the fact that the sequencing of the human genome didn't take 

place until roughly ten years ago, this is the case. This is also the case in terms of the 

research that is now being conducted in a large number of distinct subfields within the 

field of biology. An army of new data-acquisition technologies and an ever-expanding 

spectrum of research scales—ranging from the molecule to the population—combine 

in all of these to pose a major obstacle for the application of intelligent data analysis.  
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This may be broken down as "an army of new data-acquisition technologies and an 

ever-expanding spectrum of study scales." Because of this barrier, the intelligent use 

of data analysis cannot reach its full potential. Indeed, this is the current state of affairs.  

Because of their reliance on extensive and non-trivial datasets, the rapidly developing 

-omics sciences (genomics, proteomics, metabolomics, and other domains comparable 

to these) have emerged as a significant target for academics interested in machine 

learning. The primary focus of these efforts has been on the rapidly developing -omics 

sciences.  

According to what is said in " the need to process terabytes of information has become 

de rigueur for many labs engaged in genomic research," the requirement to process 

terabytes of information has become required. This is because of what is claimed in " 

the need to process terabytes of information has become de rigueur for many labs 

engaged in genomic research." This is due to the fact that it was specified quite 

specifically in the line before this one. 

There is a possibility that the field of medicine has a scenario that is comparable to this 

one. Commoditization of healthcare in both the public and private commercial health 

sectors is generating an ever-increasing demand for individualization of treatment 

regimens for individual patients. This trend can be seen in both public and private 

commercial health sectors.  

This need, on the other hand, necessitates the implementation of a sophisticated 

management of information systems due to the complexity of the data that is involved. 

This is due to a number of factors, one of which is the exponential growth in the 

quantity of medical information that is currently accessible to specialists. This is one 

of the primary reasons why this has occurred. This is due of the enormous development 

in the quantity of medical information over the past few decades. 
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If the capability to comprehend the results of a process is a fundamental necessity for 

medical applications, then it should not come as a surprise that it should also play a 

significant part in other kinds of applications and procedures, such as those that are 

employed in business. Large operational databases are fairly typical in retail and 

industry. It is anticipated that in the not-too-distant future, approaches founded on 

machine learning will translate these datasets into useful business knowledge in the 

form of actionable business plans. It is freely stated in a business article that the 

management of a company "is more likely to accept the recommendations of the 

[machine learning method] if the results are explained in business terms." This is 

because "business terms" are easier to understand. This helps to understand why 

approaches such as rule induction have been so successful in this particular application 

field. As an illustration, this helps to convey the reason why. 

The raw materials that practitioners of machine learning use to model with are data sets 

that contain varying degrees of complexity and an ever-expanding range of features. 

These data sets are used in conjunction with the arsenal of modeling techniques that 

practitioners have at their disposal. Data sets are the raw materials that practitioners of 

machine learning use to model. When it comes down to it, there is no substitute for 

them. A formal representation of the data that has been observed and is now accessible 

is expected to be provided by the models that are being constructed at this time.  

For example, one interpretation of these models may be seen as a type of formalization 

of the links that already exist between the various data components. This interpretation 

is only one of many possible interpretations.  The purpose of a model is to, in some 

fashion or another, provide an explanation for some of the underlying regularities or 

patterns that may or may not be present in the data. This is the fundamental objective 

of a model. There are several routes that one might use to achieve this goal. The 

application of methods from machine learning to data analysis can therefore be seen as 
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a work that requires pattern recognition, or, more informally, as a challenge that 

involves knowledge discovery and data mining. Both of these interpretations are 

accurate. These two interpretations are equivalent in their accuracy. 

In light of the fact that there is a separation between the two processes of data modeling 

and knowledge extraction, it is crucial not to gloss over the fact that there is a 

disconnect between the two processes. This is a critical point to bear in mind. It is 

possible to characterize models in a variety of different ways, depending on the 

machine learning techniques that were used; however, in order to consider that some 

information has been extracted from the raw data, the human cognitive aspect that any 

knowledge extraction process implies needs to be taken into consideration. This is 

because any information extraction process implies that some information has been 

extracted from the raw data.  

The methods of machine learning that were applied to the problem determine the 

characteristics that may be assigned to models, and these characteristics can be assigned 

in a number of different ways. This is as a result of the fact that the involvement of 

people is required at each stage of the information extraction process. Despite the fact 

that the use of deductive reasoning is necessary for the scientific process, the 

application of inductive thinking may also be very beneficial. This is despite the fact 

that deductive reasoning is essential.  

However, in order for humans to be able to enable inductive reasoning based on the 

findings supplied by machine learning and comparable approaches, they need to resort 

to verbal and visual metaphors. This is the case since humans are visual thinkers. The 

process of drawing conclusions from data is an example of the deductive method of 

thinking known as inductive reasoning. The employment of these metaphors opens up 

the possibility of subjectivity, which is not always the result that is sought in a given 

set of circumstances.  



 

239 | P a g e   
 

Even though interpretation and subjectivity cannot be separated, it has been 

demonstrated that the weight of preconceptions and previous views in the interpretation 

of facts and models may at least partially be reviewed and managed. This is true even 

if interpretation and subjectivity cannot be separated. Despite the fact that interpretation 

and subjectivity cannot be divorced from one another, this is nevertheless the case. This 

is the case even though there is always going to be opportunity for interpretation and 

subjectivity in any given situation. 

 

Fig. 6.1:  An schematic  graphical representation of the  process of interpretation 

for machine learning models. 

Source: Making machine learning models interpretable, data collection and processing 

through by Alfredo Vellido (2013) 

In any case, machine learning-based data models, regardless matter how advanced they 

are, can in effect be rendered useless if they are unable to be read by human specialists. 

This is the case even if the models are quite complex. The process of human 

interpretation does not necessarily match that of machine learning algorithms since it 

follows to norms that go much beyond technological competence. This is because 
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machine learning algorithms are designed to learn from examples. As a result of this, 

the strategies for machine learning that are going to be covered in this tutorial begin 

with the supposition that, if they are going to be employed in practical applications, 

they ought to make attaining interpretability their major purpose and work toward 

achieving it. 

Figure 1 is a diagram that illustrates the process of gaining interpretability in data 

analysis via the use of machine learning algorithms. This process may be seen as a 

sequence of phases that interact with one another, and this interaction is portrayed as a 

diagram in Figure 1. Following the construction of data models with the assistance of 

machine learning tools, the interpretation of these models is carried out with the 

assistance of methods that have been developed particularly for the use of machine 

learning tools. The human interpretation of these results is then need to be provided in 

the language of the domain expert, and it may then feed back onto the process by 

arguing for the alteration of either the data or the model. 

At the 2012 European Symposium on Artificial Neural Networks, Computational 

Intelligence, and Machine Learning, a special session was held on the interpretability 

of machine learning. This brief essay acts as a tutorial for that session. The topic of 

discussion at this event was "machine learning interpretability."  

In the part that comes after this one, which we will refer to as "Section 2," the issue of 

dimensionality reduction will be the primary focus of our attention because it is an 

efficient approach to model interpretation in machine learning.  

Following this, in the part labeled "Section 3," we are going to provide an overview 

and discussion of the many approaches for machine learning interpretation that have 

been offered by the authors of the papers that are going to be given during this session. 

These articles are going to be presented here. 
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 Reduce the amount of dimensions so that they may be interpreted more easily. 

Scalability has become a critical need for real-world applications as a consequence of 

the vastness of the databases that are now readily available. It is usually essential to 

make sophisticated adjustments to previously discovered methods of machine learning 

in order to achieve this objective. This is because machine learning is a relatively new 

field. It is not unheard of to happen upon the realization that this problem is connected 

not only to the total number of instances that may be discovered in the database but 

also to the total number of data characteristics. This is something that happens rather 

frequently. The analysis of microarray data in genomics, for instance, requires taking 

into account thousands of variables, many of which are likely to be uninformative. This 

is an example of a problem with high or very high dimensionality, which refers to 

problems in which the analyzed datasets consist of hundreds or even thousands of 

variables. These issues may be split up into two distinct groups: those with high 

dimensionality and those with extremely high dimensionality. 

If all data features are preserved and put to use in the production of an output, there 

should be very few, if any, challenges to understand when it is put into practice. Not 

only is it impracticable when there is such a large number of qualities available, but it 

also raises the possibility that many of those characteristics will be irrelevant to the 

conclusion of the method, if not actively damaging. In addition, data with an extremely 

high dimensionality are likely to reveal unexpected geometrical aspects, which may 

incorporate some degree of subjectivity into the interpretation of the results. 

When there is a requirement to deal with a considerable number of current 

characteristics, dimensionality reduction (DR) approaches are typically used. DR 

stands for "dimensionality reduction." The analyst has access to two primary DR 

methods: feature selection (FS), in which features are evaluated individually in order 

to either retain or discard them both for supervised and unsupervised problems; and 
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feature extraction (FE), in which new non-observable features are created on the basis 

of the original, observed ones. Both of these methods are referred to as feature 

evaluation and feature selection, respectively. The terms "feature selection" and 

"feature extraction" are used to refer to each of these distinct approaches, respectively. 

It is noteworthy to note that some of the simplest DR solutions are among the most 

regularly utilized in real-world applications, and this is something that should be taken 

into consideration since it is something that should be taken into mind. This helps to 

explain, for instance, why a linear FE method that has been used for more than a 

century, such as Principal Component Analysis (PCA), is still commonly employed in 

modern times. Because the extracted characteristics are linear combinations of the ones 

that were seen, it is not only simple to grasp, but it is also easily interpretable in a short 

amount of time.  

As a result, the conclusion may still be intuitively evaluated in terms of the ones that 

were observed. This not only makes it easy to understand, but it also makes it 

straightforward. In addition to this, it enables one to carry out a very simple data 

visualization by projecting the data onto the key components that have been gathered. 

This makes it feasible to undertake a very simple data analysis. 

In a medical challenge involving the categorization of human brain cancers, an 

elementary yet exhaustive backward selection technique produced both high accuracy 

and maximum interpretability when it was put on top of a linear Single Layer 

Perceptron (SLP) model. This was achieved using only three factors, picked from 

approximately two hundred total options, in order to discriminate between two distinct 

forms of malignant tumors. The effectiveness of a simplistic FS approach is illustrated 

by this example. The use of FS is going to be quite helpful in resolving this issue, as it 

has been in many other issues with the application of machine learning strategies in 

medical research.  
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Because they require a clearly explainable foundation for their decision-making duties 

and one that, in addition, corresponds with their standard operational norms, which are 

frequently based on straightforward and unyielding attribute scores, medical 

professionals will only accept a parsimonious outcome from a machine learning 

approach. This is due to the fact that they demand a clearly explainable foundation for 

their decision-making duties. Even if the FE option is appropriate for the problem at 

hand, it will commonly remain outside of the permissible range unless it is feasible to 

swiftly revert to the variables that were first discovered. Even if the FE alternative is 

right for the problem at hand, it will still frequently remain outside of the permitted 

range. 

Keeping this in mind, it is also true that some of the most exciting and significant 

machine learning contributions to the problem of multivariate data DR have arisen from 

the discipline of nonlinear dimensionality reduction (NLDR). These contributions have 

been made in an effort to solve the challenge of reducing the number of dimensions 

that are used to represent multivariate data. The fact that this is the setting in which 

these contributions have been made does not change the fact that this is the case. The 

following truth makes it abundantly evident how difficult it is to understand the 

findings: nonlinear procedures very seldom provide a straightforward interpretation of 

the conclusion in terms of the features of the initial data. This fact makes it abundantly 

clear how difficult it is to interpret the results. This is because the output is often a 

nontrivial nonlinear function of the characteristics of the primary data set. The reason 

for this is that the function is not trivial. 

When attempting to lessen the amount of unavoidable distortion created by the 

mapping of high-dimensional data from the seen space onto lower-dimensional 

regions, NLDR techniques will frequently make an effort to reduce the amount of 

distortion. Having said that, there are times when this is not the case. There have been 
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many various suggestions made for addressing this problem; but, doing so within the 

confines of this investigation would be outside the purview of this study. There are 

other locations where certain of these are discussed, and our very own ESANN 

conference includes particular portions that are dedicated to discussing this matter. The 

problem of figuring out which output dimension is acceptable for NLDR approaches is 

its very own different area of research that has to be done.  

In a similar vein, a large amount of work has been invested towards adding the NLDR 

projection or mapping distortion into the process of training machine learning 

algorithms, for example in the form of a magnification control. This work has been 

done in an effort to improve the accuracy of the algorithms. The search for 

interpretability in NLDR techniques is still a research subject that has a great deal of 

room for growth and presents a very intriguing challenge. When carried to its logical 

conclusion, dimensionality reduction can lead to the development of methods for the 

presentation of information. As was indicated at the beginning of the article, 

interpretability may be seen as a task requiring the extraction of knowledge from 

regularity patterns in the data. This was mentioned as a possible interpretation of 

interpretability. One of the many methods that can be used to extract knowledge is 

especially through visualization.  

This is one of the many approaches that can be used. Information visualization suggests 

that it is feasible for people to get insights into a problem by employing graphical 

metaphors in their thinking about the problem. This is achieved by a method that is 

uniquely inductive and makes advantage of the intricate visual capacities that are 

inherent to the human cognitive system. The presentation of multivariate data presents 

a challenge that goes beyond the simple task of recognizing artificial patterns, which 

may be accomplished via the use of machine learning and other methods that are 

similar. To solve this issue, we need the cooperation of someone observant who takes 
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the initiative. There is an element of intrinsic subjectivity in the cognitive processing 

of visual data, and the analyst should make every effort to control it to the maximum 

extent that is practical. 

The discipline of natural language and dialog research (also known as NLDR) is the 

source of inspiration for a good number of the most significant recent advancements 

made by machine learning in the field of multivariate data visualization. In all of its 

many distinct versions, Kohonen's Self-Organizing Map (SOM) is a well-known and 

often deployed NLDR technique for the presentation of data in low-dimensional 

contexts. In order to make an accurate representation of the data, this modeling strategy 

calls for the use of a discrete representation of a low-dimensional manifold that is made 

up of a topologically ordered grid of cluster centroids. 

Because SOM is a nonlinear method, there will always be some degree of local 

distortion (magnification) in the mapping of the data that transfers it from the space in 

which it was seen to the space in which it will be exhibited. This is because the mapping 

process moves the data from the space in which it was seen to the space in which it will 

be shown. Because of the nonlinear manifold stretching and compression effects that 

this involves, it is more difficult to directly interpret the visual data representation. This 

is due to the fact that the representation has been stretched. Even in very practical 

application sectors, the nonlinearity of SOM has not been able to prevent it from 

achieving the mainstream position that it presently has.  

In any case, from the perspective of obtaining interpretability, the nonlinear distortion 

that is produced as a result of an NLDR technique such as the one being discussed here 

presents a challenge. There have been attempts made to offer visible remedies to this 

limitation by defining and showing DR quality measures that are inherent in the 

technique and can be associated to each data point. These approaches have been 

undertaken in an effort to alleviate the problems that arise as a result of this constraint. 
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These attempts make use of coloring procedures for the cells in the Voronoi tesselation 

of the projection space that correspond to the data in order to complete their objectives. 

 Making Machine Learning interpretable:  Contributions to the 20th ESANN 

special session 

There were a total of nine proposals received for the special session on interpretable 

models in machine learning that was planned as part of the 20th ESANN conference. 

Every single one of these entries was accepted to be presented. In each of these articles, 

a number of novel and ingenious strategies were offered with the goal of resolving the 

problem of interpretability for a wide range of various machine learning algorithms. 

They were also different from one another in terms of the topics that they focused on; 

while some of them are only theoretical, others are more focused on applying their 

knowledge in a practical setting. A number of them centered on interpretation by means 

of visualization approaches, which is the reason why we gave the subject of DR for 

visualization the special attention it deserved in the section that came before this one.  

Several of them focused on interpretation by means of visualization techniques.  The 

following section of this article is going to be a thorough analysis of their contributions, 

but it will be presented in a clear and succinct manner. 

When it comes to the topic of classical statistics, making use of graphical tools is one 

interesting way to convey models to mathematicians who are not specialists in the field. 

In spite of the fact that some people believe it to be outmoded, the nomogram is a great 

illustration of one of these kinds of tools. When talking about non-parametric models, 

the weights of the individual variables are not constant. This is a hurdle for the adoption 

of this graphical approach in machine learning since it prevents accurate representation 

of the data. One sub-category of statistical modeling is known as non-parametric 

modeling.  
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Nevertheless, in the context of the medical problem of survival modeling, reveals that 

there has been some advancement in this specific area. This is a positive development. 

This body of work achieves the aim that it has set for itself, which is to make some 

black-box models, such as support vector machines, interpretable.  

This goal is accomplished by the utilization of constant B-spline kernel functions as 

well as sparsity requirements.  In the context of the study, the authors express the 

difficulty of interpretability that is presented by nonlinear machine learning approaches 

in the following manner: "clinicians are interested in decision support that is supplied 

without interfering with the clinical work flow, in an automatic way, and providing 

recommendations." 

On the other hand, and as was said in the section that came before this one, nonlinear 

models can, on a small scale, display linear features. These can be put to use to hone in 

on the degrees of freedom represented by the model that are most significant to the 

issue that is now being considered. As a consequence of this, there is a wide variety of 

methods to NLDR, each of which was discussed in the part that came before this one.  

A complicated and essential component of these approaches is the procedure of 

creating appropriate assessment criteria in order to evaluate the effectiveness of NLDR 

strategies. The co-ranking structure that is described in can potentially accommodate a 

sizeable number of these items if it is applied to them.  

In this discussion, proposes a new parametrization for the framework that has been 

discussed, which is an improved version of the previous one. It is essential to emphasize 

the connection between this and point-specific quality metrics that are easy to visualize. 

The use of Fuzzy-Supervised SOM (FSSOM), a type of SOM that is semi-supervised 

and takes into account information regarding class labels, to the issue of unmixing 

hyperspectral images highlights the benefit of deploying models that are locally linear 
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but globally nonlinear. This benefit is exemplified in which provides a description of 

the application. 

In order to acquire low-dimensional visual data representations, a number of NLDR 

techniques, such as SOM and Generative Topographic Mapping, provide for an explicit 

quantification of the local distortion of the mappings that they create. This allows for 

the acquisition of the low-dimensional visual data representations. An strategy that is 

based on cartograms is provided, and it is required to give this approach in order to 

bring back the local distortion that was lost in the low-dimensional data visualization 

that the batch-SOM algorithm delivers.  

By explicitly re-introducing this distortion into the mapping, the non-linearity of the 

mapping may be taken into account, which should help to make its interpretation more 

straightforward. In order to achieve this goal, the explicit distortion was brought back 

into play.  

An alternative approach to the more typical practice of graphically depicting the 

geometry of the data distribution is to map analytical classifiers into sets of explanatory 

rules that are applicable to each sub-cohort of data. This is an example of a method that 

falls under the category of "alternative methods." This technique has the benefit of 

speaking the language of specialists, and as a result, it has the potential to be an essential 

step in the validation tests that are performed during hazard and operability analysis 

(HAZOP). By comparing the findings to previously acquired information, this stage 

ensures that the classifier is "doing the right thing" by employing the proper variables 

in the appropriate manner. This is accomplished in order to verify that the classifier is 

"doing the right thing." One further way of looking at it is that it may be useful in the 

process of diagnosing the performance of the model. In this case, surprising correct or 

incorrect classifications could be attributed to variables like outliers and data artifacts. 

This is because of the nature of the scenario. 
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In, we see a key demonstration of this method, in which visualization aids are provided 

for classification trees. In this example, the trees are organized into categories. 

Classification trees are a popular approach to problem solving in application sectors 

such as business. Using a method known as "Sectors-on-Sectors," these aids 

concentrate on the input data distribution for each class in each terminal node. In order 

to do this, the approach was developed. The foundation of this method is the authors' 

previous work, which was presented at the ESANN 2011 conference.  

There has been recent progress made in the direction of coupling rule-based 

interpretation with direct analytical inference of the posterior probability of class 

membership. This is an emerging trend. In recent years, this pattern has become 

increasingly prevalent. It is feasible to achieve this objective by making use of 

reference instances, in much the same manner that, for example, a clinician can 

understand novel scenarios by referring to particular prototype examples. The 

analytical way of approaching model interpretation involves the development of such 

prototypes as the starting point. 

The degree to which several data points are comparable to or dissimilar from one 

another is the fundamental idea that guides the application of this approach. In order 

for these metrics to make any kind of sense, they need to be placed within the 

framework of the posterior probability distribution. During the current special session, 

there are a number of papers that cover this subject, and those papers are being 

delivered right now. Expert medical knowledge is included in a Fuzzy Supervised 

Neural Gas model (such to the one used in) by explicitly coding such information into 

a class similarity/dissimilarity measure, which is then applied in classification to assess 

class label agreement. This allows the model to more accurately predict patient 

outcomes. This method is quite similar to the one that was utilized in. The inclusion of 
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this expert-generated information into the model that was built leads in an elevated 

degree of interpretability for practical purposes inside the model. 

In this particular illustration, the inclusion of knowledge (in the form of biological 

information acquired from genomic databases) into the process of machine learning as 

a method of boosting the interpretability of the model is followed in. It is also followed 

in that the incorporation of knowledge into the process of machine learning is followed 

in. Structured Variable Selection (SVS) is a pipeline for the analysis of high-throughput 

data that is based on machine learning and includes a stage of semantic clustering and 

visualization. SVS was developed at the University of California, Santa Cruz. In their 

paper, the authors provide specific details on this process.  

After this stage, the data will be able to be evaluated with more ease due to the fact that 

their biological meaning will have been determined. One technique for incorporating 

the statistical geometry of the posterior distribution into the data space is to calculate a 

nonlinear metric from which the similarity between data points with regard to 

classification probability is reflected in the geodesic distance between them. Another 

strategy for doing so is to use the geodesic distance between the data points. This is 

only one possible approach out of many others that may be used. During the course of 

this special session, this approach will be taken into account. One of the difficulties of 

utilizing this technique is that the metric being used is non-Euclidean.  

This implies that projective methods, which are widely used in data visualization, do 

apply directly, which is one of the reasons why this methodology was chosen. Because 

of this, it is feasible to represent the whole data set in a single network, which can then 

be used to infer communities and other structural elements of the data based on the 

structure of the network. This makes it possible to represent the data set in a manner 

that is more easily analyzed. In addition to this, the pairwise geodesic distances may be 

mapped onto a strict Euclidean space, which will enable the application of standard 
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projective methods to the process of data visualization. This can be done by mapping 

the pairwise geodesic distances onto a strict Euclidean space. One example of how this 

notion is applied in the real world is illustrated by the implementation of semi-

supervised blind signal separation, which may be done, for example, with convex-NMF 

and has been reported elsewhere. 

When looking at the space that the observations occupy, one may examine it from 

whatever orthogonal orientation they choose by focusing on the relationship that 

already exists between the variables. This process ends up producing multivariate 

association maps, which are sometimes referred to as graphical models. These maps 

have the potential to be useful for gaining insights into the data structure because of 

their visual nature. Deriving causal models is one example of an extension that is 

discussed in ESANN 2011 in, and it is one way that this approach may be developed 

upon and improved. 

Defining interpretable machine learning algorithms that are able to handle in a 

consistent manner with data of varied type is a separate issue in machine learning that 

also incorporates interpretability difficulties. This topic aims to define machine 

learning algorithms that are able to handle in a consistent manner with data of various 

types. This is a problem that has elements of interpretability included into it. In the 

presented example of an artificial neural network with two layers, the neuron model 

computes a similarity function between the data inputs and the model weights. This 

function compares the input data to the weights of the model. This model is able to 

examine in a consistent manner variables that are of multiple sorts, including 

continuous, ordinal, and categorical data, even if some of the information is missing. 

This includes data that may be categorized as either positive or negative. 

When working with static data, you can apply any of the aforementioned approaches, 

which are all illustrations of more generic procedures that you can use. When dealing 
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with time series, and more specifically when dealing with failure time data, which is 

suited for longitudinal data analysis, certain statistical considerations need to be used 

because of the frequency of censoring. This is especially true when dealing with failure 

time data.   In addition, the insights that are generated by these models are invariably 

anchored to the temporal domain. Going back to the work that was done in the authors' 

method provides an example of how this may be done, and it is a strategy that 

complements the way of explicitly modeling the failure rate, which is also known as 

the hazard distribution. 

 

 

 




