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Abstract— Many active vehicle safety systems such as 

electronic stability control (ESC), rollover prevention, and lane 

departure avoidance could benefit from knowledge of the vehicle 

slip angle. However, it is a challenge to design an observer to 

estimate slip angle reliably under a wide range of vehicle 

maneuvers and operating conditions. This is due especially to 

nonlinear tire characteristics and system models which have 

nonlinear output equations. Hence this paper develops an 

extended 𝑯∞ circle criterion observer for state estimation in 

systems with nonlinear output equations. The observer design 

approach utilizes a modified Young’s relation to include 

additional degrees of freedom in the linear matrix inequality 

(LMI) used for observer gain design. This enhanced LMI is less 

conservative than others proposed in the literature for Lipschitz 

nonlinear systems, both with and without nonlinear output 

equations. The observer is applied to slip angle estimation and 

utilizes inexpensive sensors available in all modern vehicles. 

Finally, experimental tests on a Volvo XC90 sport utility vehicle 

are used to evaluate the developed approach. The experimental 

results show that the slip angle estimates for a variety of test 

maneuvers on road surfaces with different friction coefficients 

are reliable.  

Index Terms — Slip angle estimation, Lipschitz system, LMI 

approach, 𝑯∞ synthesis, nonlinear observer design, electronic 

stability control (ESC). 

I. INTRODUCTION 

ver 94% of traffic accidents are found to be related to 

human error [1]. Active safety control systems can help 

reduce driver burden, partially automate normal driving 

operations, and reduce accidents. Many driver assistance 

systems such as electronic stability control (ESC) [2, 3], 

rollover prevention [4], lane departure avoidance systems [5], 

collision avoidance systems [6], and adaptive cruise control 

(ACC) systems have been developed in the last ten years [2]. 

 It is predicted that ESC systems can reduce single-vehicle 

crashes of passenger cars by 34 percent and single-vehicle 

crashes of sport utility vehicles (SUVs) by 59 percent, with a 

much greater drop in rollover crashes. Hence, ESC systems 

are now mandated in all new vehicles from 2012 [7]. 

 Many electronic stability control systems focus on yaw rate 

feedback for enhancing vehicle stability performance. 

However, it is beneficial to also control the vehicle slip angle 

besides controlling yaw rate, especially in loss of stability 

situations on low-friction road surfaces [3, 8]. The slip angle 

feedback is necessary since too large a value of it can reduce 
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the ability of the tires to generate lateral forces and reduce the 

stability control performance of the system. Thus, both yaw 

rate and vehicle slip angle are variables needed for vehicle 

stability control. 

 The yaw rate signal can be measured by an inexpensive 

gyroscope sensor. However, the slip angle cannot be easily 

measured with inexpensive sensors. Further, estimation of the 

slip angle is also a challenge due to the nonlinearity of the 

lateral dynamics during loss of stability control situations. 

Therefore, this paper focuses on slip angle estimation using a 

nonlinear observer, namely an extended 𝐻∞ circle criterion 

observer for nonlinear systems with nonlinear output 

equations. The observer presented here is an extension of the 

theoretical observer design result presented in [9] for 

nonlinear systems with linear outputs.  

The outline of the paper is as follows. Section 2 presents a 

review of slip angle estimation methods. Then, the notations 

and preliminaries are presented in Section 3 and the 

development of the extended 𝐻∞ circle criterion observer for 

nonlinear output systems is presented in Section 4. Next, 

Section 5 applies the developed observer to estimate vehicle 

slip angle.  The experimental setup and results are presented 

in Section 6 and Section 7 respectively. Finally, the 

conclusions are presented in Section 8. 

II. REVIEW OF SLIP ANGLE ESTIMATION METHODS 

 
Figure 1 Vehicle and tire slip angles. 

The slip angle of a vehicle 𝛽 is the angle which its velocity 

vector at the center of gravity (c.g.) makes with the 

longitudinal axis of the vehicle. The slip angle of a tire 𝛼 is 

the angle of the velocity vector at the tire with the orientation 

of the tire [2]. Both of these definitions are illustrated in 

Figure 1. 
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A. Slip Angle Measurement Sensors 

The global position of the vehicle can be measured by a 

one-antenna GPS system. However, this system cannot 

measure slip angle. As a result, many researchers have 

attempted to estimate slip angle by using an integrated 

estimation algorithm that combines an inertial measurement 

unit and a one-antenna GPS system [10]. However, the drift 

in the velocity estimates due to bias errors in the acceleration 

measurements continues to be a major problem of this 

integration approach. Another problem of the GPS-based 

system is the occasional unavailability of the GPS satellite 

signal, especially in urban areas and areas covered with tall 

buildings. To correct the bias errors and to obtain absolute 

orientation of the vehicle, a two-antenna GPS system can be 

used [11]. However, this system is costly, with an 

approximate cost of at least $600 for sedans [12]. 

B. Dynamic Model-Based Estimation 

Slip angle estimation using an observer is inexpensive 

compared to a GPS-based system and compared to optical 

sensors.  The slip angle estimation system can utilize sensors 

already being used by the vehicle stability control system. 

Several slip angle estimation approaches have been 

developed, which can be categorized into two groups: 

kinematics-based methods [12] and vehicle-model-based 

methods [3]. The kinematics-based approaches are very 

sensitive to sensor error, particularly sensor bias error, which 

causes a drift. The vehicle-model-based methods are 

relatively robust against sensor bias errors. However, they 

rely on the accuracy of the vehicle model, vehicle parameters 

and tire parameters and knowledge of road conditions. Also, 

most of the observer-based slip angle estimation methods 

published in literature rely on linear vehicle models. 

Therefore, when the vehicle is skidding and the slip angle 

becomes large, these estimation methods will not be reliable.    

 In this paper, a newly developed 𝐻∞ observer is used to 

estimate the vehicle slip angle based on a nonlinear vehicle 

model with output nonlinear equations. The observer can 

work well for a large range of operating conditions and 

friction coefficient ranges. The developed technique is 

validated with experimental measurements on a test vehicle, 

a Volvo XC90 sport utility vehicle.  

III. NOTATIONS AND PRELIMINARIES 

Notations: Throughout the paper, the following notations are 

used: 

 (*) is used for the blocks induced by symmetry; 

 𝕀𝑟 represents the identity matrix of dimension 𝑟; 
 For a square matrix 𝑆, 𝑆 > 0 (𝑆 < 0) means that this matrix 

is positive definite (negative definite); 

 𝑒𝑠(𝑖) = [0, … ,0, 1⏞
𝑖 𝑡ℎ

, 0, … ,0]

𝑇

⏟            
𝑠 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠

∈ ℝ𝑠, 𝑠 ≥ 1 is a vector of 

the canonical basis of ℝ𝑠. 
Preliminaries: 

Lemma 1 ([13]) Consider two vectors 

𝑋 = [

𝑥1
⋮
𝑥𝑛
] ∈ ℝ𝑛   and 𝑌 = [

𝑦1
⋮
𝑦𝑛
] ∈ ℝ𝑛. (1) 

For all 𝑖 = 0,… , 𝑛, an auxiliary vector 𝑋𝑌𝑖 ∈ ℝ𝑛 

corresponding to 𝑋 and 𝑌 can be defined as follows: 

{
  
 

  
 

𝑋𝑌𝑖 =

[
 
 
 
 
 
𝑦1
⋮
𝑦𝑖
𝑥𝑖+1
⋮
𝑥𝑛 ]
 
 
 
 
 

𝑋𝑌0 = 𝑋

 𝑓𝑜𝑟 𝑖 = 1,… , 𝑛 (2) 

Lemma 2 ([13]) Consider a function Ψ: ℝ𝑛 → ℝ𝑛. Then, the 

two following items are equivalent: 

Ψ is globally Lipschitz with respect to its argument, i.e.: 

‖Ψ(𝑋) − Ψ(𝑌)‖ ≤ 𝛾Ψ‖𝑋 − 𝑌‖, ∀𝑋, 𝑌 ∈ ℝ𝑛  (3) 

for all 𝑖, 𝑗 = 1,… , 𝑛, there exist functions 

Ψ𝑖𝑗 : ℝ
𝑛 × ℝ𝑛 → ℝ  (4) 

and constants 𝛾Ψ𝑖𝑗  and 𝛾
Ψ𝑖𝑗

, so that ∀𝑋, 𝑌 ∈ ℝ𝑛, 

Ψ(𝑋) − Ψ(𝑌) = ∑ ∑ 𝜓𝑖𝑗ℋ𝑖𝑗(𝑋 − 𝑌)
𝑗=𝑛
𝑗=1

𝑖=𝑛
𝑖=1   (5) 

and 

𝛾𝜓𝑖𝑗 ≤ 𝜓𝑖𝑗 ≤ 𝛾𝜓𝑖𝑗
 (6) 

where 

𝜓𝑖𝑗 ≜ 𝜓𝑖𝑗(𝑋
𝑌𝑗−1 , 𝑋𝑌𝑗) and ℋ𝑖𝑗 = 𝑒𝑛(𝑖)𝑒𝑛

𝑇(𝑗). (7) 

PROOF: The proof is omitted. See [13]. 

Lemma 3 (Reformulation of Young’s relation [11]) Let 𝑋 and 

𝑌 two given matrices of appropriate dimensions. Then, for 

any symmetric positive definite matrix 𝑆 of appropriate 

dimension, the following inequality holds: 

𝑋𝑇𝑌 + 𝑌𝑇𝑋 ≤
1

2
[𝑋 + 𝑆𝑌]𝑇𝑆−1[𝑋 + 𝑆𝑌].  (8) 

PROOF. The proof is omitted. See [9]. 

IV. EXTENDED 𝐻∞ OBSERVER FOR NONLINEAR OUTPUT 

SYSTEM 

3.1 Problem Statement 

A nonlinear dynamic system with nonlinear outputs is often 

encountered in many real applications, such as the problem of 

magnetic position estimation [14] and slip angle estimation   

problems [3]. Consider the class of nonlinear systems 

described by: 

�̇� = 𝐴𝑥 + 𝐺𝛾(𝑥) + 𝐸𝜔

𝑦 = 𝐶𝑥 + 𝐵𝑔(𝑥) + 𝐷𝜔
 (9) 

where 𝑥 ∈ ℝ𝑛 is the state vector, 𝑦 ∈ ℝ𝑝 is the output 

measurement vector, and 𝜔 ∈ ℝ𝑞 is the disturbance ℒ2 

bounded vector. 𝐴 ∈ ℝ𝑛×𝑛, 𝐺 ∈ ℝ𝑛×𝑚, 𝐸 ∈ ℝ𝑛×𝑞, 𝐶 ∈
ℝ𝑝×𝑛, 𝐵 ∈ ℝ𝑝×𝑠, and 𝐷 ∈ ℝ𝑝×𝑞 are appropriate matrices. The 

functions γ(𝑥): ℝ𝑛 → ℝ𝑚 and 𝑔(𝑥): ℝ𝑛 → ℝ𝑠 are nonlinear 

and assumed to be globally Lipschitz.  

𝛾(𝑥) and 𝑔(𝑥) can be written under the detailed form:  

𝛾(𝑥) =

[
 
 
 
 
 
𝛾1(𝐻1𝑥)

⋮

𝛾𝑖(𝐻𝑖𝑥⏞
𝓋𝑖

)
⋮

𝛾𝑚(𝐻𝑚𝑥)]
 
 
 
 
 

,  𝑔(𝑥) =

[
 
 
 
 
 
𝑔1(𝐹1𝑥)

⋮

𝑔𝑖(𝐹𝑖𝑥⏞
𝜃𝑖

)
⋮

𝑔𝑠(𝐹𝑠𝑥)]
 
 
 
 
 

 (10) 



  

where 𝐻𝑖 ∈ ℝ
𝑛𝑖×𝑛 and 𝐹𝑖 ∈ ℝ

𝑝𝑖×𝑛. 

3.2 Observer Design 

The observer is than assumed to be of the generalized 

Arcak’s observer form as follows: 

�̇̂� = 𝐴�̂� + 𝐺[𝛾1(�̂�1) ⋯ 𝛾𝑖(�̂�𝑖) ⋯ 𝛾𝑚(�̂�𝑚)]
𝑇

+ 𝐿(𝑦 − �̂�) 
(11a) 

�̂� = 𝐶�̂� + 𝐵[𝑔1(𝜃1) ⋯ 𝑔𝑖(𝜃𝑖) ⋯ 𝑔𝑠(𝜃𝑠)]
𝑇
 (11b) 

�̂�𝑖 = 𝐻𝑖�̂� + 𝐾𝑖(𝑦 − �̂�) (11c) 

𝜃𝑖 = 𝐹𝑖�̂� + 𝑀𝑖(𝑦 − 𝑧) (11d) 

𝑧 = 𝐶�̂� + 𝐵[𝑔1(𝐹1�̂�) ⋯ 𝑔𝑖(𝐹𝑖�̂�) ⋯ 𝑔𝑠(𝐹𝑠�̂�)]
𝑇

 (11e) 

The matrices 𝐿 ∈ ℝ𝑛×𝑝, 𝐾𝑖 ∈ ℝ
𝑛𝑖×𝑝, and 𝑀𝑖 ∈ ℝ

𝑝𝑖×𝑝 are to 

be determined so that the estimation error 𝑒 = 𝑥 − �̂� 

converges asymptotically towards zero. 

Since 𝛾(. ) and 𝑔(. ) are globally Lipschitz, then from 

Lemma 2 there exist functions 

𝜙𝑖𝑗: ℝ
𝑛𝑖 × ℝ𝑛𝑖 → ℝ , 𝜓𝑖𝑗 : ℝ

𝑝𝑖 × ℝ𝑝𝑖 → ℝ  (12) 

and constants 𝑎𝑖𝑗 , 𝑏𝑖𝑗 , 𝑐𝑖𝑗 , and 𝑑𝑖𝑗 , such that 

𝛾(𝑥) − 𝛾(�̂�) = ∑ 𝜙𝑖𝑗ℋ𝑖𝑗(𝓋𝑖 − �̂�𝑖)
𝑖,𝑗=𝑚,𝑛𝑖
𝑖,𝑗=1 ,   

𝑔(𝑥) − 𝑔(�̂�) = ∑ 𝜓𝑖𝑗ℱ𝑖𝑗(𝜃𝑖 − �̂�𝑖)
𝑖,𝑗=𝑞,𝑝𝑖
𝑖,𝑗=1      

(13) 

with 

𝑎𝑖𝑗 ≤ 𝜙𝑖𝑗 (𝓋𝑖
�̂�𝑖,𝑗−1

, 𝓋
𝑖

�̂�𝑖,𝑗
) ≤ 𝑏𝑖𝑗 ,  

𝑐𝑖𝑗 ≤ 𝜓𝑖𝑗 (𝜃𝑖
�̂�𝑖,𝑗−1

, 𝜃
𝑖

�̂�𝑖,𝑗
) ≤ 𝑑𝑖𝑗 .     

(14) 

For shortness, it can set 

𝜙𝑖𝑗 ≜ 𝜙𝑖𝑗(𝓋
�̂�𝑖,𝑗−1 , 𝓋 �̂�𝑖,𝑗) , 𝜓𝑖𝑗 ≜

𝜓𝑖𝑗 (𝜃𝑖
�̂�𝑖,𝑗−1

, 𝜃
𝑖

�̂�𝑖,𝑗
). 

(15) 

Without loss of generality, it can assume that 𝑎𝑖𝑗 = 0 for all 

𝑗 = 1,… , 𝑛𝑖 and 𝑖 = 1,… ,𝑚 and 𝑐𝑖𝑗 = 0, for  𝑖 = 1,… , 𝑞𝑖 and  

𝑖 = 1,… , 𝑞. The detail of these is presented in [15]. 

Since 𝓋𝑖 − �̂�𝑖 = (𝐻𝑖 − 𝐾𝑖𝐶)𝑒 − 𝐾𝑖𝐷𝜔 and 𝜃𝑖 − �̂�𝑖 =
(𝐹𝑖 −𝑀𝑖𝐶)𝑒 − 𝑀𝑖𝐷𝜔, then  

𝛾(𝑥) − 𝛾(�̂�) = [ ∑ 𝜙𝑖𝑗ℋ𝑖𝑗(𝐻𝑖 −𝐾𝑖𝐶)

𝑖,𝑗=𝑚,𝑛𝑖

𝑖,𝑗=1

] 𝑒

− [ ∑ 𝜙𝑖𝑗ℋ𝑖𝑗𝐾𝑖𝐷

𝑖,𝑗=𝑚,𝑛𝑖

𝑖,𝑗=1

]𝜔, 

𝑔(𝑥) − 𝑔(�̂�) = [ ∑ 𝜓𝑖𝑗ℱ𝑖𝑗(𝐹𝑖 −𝑀𝑖𝐶)

𝑖,𝑗=𝑞,𝑝𝑖

𝑖,𝑗=1

] 𝑒

− [ ∑ 𝜓𝑖𝑗ℱ𝑖𝑗𝑀𝑖𝐷

𝑖,𝑗=𝑞,𝑝𝑖

𝑖,𝑗=1

]𝜔. 

(16) 

Consequently, the dynamics equation of the estimation error 

is then given by: 

�̇� = (𝔸𝐿 + ∑ [𝜙𝑖𝑗𝐺ℋ𝑖𝑗ℍ𝐾𝑖]

𝑖,𝑗=𝑚,𝑛𝑖

𝑖,𝑗=1

)𝑒 + [ ∑ 𝜓𝑖𝑗𝐿𝐵ℱ𝑖𝑗𝔽𝑀𝑖

𝑖,𝑗=𝑞,𝑝𝑖

𝑖,𝑗=1

] 𝑒 

+(𝔼𝐿 + ∑ [𝜙𝑖𝑗𝐺ℋ𝑖𝑗𝔻𝐾𝑖]

𝑖,𝑗=𝑚,𝑛𝑖

𝑖,𝑗=1

)𝜔 + [ ∑ 𝜓𝑖𝑗𝐿𝐵ℱ𝑖𝑗𝔻𝑀𝑖

𝑖,𝑗=𝑞,𝑝𝑖

𝑖,𝑗=1

]𝜔 

(17) 

where 

𝔸𝐿 = 𝐴 − 𝐿𝐶, 𝔼𝐿 = 𝐸 − 𝐿𝐷 (18) 

ℍ𝐾𝑖 = 𝐻𝑖 − 𝐾𝑖𝐶, 𝔻𝐾𝑖 = −𝐾𝑖𝐷 

𝔽𝑀𝑖 = −(𝐹𝑖 −𝑀𝑖𝐶), 𝔻𝑀𝑖 = 𝑀𝑖𝐷. 

The aim consists in finding the gains 𝐿, 𝐾𝑖 for 𝑖 = 1,… ,𝑚, 

and 𝑀𝑖 for 𝑖 = 1,… , 𝑞 so that the estimation error dynamics 

equation (17) turn to be ℋ∞ asymptotically stable. That is, the 

objective is to determine the observer parameters such that the 

following ℋ∞ criterion is satisfied: 

‖𝑒‖ℒ2𝑛 ≤ √𝜇‖𝜔‖ℒ2
𝑞
2 + 𝒱‖𝑒0‖

2  (19) 

where 𝜇 > 0 is the disturbance attenuation level and 𝒱 > 0 is 

to be determined. To be more clear, √𝜇 is the disturbance gain 

from 𝜔 to 𝑒. 

As usual for this class of systems addressed by LMI 

techniques, we use a quadratic Lyapunov function to analyze 

the ℋ∞  stability. That is   

𝑉(𝑒) = 𝑒𝑇ℙ𝑒,  ℙ = ℙ𝑇 > 0 (20) 

Consequently, ℋ∞   criterion equation (19) is satisfied if the 

following inequality holds [17]: 

𝒲 ≜ �̇�(𝑒) + ‖𝑒‖2 − 𝜇‖𝜔‖2 ≤ 0. (21) 

This problem has been handled in the literature and several 

methods have been proposed where each newer method 

provides relaxed LMI condition. It turns out that all these 

techniques still provide restrictive LMI synthesis conditions. 

Despite all the new ways to improve the existing techniques, 

the problem of observer design for Lipschitz nonlinear 

systems remains a challenge to solve. Therefore, an enhanced 

LMI condition, for which the use a diagonal form of the 

multiplier matrix is not required, is proposed. 

Then, by using Lemma 3 and some mathematical 

manipulation, the following Theorem 1 for the nonlinear 

observer can be developed. 

Theorem 1 Assume that there exist symmetric positive 

definite matrices ℙ ∈ ℝ𝑛×𝑛, 𝒵𝑖 ∈ ℝ
𝑛𝑖×𝑛𝑖 , 𝒮𝑖 ∈ ℝ

𝑝𝑖×𝑝𝑖 , and 

matrices ℛ ∈ ℝ𝑝×𝑛, 𝒯𝑖 ∈ ℝ
𝑝×𝑛𝑖 , �̅�𝑖 ∈ ℝ

𝑝×𝑝𝑖  of appropriate 

dimensions so that the following convex optimization 

problem is solvable: 

min(𝜇) 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 (23) (22) 

[
 
 
 
 
[
𝔸(ℙ,ℛ) ℙ𝐸 − ℛ𝑇𝐷
(∗) −𝜇𝕀𝑞

] [∑1…∑𝑚]
⏞      

∑

𝕆𝕌𝕋13

(∗) − ∧ ℤ 0
(∗) (∗) 𝕆𝕌𝕋33]

 
 
 
 

≤ 0 (23) 

with 

𝔸(ℙ,ℛ) = 𝐴𝑇ℙ+ ℙ𝐴 − 𝐶𝑇ℛ − ℛ𝑇𝐶 + 𝕀𝑛 (24) 

∑𝑖 = [𝒩1(ℙ, 𝒯𝑖 , 𝒵𝑖)…𝒩𝑛𝑖(ℙ,𝒯𝑖 , 𝒵𝑖)] (25) 

𝒩𝑗(ℙ, 𝒯𝑖 , 𝒵𝑖) = [
ℙ𝐺ℋ𝑖𝑗

0
] + [

𝐻𝑖
𝑇𝒵𝑖 − 𝐶

𝑇𝒯𝑖)

−𝐷𝑇𝒯𝑖
] 

(26) 

∧= 𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(∧1, … ,∧𝑚) (27) 

∧i= 𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(
2

𝑏𝑖1
Π𝑛𝑖 , … ,

2

𝑏𝑖𝑛𝑖
Π𝑛𝑖)  

(28) 

ℤ =  𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(ℤ𝑖 , … , ℤ𝑚) (29) 

ℤ𝑖 =  𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(ℤ𝑖 , … , ℤ𝑖⏞    
𝑛𝑖 𝑡𝑖𝑚𝑒𝑠

) 
(30) 

𝕆𝕌𝕋13 = [∑̅1… ∑̅𝑞] (31) 

𝕆𝕌𝕋33 = −Π𝕊 (32) 

∑̅𝑖 = [�̅�1(ℛ, �̅�𝑖 , 𝒮𝑖)… �̅�𝑝𝑖(ℛ, �̅�𝑖 , 𝒮𝑖)] (33) 



  

�̅�𝑗(ℛ, �̅�𝑖 , 𝒮𝑖) = [
ℛ𝑇𝐵ℱ𝑖𝑗
0

] + [
−(𝐹𝑖

𝑇𝒮𝑖 − 𝐶
𝑇�̅�𝑖)

𝐷𝑇�̅�𝑖
] (34) 

Π = 𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(Π1, … , Π𝑞) (35) 

Πi = 𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(
2

𝑑𝑖1
Π𝑝𝑖 , … ,

2

𝑑𝑖𝑝𝑖
Π𝑝𝑖)  

(36) 

𝕊 =  𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(𝕊𝑖 , … , 𝕊𝑞) (37) 

𝕊𝑖 =  𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(𝒮𝑖 , … , 𝒮𝑖⏞    
𝑝𝑖 𝑡𝑖𝑚𝑒𝑠

) 
(38) 

Then, the ℋ∞criterion (19) is satisfied with 𝒱 = 𝜆𝑚𝑎𝑥(ℙ). 
Hence, the observer gains 𝐿, 𝐾𝑖, and 𝑀𝑖 are computed by 

𝐿 = ℙ−1ℛ𝑇 , 𝐾𝑖 = 𝒵𝑖
−1𝒯𝑖

𝑇, 𝑀𝑖 = 𝒮𝑖
−1�̅�𝑖

𝑇 (39) 

PROOF. To make it simple, let assume that there is not 

nonlinear outputs, (𝑔(𝑥) = 0,𝐵 = 0), in the system for now. 

Then, the proof is done by following the steps. By calculating 

the derivative of 𝑉(𝑒) along the trajectories of (17), then 

𝒲 = 𝑒𝑇 [𝕀𝑛 +ℙ(𝔸𝐿 + ∑ [𝜙𝑖𝑗𝐺ℋ𝑖𝑗ℍ𝐾𝑖]
𝑖,𝑗=𝑚,𝑛𝑖
𝑖,𝑗=1 )  

+(𝔸𝐿 +∑ [𝜙𝑖𝑗𝐺ℋ𝑖𝑗ℍ𝐾𝑖]
𝑖,𝑗=𝑚,𝑛𝑖
𝑖,𝑗=1 )

𝑇
ℙ]𝑒  

+𝑒𝑇 [ℙ (𝔼𝐿 + ∑ [𝜙𝑖𝑗𝐺ℋ𝑖𝑗𝔻𝐾𝑖]
𝑖,𝑗=𝑚,𝑛𝑖
𝑖,𝑗=1 )  

+(𝔼𝐿 + ∑ [𝜙𝑖𝑗𝐺ℋ𝑖𝑗𝔻𝐾𝑖]
𝑖,𝑗=𝑚,𝑛𝑖
𝑖,𝑗=1 )

𝑇
ℙ]𝜔 − 𝜇𝜔𝑇𝜔.  

(40) 

Hence, 𝒲 ≤ 0 if the following inequality holds: 

[
𝔸𝐿
𝑇ℙ+ ℙ𝔸𝐿 + 𝕀𝑛 ℙ𝔼𝐿

𝔼𝐿
𝑇ℙ −𝜇𝕀𝑞

]
⏞                

𝕃𝕀ℕ𝔼𝔸ℝ

 

+∑ 𝜙𝑖𝑗 
𝑖,𝑗=𝑚,𝑛𝑖
𝑖,𝑗=1

(

 
 
[
ℙ𝐺ℋ𝑖𝑗

0
]

⏞    

𝕏𝑖𝑗
𝑇

[ℍ𝐾𝑖 𝔻𝐾𝑖]
⏞      

𝕐𝑖

+ 𝕐𝑖
𝑇𝕏𝑖𝑗

)

 
 
≤ 0.  

(41) 

Now, by applying Lemma 3, all symmetric positive definite 

matrices  𝕊𝑖𝑗  will be 

𝕏𝑖𝑗
𝑇 𝕐𝑖 + 𝕐𝑖

𝑇𝕏𝑖𝑗 ≤
1

2
(𝕏𝑖𝑗 +

𝕊𝑖𝑗𝕐𝑖)
𝑇
𝕊𝑖𝑗
−1 (𝕏𝑖𝑗 + 𝕊𝑖𝑗𝕐𝑖)⏞        

∆𝑖𝑗

   

(42) 

Consequently, form equation (14) and the fact that with loss 

of generality𝑎𝑖𝑗 = 0, inequality (41) is satisfied if 

𝕃𝕀ℕ𝔼𝔸ℝ + ∑ (∆𝑖𝑗
𝑇 (

2

𝑏𝑖𝑗
𝕊𝑖𝑗)

−1

∆𝑖𝑗) ≤ 0.
𝑖,𝑗=𝑚,𝑛𝑖
𝑖,𝑗=1   (43) 

Therefore, from Schur Lemma [16], inequality (43) is 

equivalent to   

[
𝕃𝕀ℕ𝔼𝔸ℝ [∆1

𝑇 …∆𝑚
𝑇 ]

(∗) − ∧ 𝕊
] ≤ 0 (44) 

where 

∆𝑖= [∆11, … , ∆1𝑛𝑖] (45) 

and  
𝕊 = 𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(𝕊1, … , 𝕊𝑚), 
𝕊𝑖 = 𝑏𝑙𝑜𝑐𝑘-𝑑𝑖𝑎𝑔(𝕊𝑖1, … , 𝕊𝑖𝑛𝑖). 

(46) 

Regarding the block diagonal form of 𝕐𝑖, the fact that it does 

not depend on the index 𝑗 and depends on the same 𝐾𝑖 in the 

two diagonal blocks, then to obtain an LMI, take 𝕊 = ℤ as 

define in equations (29)-(30). 

𝕊𝑖𝑗 = ℤ𝑖 , ∀(𝑖, 𝑗) (47) 

with ℤ𝑖 ∈ ℝ
𝑛𝑖×𝑛𝑖 . Finally, with the change of variables ℛ =

𝐿𝑇ℙ and 𝒯𝑖 = 𝐾𝑖
𝑇𝒵𝑖,  then the inequality (44) becomes 

identical to equation (23). Hence, the  ℋ∞ criterion equation 

(19) is satisfied with the minimum 𝜇 returned by the convex 

optimization problem (22). This ends the proof of the system 

without nonlinear outputs. For the system with nonlinear 

outputs, 𝒲 defined in equation (21) is semi-negative definite 

if the following inequality is fulfilled: 

[
𝔸𝐿
𝑇ℙ+ ℙ𝔸𝐿 + 𝕀𝑛 ℙ𝔼𝐿

𝔼𝐿
𝑇ℙ −𝜇𝕀𝑞

]
⏞                

𝕃𝕀ℕ𝔼𝔸ℝ

 

+∑ 𝜙𝑖𝑗  
𝑖,𝑗=𝑚,𝑛𝑖
𝑖,𝑗=1

(

 
 
[
ℙ𝐺ℋ𝑖𝑗

0
]

⏞    

𝕏𝑖𝑗
𝑇

[ℍ𝐾𝑖 𝔻𝐾𝑖]
⏞      

𝕐𝑖

+ 𝕐𝑖
𝑇𝕏𝑖𝑗

)

 
 

  

+∑ 𝜓𝑖𝑗  
𝑖,𝑗=𝑞,𝑝𝑖
𝑖,𝑗=1

(

 
 
[
ℙ𝐿𝐵ℱ𝑖𝑗
0

]
⏞      

�̅�𝑖𝑗
𝑇

[𝔽𝑀𝑖 𝔻𝑀𝑖]
⏞      

�̅�𝑖

+ �̅�𝑖
𝑇�̅�𝑖𝑗

)

 
 
≤

0.  

(48) 

From Schur Lemma [14], the inequalities for all symmetric 

positive definite matrices 𝕊𝑖𝑗  and 𝕄𝑖𝑗  is defined by 

𝕏𝑖𝑗
𝑇 𝕐𝑖 + 𝕐𝑖

𝑇𝕏𝑖𝑗 ≤
1

2
(𝕏𝑖𝑗 + 𝕊𝑖𝑗𝕐𝑖)

𝑇
𝕊𝑖𝑗
−1 (𝕏𝑖𝑗 + 𝕊𝑖𝑗𝕐𝑖)⏞        

∆𝑖𝑗

 , 
(49) 

�̅�𝑖𝑗
𝑇 �̅�𝑖 + �̅�𝑖

𝑇�̅�𝑖𝑗 ≤
1

2
(�̅�𝑖𝑗 +𝕄𝑖𝑗�̅�𝑖)

𝑇
𝕄𝑖𝑗
−1 (�̅�𝑖𝑗 +𝕄𝑖𝑗�̅�𝑖)
⏞        

∆̅̅𝑖𝑗

. 
(50) 

Then, the proof can be completed by following the proof of 

the system without nonlinear outputs and shows that the 

inequality is identical to equation (23). 

V. MATHEMATIC FORMULATION OF SLIP ANGLE 

ESTIMATION PROBLEM 

Vehicle Lateral Dynamics 

 
Figure 2 Single track model for vehicle lateral dynamics [3] 

The 2 DOF model of the vehicle lateral dynamics as shown 

in Figure 2 consists of the lateral translation and the yaw rate 

of the vehicle. The nonlinear vehicle lateral dynamics can be 

formulated as 

𝑚𝑎𝑦 = 𝑚(�̈� + 𝑟𝑢𝑥) = 𝐹𝑦𝑓 + 𝐹𝑦𝑟 (51) 

𝐼𝑧�̇� = 𝑎𝐹𝑦𝑓 − 𝑏𝐹𝑦𝑟 (52) 

where 𝑚 is the mass of the vehicle, 𝑎𝑦 is the lateral 

acceleration, 𝑦 is the lateral translation, 𝑟 is the yaw rate, 𝑢𝑥 

is the longitudinal velocity, 𝐹𝑦𝑓 and 𝐹𝑦𝑟 are the lateral tire 

forces of the front and rear wheels respectively, 𝐼𝑧 is vehicle 

inertia, and 𝑎 and 𝑏 are the distances of the front and rear tires 

respectively from the c.g. of the vehicle. 

The lateral tire force for each of the front and rear tires is 

calculated from a lateral tire model for parabolic normal 

pressure distribution [3]: 

𝐹𝑦 = 𝑐1𝛼 − 𝑐2𝛼
2𝑠𝑔𝑛(𝛼) + 𝑐3𝛼

3. (53) 

where 𝑐1, 𝑐2, and 𝑐3 are the coefficients of the tire form model, 

and 𝛼 is the tire slip angle. 



  

 The lateral tire forces described by equation (53) are 

presented in Figure 3. 

 
Figure 3 Lateral tire force described by equation (53) 

The tire slip angle at the front and rear tires can be related to 

the body slip angle and the yaw rate using the following linear 

approximations: 

𝛼𝑓 = 𝛿 − (𝛽 +
𝑟𝑎

𝑢𝑥
) , 𝛼𝑟 =

𝑟𝑏

𝑢𝑥
− 𝛽  (54) 

where 𝛼𝑓 and 𝛼𝑟 are the tire slip angles of the front and rear 

wheels respectively, 𝛿 is the steering angle, and 𝛽 is the 

vehicle slip angle. 

The vehicle lateral dynamics equations (51-52) including 

the nonlinear lateral tire model equation (53) can be rewritten 

in the standard system dynamics as equation (55). 

�̇� = 𝐴𝑥 + �̅�𝑢 + 𝐺𝛾(𝑥) + 𝐸𝜔 

𝑦 = 𝐶𝑥 + 𝐵𝑔(𝑥) + 𝐷𝜔 

(55) 

where �̅� ∈ ℝ𝑛×𝑑 is the matrix, and 𝑢 ∈ ℝ𝑑 is the input vector. 

This can be done by choosing the front slip angle 𝛼𝑓 and 

rear slip angle 𝛼𝑟 as the state vector.  The system equations 

can be written as 

[
�̇�𝑓
�̇�𝑟
] =

[
 
 
 
 −(

𝑢𝑥
𝑎 + 𝑏

+
𝑎2𝑐1𝑓

𝐼𝑧𝑢𝑥
) (

𝑢𝑥
𝑎 + 𝑏

+
𝑎𝑏𝑐1𝑟
𝐼𝑧𝑢𝑥

)

−(
𝑢𝑥
𝑎 + 𝑏

−
𝑎𝑏𝑐1𝑓

𝐼𝑧𝑢𝑥
) (

𝑢𝑥
𝑎 + 𝑏

−
𝑏2𝑐1𝑟
𝐼𝑧𝑢𝑥

)
]
 
 
 
 

[
𝛼𝑓
𝛼𝑟
]

+

[
 
 
 (

𝑢𝑥
𝑎 + 𝑏

) 1 −
1

𝑢𝑥

(
𝑢𝑥
𝑎 + 𝑏

) 0 −
1

𝑢𝑥]
 
 
 

[

𝛿
�̇�
𝑎𝑦

] +

[
 
 
 
 +

𝑎2

𝐼𝑧𝑢𝑥
−
𝑎𝑏

𝐼𝑧𝑢𝑥

−
𝑎𝑏

𝐼𝑧𝑢𝑥
+
𝑏2

𝐼𝑧𝑢𝑥]
 
 
 
 

[
−𝜂(α𝑓)

−𝜂(𝛼𝑟)
] + [

0
0
]𝜔.

 (56) 

where 𝜂(𝛼𝑓) = −𝑐2𝑓𝛼𝑓
2𝑠𝑔𝑛(𝛼𝑓) + 𝑐3𝑓𝛼𝑓

3, and  𝜂(𝛼𝑟) =

−𝑐2𝑟𝛼𝑟
2𝑠𝑔𝑛(𝛼𝑟) + 𝑐3𝑟𝛼𝑟

3
. 

The measurement of the system for the observer consists of 

the lateral acceleration, 𝑎𝑦, and a linear combination of yaw 

rate , 𝑟, and steering angel, 𝛿. The measurement is described 

by 

[
𝑦1
𝑦2
] = [

𝑟 − (
𝑢𝑥
𝑎 + 𝑏

)𝛿

𝑎𝑦
] = [

−(
𝑢𝑥
𝑎 + 𝑏

) (
𝑢𝑥
𝑎 + 𝑏

)

𝑐1𝑓

𝑚

𝑐1𝑟
𝑚

][
𝛼𝑓
𝛼𝑟
] 

+[
0 0

−
1

𝑚
−

1

𝑚

] [
−𝜂(α𝑓)

−𝜂(𝛼𝑟)
] + [

0
0
]𝜔.  

(57) 

Then, the slip angle of the vehicle can be computed from the 

slip angles of the front and rear tires as 

𝛽 = 𝛿 − (𝛼𝑓 +
𝑟𝑎

𝑢𝑥
) or 𝛽 =

𝑟𝑏

𝑢𝑥
− 𝛼𝑟 . (58) 

Using the LMI toolbox in Matlab, the observer gain based on 

Theorem 1 are 

𝐿 = [
0.0559 0.2677
−0.0471 0.3961

], 

𝐾1 = [−0.0650 0.0071], 𝐾2 = [0.0650 0.0071], 
(59) 

𝑀1 = [−0.0650 0.0071], 𝑀2 = [0.0650 0.0071] 

VI. EXPERIMENTAL SET UP 

The test vehicle used for the experimental evaluation is a 

Volvo XC90 sport utility vehicle. Vehicle testing was 

conducted at the Eaton Proving Ground in Marshall, 

Michigan ([12], [3]). A MicroAutoBox from dSPACE was 

used for real-time data acquisition. A real-time 6 axis inertial 

navigation system with combined GPS, RT3000, from Oxford 

Technical Solutions was used for these tests to accurately 

measure the vehicle slip angle for comparison with the 

performance of the slip angle estimation algorithm. The 

specification of slip angle estimates from this system 

according to the manufacturer is 0.15 degrees. The GPS 

outputs were connected to the MicroAutoBox via CAN 

communication at the baud rate of 0.5 Mbits/sec. To obtain 

objective test results, the vehicle was instrumented to record 

the relevant values from both CAN network and GPS. The 

sampling time is set at 2 ms.  A photograph of the test vehicle 

is shown in Figure 3. 

 
Figure 3 The Volvo XC90 test vehicle with GPS system 

VII. EXPERIMENTAL EVALUATION OF SLIP ANGLE 

ESTIMATION 

 
Figure 4 Slip angle estimation result in double lane change test on 

high friction road surface 

Figure 4 and 5 show the experiment results of a double lane 

change maneuver with vehicle speed at 70 mph and in a 

random driving maneuver, respectively. The results show that 

the estimated vehicle slip angle can track the vehicle slip 

angle obtained from the RT3000 system well. By comparing 

the results from [3], there is no significate difference between 

the estimated vehicle slip angles from both observers. 

However, by looking at the observer gain, 𝐿, the observer gain 

of the ℋ∞ observer is lower than that of the bounded Jacobian 

observer [3]. It means the ℋ∞ observer is less conservative 

than the bounded Jacobian observer. Also, the small gains of 

the observer will not enhance noise. Another major advantage 

of the ℋ∞ observer over the bounded Jacobian observer is that 

it is required to solve only one LMI equation for the observer 

gain. 
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Figure 5 Slip angle estimation result in random driving test 

 
Figure 6 Vehicle slip angle estimation result in double lane change 

test on low friction coefficient of the road surface (a) the friction 

coefficient is unknown (b) the friction coefficient is known  

Figure 6 show the experimental results of a double lane 

change test on a low friction coefficient of the road surface. 

However, the observer gain as obtained from equation (59) is 

still used for the vehicle slip angle estimation. The estimation 

result is shown in Figure 6 with black line. The estimation 

works well tracking the actual vehicle slip angle in the range 

of approximately −8 to +8 degrees. The estimation cannot 

track the actual value well if it is out of this range because the 

friction of the road surface is reduced too much, and in this 

case the observer gain needs to be recomputed.  

If the friction road surface is known, a new observer gain 

can be obtained. Then, the experiment result of double lane 

change test on a low friction road surface with the new 

observer gain is shown in Figure 7 with dash dot red line. The 

results show that the ℋ∞ observer works very well even on 

the low road friction surface, over the entire range of slip 

angles from -21 degrees to +10 degrees. 

VIII. CONCLUSIONS 

A new nonlinear observer design technique for vehicle slip 

angle estimation using inexpensive sensors normally 

available for yaw stability control applications is developed.  

The observer design technique utilizes a modified Young’s 

relation and some mathematical manipulation to develop an 

extended 𝐻∞ circle criterion observer that allows for 

nonlinear output equations. Additional degrees of freedom are 

included in the linear matrix inequality (LMI) design 

condition that make the design less conservative compared to 

other observer design techniques from literature. The 

ddeveloped observer is evaluated through experimental tests 

on a Volvo XC90 sport utility. The experimental results show 

that the slip angle estimates for a variety of test maneuvers on 

road surfaces with different friction coefficients are reliable. 
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