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Abstract. In this paper, we describe the formal proof using the Coq proof as-
sistant that Tarski’s axioms for plane neutral geometry (excluding continuity ax-
ioms) can be derived from the corresponding Hilbert’s axioms. Previously, we
mechanized the proof that Tarski’s version of the parallel postulate is equivalent
to the Playfair’s postulate used by Hilbert [9] and that Hilbert’s axioms for plane
neutral geometry (excluding continuity) can be derived from the corresponding
Tarski’s axioms [12]. Hence, this work allows us to complete the formal proof of
the equivalence between the two axiom systems for neutral and plane Euclidean
geometry. Formalizing Hilbert’s axioms is not completely straightforward, in this
paper we describe the corrections we had to make to our previous formalization.
We mechanized the proof of Hilbert’s theorems that are required in our proof
of Tarski’s axioms. But this connection from Hilbert’s axioms, allows to recover
the many results we obtained previously in the context of Tarski’s geometry: this
includes the theorems of Pappus[13], Desargues, Pythagoras and the arithmetiza-
tion of geometry [8].

Keywords: formal proof, geometry, foundations, Tarski’s axioms, Hilbert’s axioms,
Coq

1 Introduction

There are several ways to define the foundations of geometry. In the synthetic approach,
the axiomatic system is based on some geometric objects and axioms about them. The
best known modern axiomatic systems based on this approach are Hilbert’s [17] and
Tarski’s ones [32]. In the analytic approach, a field F is assumed (usually R) and the
space is defined as Fn. In the mixed analytic/synthetic approaches, one assumes both
the existence of a field and also some geometric axioms. For example, the axiomatic
systems for geometry used for education in North America are based on Birkhoff’s
axiomatic system [7] in which the field serves to measure distances and angles. This
is called the metric approach. A modern development of geometry based on this ap-
proach can be found in the books of Millman [21] or Moise [22]. The textbook of
Hartshorne [16] provides a development of geometry based on Hilbert’s axioms. A rig-
orous development of geometry based on Tarski’s axioms appears in the first part of the
book by Tarski, Szmielew and Schwabhäuser [27].

The GeoCoq library gathers results about the foundations of geometry formalized in
Coq [23]. It includes a formalization of the first part of [27]. We formalized in Coq the



link between the synthetic geometry defined by Tarski’s axioms and analytic geome-
try [8]. We also formalized the link from Tarski’s axioms to Hilbert’s axioms [12], Bee-
son has later written a note [5] to demonstrate that the main results to obtain Hilbert“s
axioms are contained in [27]. In this paper, we complete the picture, by proving for-
mally that Tarski’s axioms can be derived from Hilbert’s axiom.

Dehlinger, Dufourd and Schreck have studied the formalization of Hilbert’s founda-
tions of geometry in the intuitionist setting of Coq [14]. They have highlighted the fact
that Hilbert’s proofs require the excluded middle axiom applied to the point equality
and the role of non degenerate conditions. They focus on the first two groups of ax-
ioms and prove some betweenness properties. Meikle and Fleuriot have done a similar
study within the Isabelle/HOL proof assistant [20]. They went up to twelfth1 theorem
of Hilbert’s book. Scott has continued the formalization of Meikle using Isabelle/HOL
and revised it [28]. He has corrected some ”subtle errors in the formalization of Group
III by Meikle”. Scott was interested in trying to obtain readable proofs. Later, he de-
veloped a system within the HOL-Light proof assistant to automatically fill some gaps
in the incidence proofs [30]. In our work, even if we use some tactics to obtain some
proofs more easily [11,10], we do not focus on obtaining readable proofs. Scott then
focused on proving a theorem, which Hilbert’s states without proof: that a special case
of the Jordan Curve Theorem can be proved using the first two groups of Hilbert’s ax-
ioms only [29]. Moreover Richter has formalized a substantial number of results based
on Hilbert’s axioms and a metric axiom system using HOL-Light [25]. Finally Beeson
and Wos have used the OTTER automatic theorem prover to mechanize some proofs
in Tarski’s geometry [3,4]. They manage to automatically prove many results from the
first twelve chapter of [27], with the help of some human generated hints OTTER can
prove all the lemmas necessary to derive Hilbert’s axioms.

The earlier errors in Meikle’s formalization found by Scott can frighten the reader.
How can we be sure that there are no errors in the formalization presented in this paper?
They are two kinds of potential errors:

1. the axioms are inconsistent
2. the axioms do not capture the desired theory - some standard geometry theorems

may not be provable from the axioms

In our previous work [12], we have shown that Tarski’s axioms for plan Euclidean ge-
ometry can serve as a model for the corresponding Hilbert’s axioms. In an unpublished
result, Boutry has built a formal proof that the Cartesian plane over a Pythagorean or-
dered field is a model of Tarski’s axioms (A1-A10, i.e. excluding the continuity axiom).
This can convince the reader that Tarski’s axioms as they are formalized are consistent
and hence our formalization of Hilbert’s axiom system as well. Makarios has also shown
using the Isabelle/HOL proof assistant that there are both euclidean and a non-euclidean
models of Tarski’s axioms for plane neutral geometry [19]. However our axiom system
could be weaker than necessary. As a matter of fact, the axiom system we proposed in
2012 was not sufficient to prove Tarski’s axioms and we had to correct it. In this paper,
we present a formal proof that the formalization of Hilbert’s axioms is not only correct

1 We use the numbering of theorems as of the tenth edition.



but also sufficient, in the sense that we can obtain the culminating result of both [17]
and [27]: the arithmetization of geometry.

Outline

The paper is organized as follows. In Section 2, we describe Tarski’s axiom system
(the version used in [27]), then (Sec. 3) our formalization of Hilbert’s axioms for plane
Euclidean geometry. In doing so, we present the errors we had to correct in our previous
axiomatic system to obtain the equivalence with Tarski’s axioms. Finally, in Section 4,
we provide the proof that Tarski’s axioms can be derived from Hilbert’s axioms.

2 Tarski’s axioms

We use the axioms that serves as a basis for [27]. For an explanation of the axioms and
their history see [32]. Table 1 lists the axioms for neutral geometry.

Let us recall that Tarski’s axiom system is based on a single primitive type depicting
points and two predicates, namely between noted by and congruence noted by ≡ .
A B C means that A, B and C are collinear and B is between A and C (and B may
be equal to A or C). AB ≡ CD means that the line-segments AB and CD have the
same length (the orientation does not need to be the same).

Figure 2 provides the Coq’s formalization of these axioms. We worked in an intu-
itionistic setting but we included the axiom point_equality_decidability.

A1 Symmetry AB ≡BA

A2 Pseudo-Transitivity AB ≡ CD ∧AB ≡ EF ⇒ CD ≡ EF

A3 Cong Identity AB ≡ CC ⇒ A = B

A4 Segment construction ∃E,A B E ∧BE ≡ CD

A5 Five-segment AB ≡A′B′ ∧BC ≡B′C′∧
AD ≡A′D′ ∧BD ≡B′D′∧
A B C ∧A′ B′ C′ ∧A 6= B ⇒ CD ≡ C′D′

A6 Between Identity A B A⇒ A = B

A7 Inner Pasch A P C ∧B Q C ⇒ ∃X,P X B ∧Q X A

A8 Lower Dimension ∃ABC,¬A B C ∧ ¬B C A ∧ ¬C A B

A9 Upper Dimension AP ≡AQ ∧BP ≡BQ ∧ CP ≡ CQ ∧ P 6= Q
⇒ A B C ∨B C A ∨ C A B.

A10 Parallel postulate ∃XY (A D T ∧B D C ∧A 6= D ⇒
A B X ∧A C Y ∧X T Y )

Table 1: Tarski’s axiom system for neutral geometry.
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Fig. 1: Illustration for three axioms

The symmetry axiom (A1 on Table 1) for equidistance together with the transitiv-
ity axiom (A2) for equidistance imply that the equi-distance relation is an equivalence
relation. The identity axiom for equidistance (A3) ensures that only degenerate line
segments can be congruent to a degenerate line segment. The axiom of segment con-
struction (A4) allows to extend a line segment by a given length. The five-segments
axiom (A5) is similar to the Side-Angle-Side principle, but expressed without mention-
ing angles, using only the betweenness and congruence relations (Fig. 1a). The lengths
ofAB,AD andBD fix the angle ĈBD. The identity axiom for betweenness expresses
that the only possibility to have B between A and A is to have A and B equal. Tarski’s
relation of betweenness is non-strict, unlike Hilbert’s. The inner form of the Pasch’s
axiom (A7, Fig. 1b) is a variant of the axiom that Pasch introduced in [24] to repair the
defects of Euclid. Pasch’s axiom intuitively says that if a line meets one side of a trian-
gle and does not pass through the endpoints of that side, then it has to meet one of the
other sides of the triangle. Inner Pasch’s axiom is a form of the axiom that holds even
in 3-space, i.e. does not assume a dimension axiom. The lower 2-dimensional axiom
(A8) asserts that the existence of three non-collinear points. The upper 2-dimensional
axiom (A9) implies that all the points are coplanar. The version of the parallel postulate
(A10) is a statement which can be expressed easily in the language of Tarski’s geometry
(Fig. 1c). It is equivalent to the uniqueness of parallels or Euclid’s 5th postulate.



Class Tarski_neutral_dimensionless :=
{
Tpoint : Type;
Bet : Tpoint -> Tpoint -> Tpoint -> Prop;
Cong : Tpoint -> Tpoint -> Tpoint -> Tpoint -> Prop;
cong_pseudo_reflexivity : forall A B, Cong A B B A;
cong_inner_transitivity : forall A B C D E F,
Cong A B C D -> Cong A B E F -> Cong C D E F;

cong_identity : forall A B C, Cong A B C C -> A = B;
segment_construction : forall A B C D,
exists E, Bet A B E /\ Cong B E C D;

five_segment : forall A A’ B B’ C C’ D D’,
Cong A B A’ B’ ->
Cong B C B’ C’ ->
Cong A D A’ D’ ->
Cong B D B’ D’ ->
Bet A B C -> Bet A’ B’ C’ -> A <> B -> Cong C D C’ D’;

between_identity : forall A B, Bet A B A -> A = B;
inner_pasch : forall A B C P Q,
Bet A P C -> Bet B Q C ->
exists X, Bet P X B /\ Bet Q X A;

PA : Tpoint;
PB : Tpoint;
PC : Tpoint;
lower_dim : ˜ (Bet PA PB PC \/ Bet PB PC PA \/ Bet PC PA PB)
}.

Class Tarski_neutral_dimensionless_with_decidable_point_equality
‘(Tn : Tarski_neutral_dimensionless) :=
{
point_equality_decidability : forall A B : Tpoint, A = B \/ ˜ A = B
}.

Class Tarski_2D
‘(TnEQD : Tarski_neutral_dimensionless_with_decidable_point_equality) :=
{
upper_dim : forall A B C P Q,
P <> Q -> Cong A P A Q -> Cong B P B Q -> Cong C P C Q ->
(Bet A B C \/ Bet B C A \/ Bet C A B)

}.

Class Tarski_2D_euclidean ‘(T2D : Tarski_2D) :=
{
euclid : forall A B C D T,
Bet A D T -> Bet B D C -> A<>D ->
exists X, exists Y,
Bet A B X /\ Bet A C Y /\ Bet X T Y

}.

Fig. 2: The formalization of Tarski’s axioms



3 Hilbert’s axioms

Our formalization of Hilbert’s axiom system is derived on the French translation of the
tenth edition annotated by Rossier [18].

Hilbert’s axiom system is based on two abstract types: points and lines (as we limit
ourselves to 2-dimensional geometry we did not introduce ’planes’ and the related ax-
ioms).

In our initial version of Hilbert’s axioms, we made several mistakes. None of the
axioms were incorrect (as they are formally proved from Tarski’s axioms), but some
should be strengthened and some others are useless because they can be derived. For
each group of axioms, we detail the changes we made to our previous formalization, we
do not detail all the axioms that have already been described in [12]. But, we give the
full list of axioms as a reference.

3.1 Group I

Group I of axioms contains the incidence axioms.
First, we had to change the lower dimensional axiom. Hilbert states that there ex-

ists three non collinear points and three points are said to be collinear if there exists
a line going through these three points. This assumption is not enough, because in a
world without lines, assuming that there are three non collinear points does not imply
that they are distinct. Indeed, there is a model of the first two groups of Hilbert’s ax-
ioms with only one point and no lines (interpreting congruence by the empty relation).
We can construct a line only if we have two distinct points. Scott’s formalization does
not need this modification because in Isabelle/HOL all types are inhabited, hence his
formalization includes implicitly the fact that there is at least one line. Meikle’s and
Richter’s formalizations enforce that the three points are distinct.

Hence, for the lower dimension axiom, we state that there is a line and point not on
this line:

l0 : Line;
P0 : Point;
plan : ˜ Incid P0 l0;

As there is an axiom stating there are always at least two points on a line, the former
axiom stating that there are three non collinear points can be derived.

Second, we had to introduce the property that line equality is an equivalence relation
and that incidence is a morphism for line equality:

EqL_Equiv : Equivalence EqL;
Incid_morphism :
forall P l m, Incid P l -> EqL l m -> Incid P m;

Finally, as we are working in an intuitionist setting we had to introduce some de-
cidability properties which allow to perform case distinctions. It would be interesting to
formalize a constructive version of Hilbert’s axioms, following Beeson’s work [1], we
leave this for future work.



Incid_dec : forall P l, Incid P l \/ ˜Incid P l;
eq_dec_pointsH : forall A B : Point, A=B \/ ˜ A=B;

The complete list of axioms for group I is given in Fig. 3.

Point : Type;
Line : Type;
EqL : Line -> Line -> Prop;
EqL_Equiv : Equivalence EqL;
Incid : Point -> Line -> Prop;
Incid_morphism :
forall P l m, Incid P l -> EqL l m -> Incid P m;

Incid_dec : forall P l, Incid P l \/ ˜ Incid P l;
eq_dec_pointsH : forall A B : Point, A=B \/ ˜ A=B;
line_existence :
forall A B, A <> B -> exists l, Incid A l /\ Incid B l;

line_uniqueness :
forall A B l m,
A <> B ->
Incid A l -> Incid B l -> Incid A m -> Incid B m ->

EqL l m;
two_points_on_line :
forall l,
{ A : Point & { B | Incid B l /\ Incid A l /\ A <> B}};

ColH :=
fun A B C => exists l, Incid A l /\ Incid B l /\ Incid C l;

l0 : Line;
P0 : Point;
plan : ˜ Incid P0 l0;

Fig. 3: Formalization of Group I

3.2 Group II

Group II of axioms contains the betweenness axioms. We denote byA B C Hilbert’s
betweenness predicate, which is strict. It expresses the fact that B is on the line AC
between A and C and different from A and C. We could not derive the fact that if
A B C then A 6= C from our former axioms so we added this property as an axiom.
The fact that A 6= B and B 6= C (which is assumed by Greenberg, Hartshorne and
Richter) is not necessary as it can be derived from the other axioms. The fact that A
should be different from C is not explicit in Hilbert’s book.

between_diff : forall A B C, BetH A B C -> A <> C;



The property between_one states that given three collinear points distinct points
at least one of them is between the other two:

between_one :
forall A B C,
A <> B -> A <> C -> B <> C -> ColH A B C ->
BetH A B C \/ BetH B C A \/ BetH B A C.

In our earlier formalization as well as earlier editions of Hilbert’s book, this prop-
erty was taken as an axiom. Following the proof by Wald published by Hilbert in later
editions, we derived it from the other axioms. Richter assumes this property. Moreover,
in the axiom between_only_one, we removed one of the conjuncts as it can be
derived. We now have:

between_only_one : forall A B C, BetH A B C -> ˜ BetH B C A;

instead of:

between_only_one :
forall A B C, BetH A B C -> ˜ BetH B C A /\ ˜ BetH B A C;

The other axioms could be kept unmodified. The axioms for the second group are
given in Fig. 4.

BetH : Point -> Point -> Point -> Prop;
between_col : forall A B C, BetH A B C -> ColH A B C;
between_diff : forall A B C, BetH A B C -> A <> C;
between_comm : forall A B C, BetH A B C -> BetH C B A;
between_out : forall A B, A <> B -> exists C, BetH A B C;
between_only_one : forall A B C, BetH A B C -> ˜ BetH B C A;
cut :=
fun l A B => ˜ Incid A l /\ ˜ Incid B l /\

exists I, Incid I l /\ BetH A I B;
pasch :
forall A B C l,
˜ ColH A B C -> ˜ Incid C l -> cut l A B ->
cut l A C \/ cut l B C;

Fig. 4: Formalization of Group II



3.3 Group III

Group III of axioms contain those about congruence of segments and angles.

Congruence of segments Hilbert defines congruence as a relation about segments,
where segments are defined as unordered pairs of points. In our formalization, we chose
to avoid defining the concept of segment. We denote by ≡H the Hilbert segment con-
gruence relation. Hence, we have an axiom which says that segments can be permuted
on the right. Other permutations can be derived.

cong_permr : forall A B C D, CongH A B C D -> CongH A B D C;

The uniqueness of segment construction can be derived if one assume the reflexivity
of congruence of angles, therefore we dropped this axiom. Richter assumes uniqueness
of segment construction. The other axioms were not changed, the full list is given on
Fig. 5. Our formalization of the segment addition axiom follows Hilbert’s prose. It is
based on the definition of the concept of disjoint segments. Note that in the segment
addition axiom, the concept of disjoint segments could be replaced by a betweenness
assumption stating that B is between A and C and B′ is between A′ and C ′, we proved
it as lemma:

Lemma addition_betH : forall A B C A’ B’ C’,
BetH A B C -> BetH A’ B’ C’ ->
CongH A B A’ B’ -> CongH B C B’ C’ ->
CongH A C A’ C’.

Congruence of angles In early editions of the Foundations of Geometry, Hilbert had
taken pseudo-transitivity of congruence of angles as an axiom. Later Rosenthal has
shown that this axiom can be derived from the others [26]. We used the later version of
Hilbert’s axioms. Note that, as we need transitivity of congruence in our proofs, we had
to formalize Rosenthal’s proofs. These proofs are rather technical, not very interesting
in a pedagogical context, that is why Hartshorne chose to take the simpler, not mini-
mal, axiom system of the earlier editions [16]. Richter also assumes the transitivity of
congruence of angles. In our previous formalization, we defined the concept of angles
ABC as three points A, B and C, with a proof that A 6= B and B 6= C. We did not
want to open the Pandora box of the dependent types [6] (types that depend on a proof),
so we dropped the proofs from the angle type, and even made implicit the angle type. To
be faithful to Hilbert, some non degeneracy conditions are added to ensure that angles
are neither flat nor null. This makes the proof of the Tarski’s five-segment axiom (A5)
more involved.

We used a predicate of arity six for the congruence of angles:

CongaH :
Point -> Point -> Point -> Point -> Point -> Point -> Prop;



CongH : Point -> Point -> Point -> Point -> Prop;
cong_permr : forall A B C D, CongH A B C D -> CongH A B D C;
cong_pseudo_transitivity :
forall A B C D E F,
CongH A B C D -> CongH A B E F -> CongH C D E F;

cong_existence :
forall A B l M,
A <> B -> Incid M l ->
exists A’, exists B’, Incid A’ l /\ Incid B’ l /\

BetH A’ M B’ /\
CongH M A’ A B /\ CongH M B’ A B;

disjoint := fun A B C D => ˜ exists P, BetH A P B /\ BetH C P D;
addition :
forall A B C A’ B’ C’,
ColH A B C -> ColH A’ B’ C’ ->
disjoint A B B C -> disjoint A’ B’ B’ C’ ->
CongH A B A’ B’ -> CongH B C B’ C’ ->
CongH A C A’ C’;

Fig. 5: Formalization of Group III, part 1 : segment congruence axioms

As for the congruence of segments we need a permutation property about angle
congruence:

congaH_permlr :
forall A B C D E F, CongaH A B C D E F -> CongaH C B A F E D;

Our approach does not use rays, so we need to state that two angles represented by
the same rays are congruent. This is the purpose of axiom congaH_outH_congaH.
The predicate outH P A B states that B belongs to the ray PA:

outH :=
fun P A B => BetH P A B \/ BetH P B A \/ (P <> A /\ A = B);

congaH_outH_congaH :
forall A B C D E F A’ C’ D’ F’,
CongaH A B C D E F ->
outH B A A’ -> outH B C C’ -> outH E D D’ -> outH E F F’ ->
CongaH A’ B C’ D’ E F’;

Recall that Hilbert’s axiom III 4 states that:
Given an angle α, a ray h emanating from a point O and given a point P , not on

the line generated by h, there is a unique ray h′ emanating from O, such that the angle
α′ defined by (h,O, h′) is congruent with α and such that every point inside α′ and P
are on the same side with respect to the line generated by h.



We simplified the formalization of Hilbert’s axiom III 4, instead of considering
every point inside the angle, our proof shows that it is sufficient to state that the point
that defines the angle is on the same side as P . Hence, we can save the burden of
defining what it means for a point to be inside an angle. Our version is also simpler than
Scoot’s one, which follows Hilbert’s definition.

We say that two points are on the same side of a line, if there is a point P such that
they are both on opposite sides wrt. P . The fact that two points are on opposite sides of
a line is defined by the cut predicate of Group II.

hcong_4_existence :
forall A B C O X P,
˜ ColH P O X -> ˜ ColH A B C ->
exists Y, CongaH A B C X O Y /\ same_side’ P Y O X;

hcong_4_uniqueness :
forall A B C O P X Y Y’,
˜ ColH P O X -> ˜ ColH A B C ->
CongaH A B C X O Y -> CongaH A B C X O Y’ ->
same_side’ P Y O X -> same_side’ P Y’ O X ->
outH O Y Y’

The full list of axioms is given in Fig. 6.

3.4 Group IV

In 2012, we had an axiom saying that given a line and a point there exists a parallel
line through this point. Only the uniqueness of the parallel should be assumed as the
existence can be derived from other axioms. The uniqueness axiom is depicted on Fig. 7.

4 Proving Tarski’s axioms

To prove Tarski’s axioms we use a trick: we worked on both sides. We derived some
lemmas in the context of Hilbert’s axioms and we also proved Tarski’s axioms in the
context of a variant of these axioms. We introduced this variant of Tarski’s axiom system
inspired by the one adopted by Beeson in [2]. We added the following two properties as
axioms: symmetry of betweenness and inner transitivity and we number them as in [32].
We modified Pasch’s axiom to have a version which excludes the degenerate case when
the triangle ABC is flat. This non degeneracy condition is crucial because obtaining
the general case from Hilbert’s version is not trivial.

Formally, we consider the following axioms:

A14 := ∀ABC, A B C ⇒ C B A
A15 := ∀ABCD, A B D ∧B C D ⇒ A B C
A′

7 := ∀ABCPQ, A P C ∧B Q C∧
A 6= P ∧ P 6= C ∧B 6= Q ∧Q 6= C ∧ ¬Col(ABC)⇒
∃X,P X B ∧Q X A



CongaH :
Point -> Point -> Point -> Point -> Point -> Point -> Prop;

conga_refl : forall A B C, ˜ ColH A B C -> CongaH A B C A B C;
conga_comm : forall A B C, ˜ ColH A B C -> CongaH A B C C B A;
congaH_permlr :
forall A B C D E F, CongaH A B C D E F -> CongaH C B A F E D;

cong_5 :
forall A B C A’ B’ C’,
˜ ColH A B C -> ˜ ColH A’ B’ C’ ->
CongH A B A’ B’ -> CongH A C A’ C’ ->
CongaH B A C B’ A’ C’ ->
CongaH A B C A’ B’ C’;

same_side := fun A B l => exists P, cut l A P /\ cut l B P;
same_side’ :=
fun A B X Y =>
X <> Y /\
forall l, Incid X l -> Incid Y l -> same_side A B l;

outH :=
fun P A B => BetH P A B \/ BetH P B A \/ (P <> A /\ A = B);

congaH_outH_congaH :
forall A B C D E F A’ C’ D’ F’,
CongaH A B C D E F ->
outH B A A’ -> outH B C C’ -> outH E D D’ -> outH E F F’ ->
CongaH A’ B C’ D’ E F’;

hcong_4_existence :
forall A B C O X P,
˜ ColH P O X -> ˜ ColH A B C ->
exists Y, CongaH A B C X O Y /\ same_side’ P Y O X;

hcong_4_uniqueness :
forall A B C O P X Y Y’,
˜ ColH P O X -> ˜ ColH A B C ->
CongaH A B C X O Y -> CongaH A B C X O Y’ ->
same_side’ P Y O X -> same_side’ P Y’ O X ->
outH O Y Y’

Fig. 6: Formalization of Group III, part 2: angle congruence axioms

Para := fun l m => ˜ exists X, Incid X l /\ Incid X m;
euclid_uniqueness :
forall l P m1 m2,
˜ Incid P l ->
Para l m1 -> Incid P m1-> Para l m2 -> Incid P m2 ->
EqL m1 m2

Fig. 7: Formalization of Group IV



We denote by V the following set of axioms:

{A1, A2, A3, A4, A5, A
′
7, A8, A9, A14, A15}.

Figure 8 provides an overview of the structure of the proof.
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Fig. 8: Overview of the proofs

4.1 Hilbert Plane is equivalent to Tarski A1-A9

The proof is divided into two parts.
First, we proved that the variant of Tarski V implies Tarski’s axioms. The fact that

the axiom A6 can be derived from V is Theorem 2.17 of Gupta’s Ph.D. Thesis [15].
Second, we proved that V follows from Hilbert’s axioms. Hilbert’s betweenness re-

lation is strict, whereas Tarski’s one is not. Obviously, we defined Tarski’s betweenness
relation (Bet) from Hilbert’s one (BetH) as:

Definition Bet A B C := BetH A B C \/ A = B \/ B = C.

Hilbert’s congruence relation is defined only for non degenerate segments, whereas
Tarski’s one include the case of the null segment:

Definition Cong A B C D :=
(CongH A B C D /\ A <> B /\ C <> D) \/ (A = B /\ C = D).



Axioms A1, A2, A3, A4, A8 and A14 are already axioms in Hilbert or easy conse-
quences of the axioms. A15 is a theorem in Hilbert which can be proved easily. Tarski’s
version of Pasch’s axiom is stronger than Hilbert’s one, because it provides information
about the relative position of the points. We could recover the non degenerate case of
Tarski’s version of Pasch (A′

7) using some betweenness properties and repeated appli-
cations of Hilbert’s version of Pasch. The five-segment axiom requires a longer proof.
The non degenerate case is a trivial consequence of the Side-Side-Side theorems and
the fact that if two angles are congruent their supplements are congruent as well. Those
theorems are proved by Hilbert as theorems 18 and 14. To prove these two theorems
we had to formalize the proof of Hilbert’s theorems 12, 15, 16 and 17 as well. Hilbert’s
proofs can be formalized without serious problem; we only had to introduce some lem-
mas about the relative position of two points and a line. For example, we had to prove
that the same-side relation is transitive: if A and B are of the same side of l, and B
and C are on the same side of l then A and C are also on the same side of l. As al-
ready noticed by Meikle and Scott, these lemmas, which are as difficult to prove as
Hilbert’s other theorems are completely implicit in Hilbert’s prose. The non-obvious
part of the proof has been the degenerate case of the five-segment axiom and the upper
2-dimensional axiom (A9).

To prove the degenerate case of the five-segment axiom (when the point D belongs
to the line AB), we had to prove that then D′ also belongs to line A′B′. We also
had to prove many degenerate cases which reduce to segment addition and subtraction.
Segment subtraction can be deduced from uniqueness of segment construction and from
addition. We give here only the proof of the key lemma (Lemma 2 below), assuming
the following lemma:

Lemma 1.

A B C ∧A′ B′ C ′ ∧AC ≡H A′C ′ ∧AB ≡H A′B′ ⇒ A′ B′ C ′

Lemma 2.

A B C ∧AB ≡H A′B′ ∧BC ≡H B′C ′ ∧AC ≡H A′C ′ ⇒ Col A′B′ C ′

Proof. We will prove this lemma by contradiction so let us assume that B′ does not
belong to line A′C ′. Let B′′ be a point on A′C ′ such that A′B′′ ≡H AB. Let C ′′ a
point such that B′C ′′ ≡H BC and A′ B′ C ′′ (Fig. 9). So the triangle B′C ′′C ′ is
isosceles in B′. Then Hilbert’s theorem 12 lets us prove that B′C ′C ′′ =̂ B′C ′′C ′.
By Lemma 1, we have that A′ B′′ C ′. We can derive B′′C ′ ≡H BC by subtraction
and then A′C ′ ≡H A′C ′′ by addition. Therefore triangle C ′A′C ′′ is isosceles in A′,
hence Hilbert’s theorem 12 implies that A′C ′′C ′ =̂ A′C ′C ′′. By transitivity of angle
congruence (Hilbert’s theorem 19), we know that B′C ′C ′′ =̂ A′C ′C ′′. Finally we
obtain a contradiction as the uniqueness of angle construction and the fact that B′ and
C ′′ are on the same side of C ′C ′′ let us prove that C ′B′ is the same ray as C ′A′.

The last axiom we need to prove is the upper 2-dimensional axiom. The proof is
not completely straightforward because we do not assume decidability of intersection
of lines: we can not distinguish cases to know if two lines intersect or not.

Let us first prove two useful lemmas.
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Fig. 9: Proof of Lemma 2

Lemma 3. If two points A and B are not collinear with two points X and Y , then
either they are one the same side of the line XY or they are on opposite sides of this
line.

Proof. First, one can construct a point C, such that points A and C are on the opposite
side of the line XY . Therefore, there exists a point I collinear with X and Y . If A, B
and I are collinear, then either A B I , B A I or A = B and then A and B are on
the same side of line XY or A I B and then A and B are on opposite sides of line
XY , as, neither A nor B can be equal to I since they would then be collinear with X
and Y . Finally, if A, B and C are not collinear, then Pasch’s axiom lets us conclude the
proof.

In order to prove Lemma 5 we first prove a particular case which will be used
repeatedly throughout this proof.

Lemma 4. If three distinct points A, B and C are equidistant from two different points
P and Q, then, assuming that A is collinear with P and Q, these points are collinear.

Proof. We know that neither B or C are collinear with P and Q because if they were
then they would be equal to A, thus obtaining a contradiction. Therefore, using the
previous lemma, either B and C are on opposite sides or on the same side of line PQ.

– If they are on opposite sides of line PQ, then we name I the point of intersection
between this line and the segment BC. If we can prove that A is equal to point I
we will be done. To do this we just have to prove that I is equidistant from P and
Q. Using Hilbert’s theorem 18, we know that the angles P̂AB and Q̂AB are equal.
Then Hilbert’s theorem 12 lets us prove that I is equidistant from P and Q.

– If they are on the same side of line PQ, the previous lemma states that either P and
Q are on opposite sides or on the same side of line BC.
• If they are on the same side, the uniqueness axioms let us prove that they are

equal, therefore obtaining a contradiction.



• If they are on opposite side, then we name I the point of intersection between
this line and the line PQ. Without loss of generality, let us consider that B is
between C and I (if they are equal then A, B and C are trivially collinear).
Using Hilbert’s theorems 14 and 18, we know that the angles P̂BI and Q̂BI
are equal. Then Hilbert’s theorem 12 let us prove that I is equidistant from P
and Q. Therefore A is equal to I and we are done.

Lemma 5. If three distinct points A, B and C are equidistant from two different points
P and Q, then these points are collinear.

Proof. We just have to consider the case where neither A, B or C are collinear with
P and Q since otherwise the previous lemma lets us conclude. We know that either at
least two of these points are on opposite sides of the line PQ or all the points are one
the same side of this line.

– If they are on opposite sides of line PQ, then we name I the point of intersection
between this line and the segment formed by the points which are on opposite sides
of this line. As in the previous lemma we can prove that I is equidistant from P
and Q. Then apply the previous lemma twice we know that A, B and I as well as
A, C and I are collinear and the transitivity of collinearity allows us conclude.

– If they are on the same side of line PQ, either P and Q are on opposite sides or on
the same side of line AB.
• If they are on the same side, the uniqueness axioms let us prove that they are

equal, therefore obtaining a contradiction.
• If they are on opposite side, then we name I the point of intersection between

this line and the line PQ. As in the previous lemma we can prove that I is
equidistant from P and Q. Then apply the previous lemma twice we know that
A,B and I as well asA,C and I are collinear and the transitivity of collinearity
allows us conclude.

4.2 Euclidean Hilbert Plane is equivalent to Tarski A1-A10

The fact that Playfair’s postulate can be derived from Tarski’s version of the postulate
appears in Chapter 12 of [27], that we have formalized previously. The reverse implica-
tion and many other equivalence results have been described in [9]. For this implication,
we have to assume the decidability of intersection of line: given two lines either they
intersect or they do not.

5 Conclusion

We have obtained a formal proof that Hilbert’s geometric axioms implies Tarski’s ones.
It is interesting to note, that to prove this result we had to correct the axioms we had
given in [12], both removing unnecessary axioms and adding some properties. The
connection between Hilbert’s axioms and Tarski’s ones allows us to obtain all the results
we had proven in the context of Tarski’s axiom system, in particular the culminating
result which is the arithmetization of geometry.



In our experience, manipulating Hilbert’s axioms is more tedious than Tarski’s ones.
As the axioms involve both points and lines (and planes in 3D), a single result can be
stated in many different ways, and it requires formally a lot of administrative work to
convert assumptions about lines into assumptions about points and vice-versa. Even if
this administrative work can be partially automated, using for example the techniques
proposed by Scott and Fleuriot [31], we have the impression that the mechanization of
geometry based on a single primitive type as in Tarski’s axiom system is more con-
venient. Moreover, Hilbert chose to exclude some degenerate cases from its axioms:
angles are never null nor full, segments are never degenerate, this makes the proofs
more tedious than in Tarski’s setting. Still, Hilbert’s axiom system has the advantage
that axioms are grouped and each group can serve to develop a significant part of ge-
ometry, whereas in a development of geometry based on Tarski’s axioms, one has to use
both the betweenness and congruence axioms very early. Our formalization of Hilbert’s
axiom system avoids the concept of sets of points, segments, rays and angles. Our cur-
rent formalization can hence be considered less faithful to the original than the one we
presented in 2012, but this new formalization produces axioms which are both clearer
and simpler to use.

Perspectives

This work completes the formalization of a non trivial part of Hilbert’s book. But, the
formalization could be completed. Among the chapters which have not been formalized,
we can cite the one about meta-mathematical results, and the one about arithmetization
of hyperbolic geometry. It would also be useful to extend the formalization to 3D.

It would be also interesting to generate readable proofs from our Coq formalization
to obtain a mechanized book about foundations of geometry.

We leave to future work the proof that our version of Hilbert’s axiom is equivalent
to a version in which angles are defined as a pair of rays.

Availability

The full Coq development is available here (release 2.1.0):
http://geocoq.github.io/GeoCoq/
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